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Abstract

We theoretically and empirically demonstrate that monopolistic or collusive banks will keep lending to a loss-making firm at an interest rate lower than the prime rate if the firm is located in an influential position in an inter-firm supply network. An influential firm generates a positive externality, and its exit damages the sales in the supply network. To internalize this externality, the banks may forbear on debt collection and/or bail out such influential firms when the cost to support the loss-making influential company can be recouped by imposing high interest on less influential companies. The analytical model shows that such forbearance can improve welfare. Our empirical study, performed using a unique dataset containing information about inter-firm transactions, provides evidence for such network-motivated lending decisions. In particular, this effect is more clearly observed at less credit-worthy firms whose main bank is a regional bank. Notably, we observe that such banks are often dominant lenders in the local loan market, and most of their clientele do not have direct access to the stock and bond market.
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1 Introduction

In economic downturns, we frequently observe governments and financial institutions rescuing “too big to fail” and “too connected to fail” companies. For example, the U.S. government bailed out the country’s Big Three automakers by providing some 8 billion USD in the midst of the 2008 global financial crisis, despite heated controversy over this action. A news article reports, “The Big Three directly employ almost 250,000, […], not counting the vast network of suppliers and dealers whose businesses are intertwined. In all, administration officials estimate that the failure of the U.S. auto makers would cost the economy more than one million jobs”.\(^1\) It is also well recognized in the academic literature that Japanese major banks engaged in extensive forbearance or zombie lending in the 1990s (e.g., Sekine et al., 2003; Peek and Rosengren, 2005; Caballero et al., 2008). Forbearance or zombie lending refers to the behavior of a bank that keeps extending additional loans at a lower interest rate to under-performing or non-performing firms to which the bank has existing exposure.

In this paper, we theoretically and empirically demonstrate that profit-maximizing banks are undertaking forbearance lending. Moreover, our theory suggests that this can be welfare-improving. We argue that some recipient firms are influential in a supply network in the sense that its existence creates positive externalities for the total sales and profit of the network. Even when that firm is loss-making, forbearance may enhance welfare when it internalizes the externalities caused by the existence of this firm. A profit-maximizing bank that is a dominant financier in a region or an industrial group may have an incentive to undertake forbearance in order to internalize this externality. In particular, the bank can increase its profit by supporting a loss-making influential firm and recouping the cost by imposing higher interests on the other firms that depend on sales to the influential firm. We also conduct an empirical study that uses a unique dataset of inter-firm transactions. The empirical results are consistent with our theory.

\(^1\)“Detroit Gets Access To Bailout Funds,” Dec. 13, 2008, \emph{Wall Street Journal}. 
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To illustrate the economic problem that we try to address in this study, let us consider the following example, illustrated in Figure 1. There are two types of companies. One type
of company is a large company that heavily depends on intermediate inputs from other companies. We call these hub companies, and one is shown in panel (a) of Figure 1. The other type is small companies that are not as dependent on intermediate goods but are major providers of intermediate inputs; we call these periphery firms. The direction of the arrows in the figure indicates the direction of the flow of products, and the thicknesses indicate the amount of sales. The negative impact of the closure of the hub company propagates throughout the network by reducing sales. This can even trigger a chain of closures of peripheral companies, as is shown in panel (b) of the figure. Even when the hub company is loss-making, it may be welfare-improving to undertake forbearance for it. Moreover, when a bank is a dominant financier for all firms in this network, the bank may increase its profit by supporting the loss-making hub company and recouping the cost by imposing higher interest on the peripheral companies.

To formalize and generalize the insights obtained above, we construct a theoretical model of a supply network. We formulate the inter-firm supply network as an incomplete directed and weighted network of sales among oligopolistic firms offering differentiated products that are intermediate inputs as well as final products. This model is based on multi-sector general equilibrium models, such as Long and Plosser (1983), Horvath (2000), and Acemoglu et al. (2012). Under the assumption that each firm has to depend on external financing to pay its fixed costs, we identify the conditions under which a monopolistic bank or collusive banks will strategically extend a loan to a loss-making but influential company at a rate lower than the prime rate.

In our inter-firm supply network, each firm has both positive and negative externalities. The positive externality comes from the fact that the production of a firm induces demand for intermediate goods from suppliers, which propagates through the supply network. The extent of this externality is measured by the influence coefficient, which is well-known in industry-level input–output analysis and has been extended to firm-level analysis by Acemoglu et al. (2012). The negative externality is the business-stealing effect (Mankiw and Whinston, 1986) or the congestion effect (Caballero et al., 2008). The model shows that a monopolistic bank or collusive banks will engage in forbearance lending when the former outweighs the latter.
Our empirical study shows evidence for the occurrence of network-motivated lending decisions. We compute the influence coefficients of firms from a unique dataset, the *TSR Corporate Relationship Database*, which provides information about inter-firm transactions in Japan. We then examine the relationship between influence coefficients and interest payments.

*TSR Corporate Relationship Database* contains records of inter-firm transactions among about 650,000 firms in Japan. We assume that each supply network consists of firms that share a main bank. By using the data set above, we write the directed adjacency matrix of firms for each network. Our theoretical model indicates a spatial autoregressive model of sales with the weighting matrix being approximated by the adjacency matrix. We estimate the resulting spatial autoregressive model and compute the influence coefficients.

We then match the estimated influence coefficients with corporate financial data and examine the effects of the influence of a firm on the interest rates of offered loans. We find that the interest payments of influential firms are lower than those of the other firms, and significantly so in both the statistical and economic senses for less credit-worthy firms and those whose main bank is a regional bank. This result holds after controlling for relevant observable characteristics of each company and each bank. We note that, in Japan, regional banks tend to be a dominant lender in a more concentrated local loan market, and most of their borrowers are bank-dependent companies that are not publicly traded in the stock exchange. These empirical results are consistent with our theory of network-motivated lending decisions.

This paper contributes to the literature in various ways. First, and most importantly, this paper points out the importance of firms’ location in a supply network for the capital costs. In particular, we show that forbearance can occur as a result of internalizing externalities that run through the supply network. Second, our empirical study that uses inter-firm transaction data, including data from small businesses, is new in the corporate finance literature, as is merging the transaction data with the main bank information. This dataset enables us to observe the relationship between inter-firm supply networks and bank lending decisions, which has never been directly examined in the literature. This paper illustrates the usefulness of this type of data in the context of corporate finance.
This paper also highlights some policy implications. In particular, our finding implies that public bailouts could be economically efficient. We theoretically clarify the conditions under which a public bailout is welfare improving. Our analysis additionally suggests that information about the influence coefficients of companies in an economy is useful to quickly formulate an economically efficient bailout plan.

**Related literature**

Our study proposes a novel viewpoint for academic discussion about the mechanism by which a bank will choose to engage in forbearance or zombie lending. Existing theories on this subject (e.g., Dewatripont and Maskin, 1995; Berglöf and Roland, 1997; Bruche and Lloret, 2014) have focused on the one-to-one bank–firm relationship. For example, Dewatripont and Maskin (1995) shows that a bank tends to invest excessively in borrower-specific information or monitoring ability when the bank repeatedly lends to a specific firm. Relying on this excessive monitoring ability, which is a sunk cost, a bank tends to keep supplying funds to a firm to which outside banks would refuse lending. Since smaller and privately held firms are more dependent on relational lending (Cole et al., 2004), this theory implies that we are more likely to observe forbearance among those firms. However, empirical studies of extensive microdata about small business financing show that credit tightening, rather than forbearance, was prevalent among those bank-dependent small firms (Hosono, 2008; Ogawa, 2008; Sakai et al., 2010; Hamao et al., 2012).

Our explanation of forbearance is clearly different from those existing theories and is consistent with the observed phenomenon that bank-dependent small firms are not benefited by forbearance. Our focus is not on the one-to-one bank-firm relationship; instead, we consider the fact that a bank lends to thousands of firms interconnected through a supply network and can take into account the network effect. We can also show that forbearance can happen even when the target firm is loss-making. In contrast, existing theories do not indicate such a phenomenon because under those theories a bank may lend to a firm that is less profitable but will not lend to a loss-making firm.

The zombie lending in Japan in the 1990s and early 2000s (the so-called lost decade) has been investigated by, for example, Sekine et al. (2003), Peek and Rosengren (2005)
and Caballero et al. (2008). However, they mainly consider the existence of zombie lending and the consequences of such lending, while we consider the mechanism that leads to zombie lending or forbearance. Since our dataset does not cover the same periods, our empirical results do not necessarily explain the events in the 1990s and early 2000s in Japan. Nonetheless, our theory is useful in understanding the motivation behind zombie lending generally. It is said that zombie lending in the lost decade in Japan occurred because the government induced the banks to extend loans to loss-making large companies. Our theory indicates that such a policy may be of interest for governments because large firms are likely to have high influence in supply networks. Since our argument is based on a model with one period, our argument would be applicable only in the short run. Therefore, our argument implies that such a policy may be beneficial in the short run, but the results of, for example, Caballero et al. (2008) indicate that it may hurt the economy in the long run. The long-term welfare implications of network-motivated forbearance is an important topic for future research.

Analytical models of the supply network have already been proposed in the macroeconomics literature. However, studies within macroeconomics tend to focus on the impact of sector-specific shocks on aggregate variables. The list of related macroeconomic studies includes Long and Plosser (1983), and Horvath (2000) about the simulation of aggregate variables, Battiston et al. (2007) about firm distributions, Acemoglu et al. (2012) about the possibility of an idiosyncratic shock to be transformed into an aggregate shock, and Bigio and La’O (2013) about the aggregate impact of collateral constraints. The present paper does not examine the effect of supply networks on aggregate macroeconomic variables; instead, it focuses on the behavior of a bank facing a supply network. Another other important difference from the macroeconomic strand in the literature is that research in macroeconomics typically use the industry-level input–output table to empirically exami-
ine the network effect. We use a dataset of inter-firm transactions instead.

Analytical models to formulate the chain of inter-firm trade credit are also abundant, but the focus of such models is on aggregate volatility (Giesecke and Weber, 2006) and on the possibility of contagion through the chain of trade credit (Kiyotaki and Moore, 1997; Boissay, 2006). Among empirical studies on this point, several studies find significant effects of a liquidity shock, a bankruptcy, and other negative shocks of a firm, as reflected in stock returns, the yield spreads of bonds, and the supply of trade credits of its direct suppliers, customers, or competitors (Hertzel et al., 2008; Boissay and Gropp, 2013; Chen et al., 2013; Calvalho et al., 2014). However, none of these studies looks at the influence of a shock on the response of a bank. Moreover, we consider the higher-order influence of a shock as measured by the influence coefficient while existing studies, in contrast, examine only first-order impacts.

Network models have been popular in the banking literature. However, to the best of our knowledge, our paper is the first to examine the role of supply network on the lending decision of banks. The existing studies in the banking literature focus mainly on inter-bank networks and concern how a shock to a single bank is propagated to the entire network of banks (see Acemoglu et al., 2015; Allen and Gale, 2000; Billio et al., 2012; Castiglionesi and Navarro, 2011; Eisenberg and Noe, 2001; Elliot et al., 2014; Gai et al., 2011; Nier et al., 2007, among others), and a possible autonomous bailout to avoid such a contagion (see Leitner, 2005; Rogers and Veraart, 2013). While the present paper also belongs to the literature of banking, we consider networks of non-financial firms, not networks of banks.

Our paper is also related to development finance. For example, Morck (2009) discusses the possibility that business groups and financial transactions within such groups, which are often found in developing economies, contribute to economic development by complementing the underdeveloped financial sector. Business groups can be interpreted as a network of group firms and group financial institutions. The role of business groups as a financial institution is empirically examined in Gopalan et al. (2007). Our analysis, based on inter-firm supply networks, is readily applicable to this context.
Organization of the paper

The remaining part of this paper is organized as follows. We introduce a model of a supply network and derive the equilibrium in Section 2. Our main theoretical results are in Section 3. There, we show the possibility and the welfare implications of network-motivated forbearance. We specify the hypotheses to be tested in our empirical study in Section 4. Section 5 explains the dataset used in our empirical analysis. The estimation of the influence coefficient is explained in Section 6. Section 7 presents the results of our empirical analysis of the relationship between interest rate and influence coefficient. A robustness check of our empirical study is described in Section 8. Section 9 discusses potential caveats in interpreting the welfare implications of our results. Section 10 is the conclusion and comments on possible future research topics.

2 Theoretical analysis

In this section, we present a theoretical model of a supply network with the financial sector. The equilibrium in this model is also presented here.

2.1 Setup

Our model is a version of a one-period oligopoly model with a banking sector. We assume that production technology requires intermediate goods and that this creates the supply network. We also assume that firms require fixed costs to keep operating. The role of the bank is to finance the fixed costs.

The basic setup of the model is as follows. There are $H$ households, indexed by $h$ ($= 1, \ldots, H$); $n$ firms, indexed by $i$ ($= 1, \ldots, n$); and a monopolistic bank. There are $(n + 1)$ goods in the economy. These goods are differentiated. Good 0 is a pure intermediate good (i.e., not a consumption good). It is supplied from outside of the supply network in the model. Good $i$, for $0 < i \leq n$, is produced by firm $i$. The aggregate quantity and the nominal price of good $i$ are denoted by $x_i$ and $p_i$, respectively. The nominal price of good 0, $p_0$, is exogenously given. We assume that the banking sector is a monopoly for the time being to elucidate the logic of our model in the simplest manner. An economy with multiple banks is discussed later. More details of each economic agent
are described below.

We assume the decision timing and the settlement scheme are as follows.

**Time 1.** The bank decides on which firms and which outside opportunities it will invest in. Those firms whose fixed costs are not financed by the bank exit from the economy. Which firms keep operating becomes common knowledge.

**Time 2.** Firms decide the production level and their demand for input. At the same time, households decide the product demand. A Walrasian auctioneer announces the prices that correspond with the demands and the supplies. All payments are settled by trade credit.

**Time 3.** Firm profits and outside investment outcomes are realized. All trade credits are cleared. The bank captures all the profits of the firms and obtains the return of the outside investment opportunity.

Let $e_i \ (i = 1, 2, \ldots, n)$ equal one if firm $i$ operates and zero otherwise. We note that if $e_j = 0$ for some $j$, then good $j$ is not supplied. We assume $e_0 = 1$ always, that is, the input supply from the outside of the network always exists.

### 2.1.1 Households

Households are utility maximizing, with the utility function of household $h$ given by

$$U_h = \left( \sum_{j=1}^{n} \frac{c_{hj}^{\theta-1}}{c_{hj}} \right)^{\frac{1}{\theta-1}}, \quad \theta > 1,$$

where $c_{hj}$ is the consumption of good $j$ by household $h$, and $\theta$ is the elasticity of substitution. We assume that households are symmetric so that the value of $\theta$ does not vary across households. The budget constraint of household $h$ is

$$\sum_{j=1}^{n} c_{hj}p_j \leq R_h,$$

where $R_h$ is the nominal income of household $h$, which will be determined in the equilibrium (see Section 2.2.4). Note that the households also face the availability constraint: $(1 - e_j)c_{hj} = 0$. 
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2.1.2 Firms

Firms are profit maximizing and have the production function

\[ x_i = \left( \sum_{j=0}^{n} w_{ij}^{1/\theta} x_{ij} \right)^{\frac{\theta}{\theta-1}}, \quad \theta > 1, \tag{3} \]

where \( \theta \) is the elasticity of input substitution, \( w_{ij} \) is the “technological importance” of the input \( j \) for the production of firm \( i \), and \( x_{ij} \) is the quantity of the input quantity from firm \( j \) into the production of firm \( i \). We assume that the elasticity of input substitution \( \theta \) is equal to \( \theta \) in the utility function to simplify the analysis.

The supply network is described by \( \{w_{ij}\}_{i=1}^{n} \). We assume that the supply network is rigid in the sense that \( w_{ij} \) does not change, even if a supplier of an intermediate product ends up closing.\(^4\) This assumption also means that there is no free-entry of new firms into the market. We assume that \( \{w_{ij}\}_{i=1}^{n} \) satisfies \( 0 \leq w_{ij} \leq 1 \), \( \forall i, j \); \( w_{ii} = 0 \); and \( 0 < \sum_{j=0}^{n} w_{ij} \leq 1 \).\(^5\) Note that since some firms may fail to operate, the supply network the firms actually face is \( \{e_{ij}w_{ij}\}_{i=1}^{n} \).

Each firm has to expend an exogenously given fixed cost \( F_i (i = 1, 2, \ldots, n) \) to operate. The value of \( F_i \) is fixed in the real term but varies by firm. Each firm has to rely on external financing for this expense.\(^6\) Those firms whose fixed costs are financed always operate even when the operation results in a loss; presumably, this is because of the limited liability for firm owners. Payments for fixed costs exit the economy.

---

\(^4\)This assumption is more plausible in industries where the designs of input products or the contents of services are highly customized, information- or skill-intensive, and specific to each user. Automobiles, construction, and some types of retailers/wholesalers dealing in custom-made items are of this type.

\(^5\)The value of \( \sum_{i=0}^{n} w_{ij} \) represents the productivity level. Note also that the condition \( \sum_{j=0}^{n} w_{ij} \leq 1 \) guarantees the existence of the equilibrium price vector (11) as well as the existence of an equilibrium.

\(^6\)This assumption is employed to make the analysis tractable and is a simplified version of the situation in which external finance is necessary. A literal interpretation of this assumption may be the upfront payment for obtaining or renting fixed assets. An alternative example may be from the case of the bail-out of the Big Three car companies. One of their most important problems was the cost of pensions owed to their retired employees. This pension cost must be financed in order for them to operate. However, it is not directly related to their output-level. For example, a news article reports that the Big Three car makers “saddled themselves with a cost structure in flush times that has proved unsustainable as their market share has eroded. They have made great strides of late in shedding legacy pension and health-care costs, but they took decades to do so.” (“The Next Bailout: Detroit,” August 22, 2008, Wall Street Journal).
2.1.3 Financial market

We assume that the financial market is a monopoly. Each household is endowed with a numéraire $\kappa/H$. They deposit this at the monopolistic bank because it is the only agent that permits investment in firms and other investment opportunities. The bank chooses which firms will be financed so as to maximize the total return from these investments. The bank captures the entire profits (and the losses as well) of firms that are financed by the bank. The bank also has an outside opportunity that can yield the real risk-free rate of return $\rho (>0)$, which we call the prime rate. The bank profit from the investments is shared by households. We assume that $\kappa \geq \sum_{i=1}^{n} F_i$, that is, the total deposit or loanable funds of the bank exceeds the total demand for funds.

2.2 Equilibrium

We apply backward induction to the model. That is, we first derive the equilibrium outcome in the input and product markets and then derive the optimal investment decision by the bank to produce the given product-market outcome.

2.2.1 Final demand for each product

The final demand function for each product is determined by the utility maximization of the households after observing the list of operating firms $\{e_i\}_{i=0}^{n}$. By solving the maximization problem of the utility in (1) with respect to $c_{hi}$ $(i = 1, 2, \ldots, n)$ under the budget constraint (2) and the availability constraint ($(1 - e_j)c_{hj} = 0$), we obtain the demand function of household $h$:

$$c_{hi} = \frac{e_i R_h}{p_c} \cdot \left( \frac{p_c}{p_i} \right)^\theta,$$

where $p_c \equiv \left( \sum_{j=1}^{n} e_i p_j^{1-\theta} \right)^{\frac{1}{1-\theta}}$. (4)

Note that $p_c$ is understood as the consumer price index (CPI).

2.2.2 Intermediate demand for each product

The demand function for each product as an intermediate good is derived by solving the cost minimization problem of firms given their production levels. The problem for firm $i$
is
\[
\min_{\{x_i\}_{i=0}^n} \sum_{j=0}^n p_j x_{ij}, \quad \text{s.t., } x_i = \left( \sum_{j=0}^n w_{ij}^{-\frac{1}{\theta}} x_{ij}^\theta \right)^{\frac{1}{\theta-1}} \quad \text{and } (1 - e_j) x_{ij} = 0,
\]
where the second constraint is the availability constraint. The usual cost minimization gives the demand of firm $i$ for good $j$:
\[
x_{ij} = \left( \frac{p^i}{p_j} \right)^\theta e_j w_{ji} x_i, \quad \text{where } p^i \equiv \left( \sum_{j=0}^n e_j w_{ij} p_j^{1-\theta} \right)^{\frac{1}{1-\theta}},
\]
for $j = 0, 1, \ldots, n$. We note that $p^i$ is the average cost of producing good $i$ because
\[
\sum_{j=0}^n p_j x_{ij} = p^i x_i.
\]
Similarly to CPI, $p^i$ is understood as the producer price index (PPI).

### 2.2.3 Profit maximization by each firm

Each firm sets its price so as to maximize its profit since each firm produces a differentiated product. We assume that each firm ignores the impact of its pricing strategy on the price indexes (CPI, PPI); thus, firm $i$ maximizes profit under the assumption that $\partial p_c/(\partial p_i) = 0$ and $\partial p^i/(\partial p_i) = 0, \ \forall j \neq i$. This assumption is common in models of monopolistic competition; it is sometimes referred to as the aggregate demand externality (Blanchard and Kiyotaki, 1987).

The profit maximization problem for firm $i$ is
\[
\max_{p_i} (p_i - p^i) x_i,
\]
under the demand function for firm $i$,
\[
x_i = \sum_{h=1}^H c_{hi} + \sum_{j=1}^n x_{ji} = \sum_{h=1}^H R_h \left( \frac{p_c}{p_i} \right) \left( \frac{p_j}{p_i} \right)^\theta + \sum_{j=1}^n e_j w_{ji} x_j.
\]
The first term and the second term in the demand function are the final demand (4) and the intermediate demand (5), respectively.

Solving the profit maximization problem, we obtain the price level and the profit of firm $i$. The first-order condition provides the price level:
\[
p_i = \frac{\theta}{\theta-1} p^i.
\]
for each \( i = 1, 2, \ldots, n \). Without loss of generality, we assume that (9) holds for firm \( i \) with \( e_i = 0 \). The coefficient \( \theta/(\theta - 1) \) is the mark-up. The (nominal) profit of firm \( i \) is

\[
\pi_i = \frac{p_i x_i}{\theta}.
\]

(10)

2.2.4 Equilibrium outcomes of the product market

We now describe the equilibrium level of price, sales, and household income in the product market. These equilibrium outcomes are uniquely determined.

The equilibrium price level is obtained by solving the system of simultaneous equations characterized by (9) (raising both sides to the power \( 1/\theta \)) and the definition of PPI. Note that the system is linear on \( p_i \). Therefore, a simple matrix calculation gives

\[
p_\theta = \left\{ \mathbf{I}_n - \left( \frac{\theta - 1}{\theta} \right)^{\theta - 1} \mathbf{W} \right\}^{-1} \mathbf{w}_0 p_0^{1-\theta},
\]

(11)

where \( p_\theta \equiv (p_1^{1-\theta}, p_2^{1-\theta}, \ldots, p_n^{1-\theta})' \), \( \mathbf{I}_n \) is the \( n \times n \) identity matrix, \( \mathbf{w}_0 \equiv (w_{10}, w_{20}, \ldots, w_{n0})' \), and \( \mathbf{W} \) is the \( n \times n \) matrix whose \((i, j)\) element is equal to \( e_j w_{ij} \).\(^7\) The price level is thus uniquely determined.

Next, we derive the sales in the equilibrium. The consumption level is determined by (4). Let \( c_i = \sum_{h=1}^H c_{hi} \) be the total consumption of good \( i \). Multiplying both sides of (8) by \( p_i e_i \) gives the vector of total sales:

\[
s = \mathbf{f} + \mathbf{Q} s,
\]

(12)

where \( s \) (total sales) \equiv \((e_1 p_1 x_1, e_2 p_2 x_2, \ldots, e_n p_n x_n)' \); \( \mathbf{Q} \) is the \( n \times n \) matrix whose \((i, j)\) element is \( q_{ij} \equiv e_i w_{ji} p_i^{1-\theta} p_j^\theta / p_j \); and \( \mathbf{f} \) (sales to consumers) \equiv \((e_1 p_1 c_1, e_2 p_2 c_2, \ldots, e_n p_n c_n)' \). By the assumptions on \( w_{ij} \) and the definition of \( p^j \), the matrix \( \mathbf{I}_n - \mathbf{Q} \) is invertible.\(^8\)

\(^7\)Note that the matrix inverse in (11) is well-defined because \((\theta - 1)/\theta\)^{\theta - 1} < 1 and the largest eigenvalue of \( \mathbf{W} \) is less than 1 by the assumption that \( 0 < \sum_{i=0}^n w_{ij} \leq 1 \).

\(^8\)Let \( \| \cdot \|_1 \) denote the norm by Bowker (1947), defined as \( \| \mathbf{Q} \|_1 \equiv \max_j \sum_{i=1}^n \| Q_{ij} \| \). Let \( \lambda \) be an eigenvalue of \( \mathbf{Q} \). It is known that \( \| \lambda \| \leq \| \mathbf{Q} \|_1 \) holds because

\[
\sum_{i=1}^n q_{ij} = (p^j_0 p_j^{1-\theta} - w_{ji} p_i^{1-\theta} p_j^\theta / p_j) / p_j = p_j^\theta \left( 1 - \frac{w_{ji} p_i^{1-\theta}}{\sum_{i=0}^n w_{ji} p_i^{1-\theta}} \right).
\]

The first term, which is the inverse of the mark-up rate, is smaller than one by (9). The second term is also smaller than 1. It follows that \( \| \lambda \| \leq \| \mathbf{Q} \|_1 < 1 \).
Therefore, the sales vector is uniquely determined and can be written as
\[ s = (I_n - Q)^{-1}f = \sum_{k=0}^{\infty} Q^k f. \]  

We note that the sales vector \( s \) is conceptually similar to the Bonacich centrality (Bonacich, 1987).

The aggregate income is equal to the profit of the monopolistic bank, which consists of aggregate firm profit and the aggregate return from the outside investment opportunity. Thus, the real aggregate income is
\[ \sum_{h=1}^{H} R_h = \sum_{i=1}^{n} e_i p_i x_i + (\kappa - \sum_{i=1}^{n} e_i F_i)(1 + \rho). \]

By (13) and (4), we obtain the closed form solution of the equilibrium household income:
\[ \sum_{h=1}^{H} R_h = \theta (1 + \rho) (\kappa - \sum_{i=1}^{n} e_i F_i) \frac{1}{\theta - p_c^\theta - 1} 1'(I_n - Q)^{-1} p_\theta. \]  

We now complete the characterization of the equilibrium in the product market. The price level is determined by (11). Given the price vector, the household income is determined by (14). The price level and the household income yield the consumption by (4). The sales (and the quantities of goods) are then determined by (13). Since the price level is determined uniquely, the other equilibrium outcomes are also unique.

### 2.2.5 Financial market

Lastly, we discuss the equilibrium of the financial market. The profit maximization problem of the monopolistic bank is to determine which firms the bank will finance. Since the profit of firm \( i \) in real terms is \( x_i p_i / (\theta p_c) \) and the opportunity cost of financing the fixed costs of firm \( i \) is \( (1 + \rho) F_i \), the bank’s profit maximization problem is
\[ \max_{\{e_i\}_{i=1}^{n}} \sum_{i=1}^{n} e_i \left\{ \frac{p_i x_i}{\theta p_c} - (1 + \rho) F_i \right\}. \]
Let \( \{e_i\}_{i=1}^n \) be the solution to this problem. It is important to note that \( \{p_i\}_{i=1}^n \) and \( \{x_i\}_{i=1}^n \) depend on \( \{e_i\}_{i=1}^n \), and the bank chooses \( \{e_i^*\}_{i=1}^n \) with the knowledge that it affects the price and quantity levels in the product market equilibrium. We note that since the set of values that \( \{e_i\}_{i=1}^n \) can take is finite, the bank’s problem has a solution, although the solution is not guaranteed to be unique.

### 3 Network-motivated Forbearance for an Influential Firm

Given the above equilibrium, we now discuss the main result of this paper: the possibility that a profit maximizing bank may rationally undertake forbearance. We also show that firms with a strong influence on the aggregate profit through the supply network are likely to be the target of forbearance. We first define the influence coefficients of firms.

#### 3.1 Influence vector

The concept of influence coefficient is useful in analyzing rational forbearance. The influence vector \( \mathbf{v} \) is defined as

\[
\mathbf{v}' \equiv \mathbf{1}'(\mathbf{I}_n - \mathbf{Q})^{-1} = \mathbf{1}' \sum_{k=0}^{\infty} \mathbf{Q}^k,
\]

where \( \mathbf{1} \) is the \( n \times 1 \) vector of ones. The \( i \)th element of \( \mathbf{v} \), denoted by \( v_i \), is called the influence coefficient of firm \( i \). The vector \( \mathbf{v} \) is a modified version of the influence vector (i.e., the vector of the influence coefficients) proposed by Acemoglu et al. (2012).

The influence coefficient represents the influence of firm \( i \) on the aggregate profit. This observation comes from the fact that, by (10), the aggregate profit is \( \theta^{-1} \) times

\[
\mathbf{1}' \mathbf{s} = \mathbf{1}'(\mathbf{I}_n - \mathbf{Q})^{-1} \mathbf{f} = \mathbf{v}' \mathbf{f}.
\]

In words, the influence coefficient \( v_i \) indicates the magnitude of the influence on aggregate sales of the change in the sales of firm \( i \) to households, that is,

\[
v_i = \frac{\Delta \text{Total sales of the network}}{\Delta \text{Sales of firm } i \text{ to households}}.
\]

Higher values of \( v_i \) indicate that a negative shock to the final sales of firm \( i \) is more damaging to the aggregate profit than a negative shock to a firm \( j \) with \( v_j < v_i \). It is
important to recognize that the influence coefficient takes into account not only the first-order impact (i.e., the impact to the adjacent neighbors) but also all the higher-order impacts. Note that the matrix $I_n - Q$ is conceptually the same as the Leontief matrix in input–output analysis and the logic of input–output analysis applies here. Specifically, the first-order impact of an increase in the sales of firm $i$ to households on the total sales of firm $j$ is determined by the factor of the $(j, i)$ element of $Q$; the second-order impact is determined by the factor of the $(j, i)$ element of $Q^2$; and so forth.

### 3.2 Rational forbearance

We now discuss the possibility that the profit maximizing monopolistic bank may undertake forbearance for a loss-making but influential firm. Our argument is based on externalities working through the supply network. By the same logic as in Leontief input–output analysis, the level of sales to households of a firm with a higher influence coefficient has a greater impact on the levels of sales of the other firms and, thereby, on the aggregate profit. The monopolistic bank can fully take this positive externality into account to maximize the aggregate profit. The concept of the influence vector $v$ is useful as a way to characterize the conditions in which this positive externality is large.

We first define forbearance in the context of our model.

**Definition 1 (Forbearance)** We say a bank undertakes forbearance if it extends a loan to firm $z$ despite that firm’s real economic profit being negative; namely,

$$e_z = 1 \text{ and } \frac{x_z p_z}{\theta p_c} - (1 + \rho) F_z < 0.$$  

We then discuss the condition under which forbearance occurs. Let $\{\hat{e}_i\}_{i=1}^n$ be the solution to (15) with the additional constraint $e_z = 0$. We indicate the equilibrium outcomes of $x_i$, $p_i$, and $p_c$ under $\{e_i^*\}_{i=1}^n$ by the superscript $*$ and those under $\{\hat{e}_i\}_{i=1}^n$ by a tilde. The condition for firm $z$ to be financed, that is, the condition for forbearance to be provided to firm $z$, is

$$\sum_{i=1}^n e_i^* \left( \frac{x_i^* p_i^*}{\theta p_c^*} - (1 + \rho) F_i^* \right) \geq \sum_{i=1}^n \hat{e}_i \left( \frac{x_i \hat{p}_i}{\theta \hat{p}_c} - (1 + \rho) F_i \right).$$
Using the influence vector, the condition can be written as

\[
\sum_{i=1}^{n} e_i^* \left( \frac{v_i^* p_i^* c_i^*}{\theta p_i^*} - (1 + \rho) F_i \right) \geq \sum_{i=1}^{n} \tilde{e}_i \left( \frac{\tilde{v}_i \tilde{p}_i \tilde{c}_i}{\theta \tilde{p}_c} - (1 + \rho) F_i \right),
\]

by (17). Rearranging this inequality so as to separate the terms of firm \( z \) and those of other firms, we obtain

\[
\frac{v_z^* p_z^* c_z^* - p_z^* x_z^*}{\theta p_z^*} \quad \text{influence-coefficient effect}
\]

\[
+ \sum_{i \neq z} \left[ e_i^* \left( \frac{v_i^* p_i^* c_i^*}{\theta p_i^*} - (1 + \rho) F_i \right) - \tilde{e}_i \left( \frac{\tilde{v}_i \tilde{p}_i \tilde{c}_i}{\theta \tilde{p}_c} - (1 + \rho) F_i \right) \right] \quad \text{business-stealing effect/influence-enhancing effect by firm \( z \)}
\]

\[
> - \left( \frac{p_z^* x_z^*}{\theta p_z^*} - (1 + \rho) F_z \right) > 0.
\]

The left-hand side of the inequality captures the externalities to the system-wide profit from keeping firm \( z \) open. The right-hand side is the direct cost to keep firm \( z \) open.

The term in (20) is the positive externality of firm \( z \) to the other firms. This term is always positive so long as at least two firms including firm \( z \) and another firm that supplies firm \( z \) operate at the optimum for the bank. The higher the influence coefficient \( v_z^* \) of firm \( z \) at the optimum is, the larger the propagation effect to the sales and profits of the other firms, and so the more beneficial it is for the bank to support firm \( z \).

The term in (21) is the effect of the existence of firm \( z \) on the influence of the other firms. A part of this effect is referred to as the business-stealing effect (Mankiw and Whinston, 1986) or the congestion effect (Caballero et al., 2008). If the business-stealing effect of firm \( z \) is dominant, this part is negative. In contrast, this term could be positive if the existence of firm \( z \) increases the influence coefficient of the other firms by improving their connectivity. We discuss this effect in more detail in the next subsection.

The first term in (20) suggests that firm \( z \) is more likely to be the target of forbearance if it is more “influential” than the others; that is, when \( v_z^* \) is larger than \( v_i^* \) (\( i \neq z \)). This also implies that the larger the level of sales to households by firm \( z \) (i.e., \( p_z^* c_z^* \)), the more likely the firm is to be the target of forbearance. However, we acknowledge that the complicated interdependence of the various externalities in the two terms (20) and (21)
through the equilibrium price (11) makes it difficult to show clear-cut propositions about this point.

If the bank undertakes network-motivated forbearance, then the bank clearly requires an interest rate less than the prime rate $\rho$, and perhaps even a negative rate. The interest rate for firm $z$ is $x^*_z p^*_z / (\theta p^*_z F^*_z) - 1$. Under the condition (18), this interest rate is less than $\rho$. This point supports the empirical strategy of using the information about whether a firm borrows at a rate below the prime rate as an indicator for the existence of forbearance lending, following Caballero et al. (2008). Under the conditions of (20), (21), and (22), the cost of extending a loan to a loss-making firm at a rate less than the prime rate is covered by the higher interest payments from loans to other firms profiting by selling their products to the loss-making firm.

Moreover, in our setting, forbearance is welfare-improving. The social welfare in this case is the aggregate indirect utility of households minus the total cost of producing final products after netting out the intermediate inputs within the network. We can show that the aggregate indirect utility of households equals $\sum_{h=1}^{H} R_h / p_c$ from the households’ optimization. Thus, the social welfare is equal to

$$\sum_{h=1}^{H} \frac{R_h}{p_c} - (1 + \rho) \sum_{i=1}^{n} e_i F_i - \frac{p_0 \sum_{i=1}^{n} e_i x_i 0}{p_c}. \quad (23)$$

It is easy to show that this is equivalent to the total real profit of firms in the network so long as good 0, the intermediate input from the outside of the network, is used only for production and not for consumption. The total real profit of firms within the network is\(^{10}\)

$$\sum_{i=1}^{n} \frac{e_i (p_i x_i - p^0 x_i)}{p_c} - (1 + \rho) \sum_{i=1}^{n} e_i F_i = \sum_{h=1}^{H} \frac{R_h}{p_c} - \frac{p_0 \sum_{i=1}^{n} e_i x_i 0}{p_c} - (1 + \rho) \sum_{i=1}^{n} e_i F_i.$$

Clearly, this is equivalent to the social welfare (23). Thus, the profit maximizing bank behavior also maximizes the social welfare in our setup.

\(^{10}\)This equality holds because

$$\sum_{i=1}^{n} e_i (p_i x_i - p^0 x_i) = \sum_{i=1}^{n} e_i p_i x_i - \sum_{i=1}^{n} \sum_{j=0}^{n} e_i p_j x_{ij} = \sum_{i=1}^{n} e_i p_i c_i + \sum_{i=1}^{n} p_i \sum_{j=1}^{n} e_i x_{ji} - \sum_{j=0}^{n} p_j \sum_{i=1}^{n} e_i x_{ij} = \sum_{h=1}^{H} R_h - p_0 \sum_{i=1}^{n} e_i x_i 0.$$
Proposition 1 (Network-motivated Forbearance) The monopolistic bank can maximize its profit by undertaking forbearance for firm $z$ when the inequality consisting of (20), (21), and (22) holds. The interest rate of a loan to firm $z$ is below the prime rate, and that of at least a loan to the other firm is over the prime rate. Forbearance is welfare improving.

3.3 Closure of a profitable firm

The bank may also take a strategy opposite to forbearance and decline to supply funds to a firm that is individually profitable but less influential. This argument is related to the business-stealing effect (Mankiw and Whinston, 1986) or the congestion effect (Caballero et al., 2008). When investors make investment decisions on the individual profitability basis, they may allow more firms to operate than the socially optimal level. This problem occurs when the economic value added is smaller than the individual profit of each firm since each firm does not care the extent to which their business steals sales from the competitors in the entry decision. A monopolistic bank, however, can take this into account in making its investment decision.

The explicit condition for this case to emerge is the opposite side of the condition (20), (21), and (22). That is, it occurs when

$$\frac{v^{*}_zp^*_z c^*_z - p^{*}_zx^*_z}{\theta p^*_c} + \sum_{i \neq z} \left[ e^*_i \left( \frac{v^*_ip^*_ic^*_i}{\theta p^*_c} - (1 + \rho)F_i \right) - \tilde{e}_i \right]\left( \frac{\tilde{v}_i \tilde{p}_i \tilde{c}_i}{\tilde{\theta} \tilde{p}_c} - (1 + \rho)F_i \right) \leq 0. \tag{24}$$

This condition holds when the business stealing effect dominates the positive externality. In other words, if the profit of firm $z$ mainly comes from stealing the sales of the other firms, then the bank will refuse to finance the fixed costs of firm $z$ to maximize its profit even though firm $z$ is individually profitable. As before, because social welfare and bank profit coincide, it is welfare-improving to close a profitable firm when (24) holds.

Proposition 2 (Closure of a profitable firm) The monopolistic bank can maximize its profit by refusing financing and closing firm $z$ if the inequality (24) holds. Moreover, closing firm $z$ is improves welfare when (24) holds.
3.4 Decentralized financial market

In this section, we examine the case in which the financial market is decentralized. So far, we have considered the extreme case of a monopolistic bank to keep the exposition simpler. However, the financial market in the reality is more decentralized. We show the possibility that forbearance lending can happen in the decentralized financial market in a form of tacit collusion or coalition. We also conjecture that so-called relationship banking, which yields monopolistic power to the relational lender, generates the possibility for lenders to recoup the costs of forbearance lending.

3.4.1 Tacit coalition

When the financial market is oligopolistic, banks may be able to collude and engage in forbearance that is profitable and improves welfare.

We consider an arrangement where each of competing banks holds a share of the optimal portfolio that the monopolistic bank would have. If one of them declines to extend a loan to an influential but unprofitable firm $z$, this can lead to the closure of firm $z$ and a resulting cascade of firm closures. If each bank profit is larger in the former case than in the latter, then each bank has an incentive to keep the coalition intact.

More precisely, suppose that bank $b$ purchases the share $s_{bi}$ of firm $i$ by giving the numéraire of $s_{bi}F_i$, where $\sum_b s_{bi} = 1$, $0 < s_{bi} \leq 1$, $\forall b, i$ (i.e., no short-selling), and $\sum_i s_{bi}F_i \leq \kappa_b$ where $\kappa_b$ is the amount of numéraires deposited at bank $b$ (liquidity constraint of banks). The product market structure is the same as the case for monopolistic financial market. After a production cycle, the bank obtains $s_{bi}\pi_i$, where $\pi_i$ is defined as in (10). We denote bank $b$’s share of the optimal portfolio of the monopolistic bank by $s_b^*$.

We examine the Nash equilibrium of the game played by the banks. We consider the case where bank $k$ deviates from this optimal portfolio $s_k^*$ while the other banks hold the optimal portfolio $s_b^* (b \neq k)$, and examine the conditions under which this is unprofitable for bank $k$. This deviated portfolio of bank $k$, denoted by $\hat{s}_{ki}$, is

$$\hat{s}_{ki} \equiv \arg\max_{s_{ki}} \sum_i e_i(s_{ki}, s_b^*) \left( \frac{p_i(s_{ki}, s_b^*)x_i(s_{ki}, s_b^*)}{\theta p_c(s_{ki}, s_b^*)} - (1 + \rho)F_i \right) s_{ki}.$$
If the deviation by bank \( k \) results in the closure of firm \( z \), then the necessary and sufficient condition for bank \( k \) not to deviate from the optimal portfolio \( s_k^* \) is

\[
\left[ \sum_i e_i^* \left( x_i^* p_i^* \frac{\partial p_c^*}{\partial p_c^*} - (1 + \rho) F_i \right) \right] s_k^* \geq \sum_i \hat{e}_i \left( \hat{x}_i \hat{p}_i \frac{\partial p_c}{\partial p_c} - (1 + \rho) F_i \right) \hat{s}_{ki},
\]

where the superscript * indicates the values at the optimum of the monopolistic bank as defined before, and the hat indicates the values at the deviated portfolio where bank \( k \) chooses \( \{\hat{s}_{ki}\}_i \) and bank \( b(\neq k) \) chooses \( s_b^* \). We can rewrite this condition by using the influence coefficient,

\[
s_k^* \left( v_i^* x_i^* - p_i^* \frac{\partial p_c^*}{\partial p_c^*} \right) + \sum_{i \neq z} \left\{ e_i^* s_k^* \left( x_i^* \frac{\partial p_i^*}{\partial p_i^*} - \hat{e}_i \hat{s}_{ki} \right) - \hat{v}_i \hat{p}_i \hat{c}_i \right\} - (1 + \rho) \sum_{i \neq z} (e_i^* s_k^* - \hat{e}_i \hat{s}_{ki}) F_i \geq -s_k^* \left( p_i^* \frac{\partial x_i^*}{\partial p_c^*} - (1 + \rho) F_i \right) \geq 0,
\]

where \( \hat{v}_i \) is the influence vector under the deviated portfolio. From this inequality, we can conclude again that firm \( z \) is more likely to be collusively supported when \( v_i^* \) is sufficiently higher than \( v_i^* (i \neq z) \). This result is qualitatively the same as what we obtain in the case of a monopolistic financial market.

### 3.4.2 Relational lending

The other possible situation in which rational forbearance happens in an oligopolistic financial market is related to so-called relational lending. Suppose that a bank has a monopolistic power over some firms. In this case, the bank may have an incentive to undertake forbearance for a firm that influences the profits of those firms that are under relational lending with the bank.

A bank has a monopolistic power over some firms, for example, when that bank has a long-term relationship with those firms and has some informational advantages. It is widely recognized that a bank can earn a quasi-rent by maintaining lending relationships, by achieving the information advantage over rival banks, or by providing firm-specific value-adding services by making use of this information advantage (Sharpe, 1990; Rajan, 1992; Boot and Thakor, 2000). Many empirical studies provide evidence supportive of this possibility in the financing of small businesses (Degryse and van Cayseele, 2000;
Ioannidou and Ongena, 2010), which are presumably peripheral in the supply network described here.

There is a possibility that the bank engages in network-motivated forbearance for a firm that has a strong influence on the profits of firms under relationship banking with the bank. Suppose that forbearance increases the profits of those small firms that are under relational banking with the bank. Since the bank has monopoly power over those firms, it can extract the benefits of forbearance from those small firms. If the excess return of the bank from relational lending to small businesses is large enough and the bank covers a large enough part of the financing of the supply network that is connected to an influential firm, then the bank has an ability to recoup the loss from forbearance toward an influential firm. In this way, forbearance is possible even when banks do not collude.

4 Hypothesis setting for the empirical study

Our model analysis provides us with several hypotheses that can be statistically tested on the relationship between the supply network and bank’s lending decision. In this section, we present the hypotheses that are tested empirically in our study.

The analysis leading to Proposition 1 indicates that a firm with a high influence coefficient is likely to obtain forbearance. In our model, forbearance is interpreted as when a firm receives an interest rate lower than the prime rate.\textsuperscript{11} We empirically test the following hypothesis.

\textbf{Hypothesis 1} The influence coefficient has a negative impact on the loan interest rate.

\textsuperscript{11} We focus on interest rate in our analysis because other measures of bank’s support may not be suitable for our analysis. For example, the effect of the influence coefficient on loan amount is ambiguous. Banks’ support through loan amounts could take two forms. One is to keep lending at a lower rate, and the other is to discharge a firm from its obligation on overdue debts. Indeed, about 5.9 trillion JPY are reserved for possible loan losses out of 389 trillion JPY (1.5%) loans in total, and, additionally, about 398.5 billion JPY of loans (0.1%) were written off in 2006 in Japan (the author calculated these figures from the non-consolidated financial statements of major banks—including Mitsubishi UFJ, Sumitomo Mitsui, Mizuho, Risona, and Saitama Risona—and regional banks—including those who are members of the second association of regional banks. These lists are available from the website of the Japanese Bankers’ Association). If an influential firm is more likely to be supported by a bank, then the change in loans outstanding should have a positive correlation with the influence coefficient in the former case, while it is negative in the latter case. Thus, the test using changes in loan amounts is expected to produce ambiguous results. In contrast, it is expected that the actual interest payment for loans have a negative correlation with the influence coefficient in either of the above cases.
This is our main hypothesis.

We also test whether a less credit-worth- y firm can obtain a lower interest rate if it is influential. This hypothesis is related to the fact that the real financial market is unlikely to be monopolistic. Since it would be difficult for banks to extract the entire profits of firms in a non-monopolistic financial market, the interest rate for a profitable firm is unlikely to be proportional to the level of the profit. We expect that an influential firm obtains a lower interest rate when its profit is low (or negative). However, the interest rate for a profitable firm may not correspond to its profit. We thus have the following hypothesis.

**Hypothesis 2** The above effect is larger for less credit-worth- y firms.

To test Hypotheses 1 and 2, we estimate the following interest rate equation:

\[
rate_i = b_0 + b_1 \cdot \ln(v_i) + b_2 \cdot \text{score}_i + b_3 \cdot \ln(v_i) \times \text{score}_i + b_4 X_i + \epsilon_i \tag{25}
\]

where \(rate_i\) is the interest rate for a loan to firm \(i\), \(\ln(v_i)\) is the natural logarithm of the influence coefficient of firm \(i\), \(\text{score}_i\) is the credit score used to measure the credit-worthiness of firm \(i\) (with higher scores meaning more credit-worth- y), \(X_i\) is the column vector of control variables for firm \(i\), \(\epsilon_i\) is the error term, and \(bs\) are coefficients to be estimated. Hypothesis 1 predicts that \(b_1\) is negative, and Hypothesis 2 predicts that \(b_3\) is positive.

We also examine whether regional banks are more likely to engage in network-motivated forbearance.

**Hypothesis 3** The effect of the influence coefficient is stronger for firms with regional banks as their main bank.

This hypothesis is established by the observation that regional banks in Japan are often a single dominant lender in a regional lending market and that they widely engage in relationship banking. Forbearance is more likely when a bank is dominant in a lending market, such that it lends to both hub companies and peripheral companies in the market. The branch networks of major banks are concentrated in metropolitan areas, overlapping
with each other, and their sizes are similar.\textsuperscript{12} Therefore, none of them is likely to be a single dominant lender in a metropolitan market. In contrast, regional banks are often a single dominant lender in a regional lending market.\textsuperscript{13} For example, a single regional bank holds a market share of more than 40\% in the lending market of 18 prefectures and a market share of more than 30\% in 34 prefectures out of 47 prefectures in Japan, as of March 2006.\textsuperscript{14} Moreover, it is known that regional banks in Japan are more active in relationship banking than the major banks are (see, e.g., Uchida et al., 2008, 2012; Nemoto et al., 2011). Indeed, the ratio of companies listed on the stock exchange, which supposedly depend on arm’s length financing and are less prone to be exploited by a main bank, is much higher for major banks.\textsuperscript{15} The analysis in Section 3.4.2 indicates that banks engaging in relationship banking are more likely to undertake network-motivated forbearance. Thus, the interest reduction effect is expected to be more prominent among regional banks than among major banks. For Hypothesis 3, we split the sample according to the type of main bank.

Note that our model analysis suggests other hypotheses that are not tested in this paper. For example, Proposition 2 suggests that a firm with a smaller influence coefficient and with a larger business-stealing effect may be closed even when it is profitable. Another possible hypothesis is that forbearance is more likely in sectors where it is hard for firms to switch suppliers or clients because of relation-specific factors. This hypothesis is motivated by the observation that our theoretical results depend on the assumption that the supply network is rigid. We do not consider these hypotheses in our empirical analysis; instead, we leave them for future research.

\textsuperscript{12} Outstanding loans and bills discounted as of March 2006 at the largest three major banks—Mitsubishi UFJ Bank, Mizuho Bank (including Mizuho Corporate Bank), and Sumitomo Mitsui Bank—are 70 trillion JPY, 62 trillion JPY, and 52 trillion JPY, respectively.

\textsuperscript{13} In the case of the U.S., Slovin et al. (1999) argue that regional banking markets are not contestable.


\textsuperscript{15} The average ratio of listed companies in the largest three major banks (Mitsubishi UFJ, Sumitomo Mitsui, and Mizuho) is 22\%, whereas that of regional banks is merely 3\% in our dataset.
5 Data

This section explains the datasets used in our empirical study. We use several different datasets on Japanese firms. The TSR Corporate Relationship Database provides information about inter-firm transactions, and it is used here to estimate the influence coefficients of firms. Detailed data on the characteristics of firms are obtained through the TSR financial Information Database and TSR Company Information Database.

5.1 TSR Relationship Database

We use the Corporate Relationship Database (TSR Kigyo Sokan File) provided by the Tokyo Shoko Research (TSR) as of 2005 (hereafter, we call this dataset the TSR Relationship Data) to estimate the influence coefficient of each firm. This database contains the names and IDs of important corporate clients and suppliers up to the largest 24 for each company, including those in the process of a bankruptcy.\footnote{We keep bankrupt companies if their sales are reported since, in that case, they are still operating with the aim of revival.} The dataset also contains the basic items in the financial statement from the prior three years, such as sales and profits, and other characteristics including the credit score provided by TSR, the number of employees, the names and IDs of the largest 10 lending banks, the head office address, and industry classification.

We use the sample comprising firms listed in the TSR Relationship Data for which the number of employees and positive sales in (Year, Year -1) are recorded. After dropping the observations whose latest accounting year is before August 2004, we obtain 651,913 observations.\footnote{We also conduct the whole analysis after dropping observations whose latest accounting year is before June 2004. We confirm that the results are hardly changed. Similarly, dropping observations whose latest accounting year is before September 2004 does not alter the results.} We compute the value of the influence coefficients for 306,354 firms about which information on main banks is available and the main banks are not government-owned.

5.2 TSR Financial Information Database

We match the estimated influence coefficients with the financial data and the data on firms’ characteristics to construct the dataset for our empirical study that tests the hy-
hypotheses about network-motivated lending. The financial data are collected from the TSR Financial Information Database (TSR Zaimu Joho File). The credit score provided by TSR and other corporate information are collected from the TSR Company Information Database as of 2006 (TSR Kigyo Joho File). We obtained detailed information about the balance sheet and the income statement in the accounting period of 12 months ending in any month in 2006 from 16,369 companies, which are chosen by random sampling stratified independently on employment-size class, capital-size class, and industry category. We drop those without interest rate measures, which we define below (3,654 firms dropped), outliers in the top 1% with respect to the interest rate measure (128 firms), and those reporting negative or zero interest rates (413 firms). We also dropped observations whose influence coefficient in the common-main-bank network is not available due to the lack of TSR Relationship Data or because their main bank is a government-owned bank (3,130 firms) as well as those with infeasible ratios of tangible asset to total assets (54 firms). After dropping those lacking in the information required for our regression analysis (1,662 firms), we obtain 7,328 sample firms for our regression analysis.

6 Estimating the influence coefficient

In this section, we discuss how the influence coefficients are estimated from the TSR Relationship data. The dataset contains information about which firms are connected but does not provide the price levels of the products nor the magnitude of the trade between firms. The influence vector appearing in our theoretical model cannot, therefore, be computed directly. We first estimate a spatial autoregressive model of the supply network. We then compute the influence coefficient of each firm by using the estimates from the spatial autoregressive model.

6.1 Spatial autoregressive model

We first estimate the spatial autoregressive model of the supply network indicated by (12). To eliminate the firm fixed effects, the differenced version of (12) is considered:

\[
\Delta s = Q\Delta s + \Delta f,
\]  

\( (26) \)
Table 1: Estimation results of the spatial autoregressive model

<table>
<thead>
<tr>
<th></th>
<th>Est. coef.</th>
<th>s.e.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.00197</td>
<td>0.0000494</td>
</tr>
<tr>
<td>Industry factor</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Prefecture factor</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.1451</td>
<td></td>
</tr>
<tr>
<td># of observations</td>
<td>652,280</td>
<td></td>
</tr>
</tbody>
</table>

(note) Industry factor is controlled by the 95 sector dummies, which indicate one of the 2-digit “chubunrui” classifications of the Japanese standard industry classification, revised in 2002. Prefecture factor is controlled by 46 prefecture dummies (Hokkaido is the base class).

where $\Delta$ indicates the difference between the value in the latest accounting year and that in the previous accounting year. Note that while $\Delta s$ (the difference in sales) can be observed in the data, $Q$ and $\Delta f$ cannot.

We consider the following approximation of $Q$ and $\Delta f$. We approximate $Q$ by $\beta G$, where $\beta$ is a parameter to be estimated and $G$ is the adjacency matrix for the supply network. We assume that firm $i$ purchases a product from firm $j$ if firm $i$ identifies $j$ as an important supplier or firm $j$ identifies $i$ as an important client.\(^\text{18}\) The $(i, j)$th element of the adjacency matrix $G$ is $g_{ij} = 1$ when firm $i$ sells its product to firm $j$ and $g_{ij} = 0$ otherwise. Note that when $g_{ij} = 0$, it is also the case that $q_{ij}$ (the $(i, j)$th element of $Q$) is 0 since $q_{ij} = p_i^{1-\theta} (w_i p_{ij})^\theta / p_j$. We examine alternative approximations of $Q$ in Section 8. We assume that $\Delta f$ is written as $\Delta f = \gamma_f' \text{Ind} + \gamma_p' \text{Pre} + \mathbf{u}$, where $\gamma_f$ and $\gamma_p$ are unknown coefficients, $\text{Ind}$ is the matrix of industry dummies, $\text{Pre}$ is the matrix of prefecture dummies, and $\mathbf{u}$ is the vector of an unobserved error term.\(^\text{19}\)

Under these assumptions, we have the following spatial autoregressive model that is estimated by ordinary least squares (OLS):

$$\Delta s = \beta G \Delta s + \gamma_f' \text{Ind} + \gamma_p' \text{Pre} + \epsilon, \quad (27)$$

where $\epsilon$ is the sum of $\mathbf{u}$ and the approximation error of $\beta G$. We estimate this model by using the sample of 652,280 observations from TSR Relationship Data. The estimation

---

\(^\text{18}\) Note that while the dataset contains the information about the 24 most important corporate clients and suppliers, the observed degree of a firm, that is, the number of suppliers for a firm, can be larger than 24 by adopting our assumptions.

\(^\text{19}\) The industries are categorized according to the two-digit Japan Standard Industry Classification (96 sectors). The number of prefectures in Japan is 47.
result is summarized in Table 1. The estimated $\beta$ is positive and statistically significant, although the value is small. We comment on our use of OLS to estimate the spatial autoregressive models. It is known in the literature on spatial models that the OLS estimator is not guaranteed to be consistent (Kelejian and Prucha, 1998). The reason for this is that the regressor $G_s$ and the error term $\epsilon$ are likely to be correlated, by construction. However, in our case, the correlation is likely to be small. Appendix A.1 provides a more detailed discussion. Note that Lee (2002) also examines the conditions in which the OLS estimator is consistent. However, that argument cannot be applied here and our discussion is different.

As a robustness check, we also estimate the parameters by use of the instrumental variables estimator, as suggested by Kelejian and Prucha (1998). For example, when $\beta_1$ is estimated, $G_s$ is instrumented by $G \times \text{Ind}$ and $G \times \text{Pre}$. The resulting estimates are very imprecise, possibly because of the weakness of the instruments. Moreover, the resulting influence vector is very highly correlated with the one obtained by using the OLS estimate. Therefore, we decided to rely on OLS to estimate $\beta$ values.

6.2 Influence coefficients

We now compute the influence coefficient of each firm. We measure the influence of a firm on the other firms that share the main bank. We construct the supply network for each bank and compute the influence coefficient of each firm in that supply network.

We primarily consider the influence of a firm on the profits of other firms in the same supply network, where each supply network consists of firms that share the same main bank. Let $G^{(b)}$ be the adjacency matrix of the supply network that consists of firms whose main bank is bank $b$. Let $v^{(b)}$ be the vector of influence coefficients in the supply network for bank $b$. The influence vector for the supply network determined by $b$ is estimated by

$$v^{(b)'} = \mathbf{1}' \sum_{k=0}^{100} (\hat{\beta} G^{(b)})^k,$$

where $\mathbf{1}$ is the vector of ones whose dimension is the same as $v^{(b)}$ and $\hat{\beta}$ is the estimated coefficient in (27). Note that the influence vector is defined in (16), and it is $v' = \mathbf{1}' \sum_{k=0}^{\infty} Q^k$. Our influence vector estimate is obtained by approximating the infinite
Table 2: Descriptive statistics of the influence coefficient

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>p10</th>
<th>med</th>
<th>p75</th>
<th>p90</th>
<th>p95</th>
<th>p99</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td># of obs.</td>
<td>1.003</td>
<td>0.011</td>
<td>1.000</td>
<td>1.000</td>
<td>1.002</td>
<td>1.004</td>
<td>1.006</td>
<td>1.010</td>
<td>1.025</td>
<td>2.837</td>
</tr>
</tbody>
</table>

series $\sum_{k=0}^{\infty} Q^k$ by $\sum_{k=0}^{100} Q^k$ and then replacing $Q$ with $\tilde{\beta}G^{(b)}$.\(^{20}\)

We argue that this definition of supply network and influence is appropriate for our analysis on forbearance. A bank does not have any incentive to undertake forbearance if the benefits of the forbearance are received by firms with which the bank does not have any relationship. An alternative argument may be that each bank may observe the supply network only among firms for which the bank is the main bank. There are as many supply networks as the number of banks that act as a main bank since we construct a network for each main bank. We assume that no firm has multiple main banks, so that supply networks are mutually exclusive, to simplify the analysis.\(^{21}\)

It is important to note that to estimate $\beta$ we use the model of an economy-wide supply network while influence coefficients are computed for each bank-specific supply network, which is a sub-network of the economy-wide network. In other words, $\beta$ is estimated with the adjacency matrix $G$ defined in the economy-wide supply network, but $v^{(b)}$ is computed with $G^{(b)}$. There are two main reasons that we estimate the parameters by using the economy-wide supply network instead of the bank-level supply networks. First, for some banks, only a small number of firms choose it as their main bank, and therefore it is difficult to allow the parameters to be bank-specific. The other and more important reason is that since the product market covers the entire economy, not restricted to within firms who share the main bank, and $Q$ is an outcome of the equilibrium in the product market, it would be more appropriate to use the information about the economy-wide supply network to estimate the parameter that determines $Q$.\(^{31}\)
6.3 Descriptive statistics of the influence coefficient

Table 2 shows the descriptive statistics of the estimated influence coefficients of the supply networks of firms with a common main bank $v$, which is estimated by (28). The influence coefficients range from 1 to about 3. This means that a one unit increase in sales to households by a firm generates at most three units of increase in total sales, including intermediate inputs, within the common-main-bank network. The distribution of the influence coefficient is highly skewed to the left. More than half of firms have a factor equal to 1. Even at the 99th percentile, the factor is very close to 1. Most of the variation is concentrate in the top one percent. This is plausible given the fact that large companies, which are more likely to be a major procurer from multiple suppliers, account for less than 1% of the total number of companies in Japan.\[^{22}\]

Figure 2 is an example of the supply networks of firms with a common main bank. The size of each node indicates the level of the influence coefficient $v$. The largest ones are a construction company and a homebuilder ($v = 1.0119$). They purchase a wide variety of materials and services for constructions. In contrast, a construction-material wholesale company (upper right in the figure) has a relatively small influence coefficient ($v = 1.002$) despite its high out-degree. This is because the wholesale company is not an important corporate client in the network but is, rather, an important supplier for the supply network. Our theory predicts that the interest cost for the construction company and a homebuilder is lower than that for less influential firms.

---

\[^{20}\]We have verified the accuracy of the approximation of the infinite series by trying various truncation points.

\[^{21}\]In the data, we observe which bank has had the most transactions for each firm and we define that bank as the main bank of that firm.

\[^{22}\]Establishment and Enterprise Census (Ministry of Internal Affairs and Communications) in 2004 reports the number of small and medium-sized enterprises (SMEs) is 1,508,194, excluding sole proprietorships, in the non-agricultural sectors. The number of large enterprises is 11,793 in the non-agricultural sectors. The latter accounts for only 0.8% of the total number of enterprises. An enterprise is classified as an SME if its number of full-time employees is 300 persons or less, or its capital is 300 million JPY (about 3 million USD) or less. These thresholds are 100 persons and 100 million JPY for the wholesale sector, 50 persons and 50 million JPY for the retail and restaurant sectors, and 100 persons and 50 million JPY for the service sector.
7 Interest rate regression

In this section, we present the results of our empirical study on the relationship between influence coefficients and interest rates of loans. This section provides our main empirical findings. We first explain the definitions and the characteristics of the variables used in the empirical study. We then examine the relationship between influence coefficients and interest rates.

7.1 Variables

We first explain the characteristics of the variables used in the regression analysis. The precise definitions of variables for our regression analysis are listed in Table 3.

7.1.1 Key variables

The key variable in our regression analysis are interest rate (which is the dependent variable), influence coefficient, and credit score.

We define the dependent variable $rate_i$ by using the items in the financial statement.
of each firm, following the existing literature (e.g., Caballero et al., 2008).

\[
rate_i = \frac{\text{firm } i\text{'s interest expense in the accounting period ending}}{\text{average of firm } i\text{'s outstanding loans in current and previous years}}.
\]

The key independent variable is the influence coefficient \( \hat{v} \). It is computed by the procedure documented in Section 6. We find that the using the natural logarithm yields a better fit for the model. Thus, we use \( \ln(v) \) in our regression analysis.

The most important control variable is \( \text{score} \). We use a normalized version of the credit score provided by TSR. TSR credit score (\textit{Hyo Ten}) ranges from 0 (high default risk) to 100 (no default risk): a higher score indicates a higher credit-worthiness. The score is calculated on the basis of both quantitative and qualitative information including manager’s competence (20 points), growth potential (25 points), stability (45 points), and disclosure/reputation (10 points). TSR instructs that a score below 50 indicates an “alerting” situation.\(^{23}\) We normalize it so that it equals 0 when the original score is at 50. That is, we define \( \text{score} \) by \((\text{original score})/50 - 1\).

We also use an indicator variable, DISTRESS, which equals one when \( \text{score} \) is negative. The scatter plot of \( \text{score} \) and \( rate \) indicates that they are negatively correlated when \( \text{score} \) is positive, whereas they are positively correlated when \( \text{score} \) is negative. This is probably because of the default of interest payments or the resulting rescheduling for repayments.\(^{24}\) The variable DISTRESS is used to control for this effect.

As another indicator of a distressed firm, we also use an indicator variable, INSOLVENT, which equals one if the liability of a firm is greater than its total asset, or zero otherwise.

### 7.1.2 Control variables

In addition, we consider three categories of control variables. The first set of control variables is related to the characteristics of each firm. The second set characterizes access

\(^{23}\)TSR instructs that a score between 30 and 49 indicates “Ichiou Keikai” (alerting provisionally), and that between 0-29 indicates “Keikai” (alerting).

\(^{24}\) The non-performing loan ratio, i.e., the ratio of risk-management loans over total loans, is 1.9% for major banks, 4.6% for regional banks including the members of the second association of regional banks, and 7.8% for Shinkin banks (cooperative banks) in March 2006. The aggregate non-performing loan ratio is 4.1%. These numbers are calculated from the financial statement of each bank.
to the financial market and the degree of competition in the financial market. We also consider the sectoral and regional dummies.

The first set of control variables on the characteristics of each firm minimizes the possibility that the influence coefficient acts as a proxy for other firm characteristics, that is, it controls for the omitted variable bias. For example, the number of suppliers to a credit-worthy firm could be larger than those less credit-worthy thanks to the lower probability of default. If so, the influence coefficient may reflect the credit-worthiness of the firm. We minimize this possibility by using these control variables. Following the existing empirical literature (e.g., Petersen and Rajan, 1994; Peek and Rosengren, 2005; Bharath et al., 2011), we include the following set of control variables related to firm characteristics: LN(INT_COV) (natural logarithm of the interest coverage ratio), LEVERAGE (ratio of total debts over total assets), TANGIBLE (ratio of collateralizable assets over total assets), CURRENT (current ratio), PROFITABLE (EBITDA / sales), EBITDA_G (growth of EBITDA / total assets), SALES_G (growth rate of sales), LN(SALES) (natural logarithm of sales), LN(LOAN) (natural logarithm of loans), and LN(AGE) (natural logarithm of firm age). Many existing empirical studies include a dummy variable to indicate whether a firm is a corporation, but we do not use this variable since we have only one firm that is not a corporation in our sample.

The second set characterizes access to the financial market and the degree of competition there. These factors affect the influence coefficient as well as interest rates. A firm with direct access to the financial market tends to be more credit-worthy and larger, and so its main bank is more likely to be a large bank. The supply network among borrowers of a large bank connects a larger number of firms, and so the influence coefficient can theoretically be larger. Likewise, the market structure affects the size of the network and the influence coefficient of each firm in it. We avoid the possibility that the influence coefficient acts as a proxy for these factors by introducing the second set of control variables. The list of variables includes LISTED (a dummy variable to indicate whether a firm is listed on the stock exchange), BOND_RATIO (ratio of bond financing to total debts), #LENDING_BKS (the number of lending banks), MAJOR_BK (a dummy variable to indicate whether the main bank is one of the major banks), REGIONAL_BK (a
dummy variable to indicate whether the main bank is one of the regional banks), and 
HI (Herfindahl index of bank branches in the area where the head office of the firm is located).

To control for unobservable effects in each industrial sector and region, we include the 
fixed effects of each industrial sector and region. The industrial sectors include the 
following 8 sectors: manufacturing (30.7% in the sample), construction (22.0%), real 
estate (2.9%), retail (9.4%), wholesale (18.5%), communications (2.4%), logistics (2.8%), 
and others (11.4%). The regions include the following 10 regions: Hokkaido (6.6%), 
Tohoku (10.9%), Kanto (27.4%), Koshinetsu (8.2%), Tokai (9.8%), Hokuriku (4.7%), 
Kansai (13.2%), Chugoku (7.3%), Shikoku (4.3%), Kyushu (6.8%), and Okinawa (0.8%).

7.1.3 Descriptive statistics

Table 4 shows the descriptive statistics of variables. Next, we discuss the basic characteristics of the firms in our sample, the degree of accessibility to the financial market and 
the characteristics of the financial market.

The dependent variable rate ranges from 0.0001% to about 13.6%. We do not repeat 
the discussion on the influence coefficient; instead, see Section 6.3. The mean of the 
dummy variable DISTRESS indicates that 15.6% of our sample firms are in the situation 
of distress or near to distress by our definition. The mean and median of LN(SALES) 
are both about 7.9, which means that the median or mean of sales of our sample firms is 
about 2.7 billion JPY (27 million USD at a rate of 100 JPY = 1 USD). The dataset also 
includes quite large firms in terms of sales, 30.9 billion JPY at the 90th percentile, and a 
maximum of 11.1 trillion JPY. The mean and median ages of firms in our data are about 
36 and 41 years old, respectively.

The descriptive statistics indicate the importance of bank lending. The mean of the 
dummy variable LISTED indicates that about 12% of our sample firms are listed at a 
stock exchange. The ratio of firms issuing bonds (not listed in the table) is 22.8%. Given 
the fact that a company that is not listed in the stock exchange rarely issues a public 
bond, we can reasonably expect that only 12% of our sample firms have direct access to 
the financial market for their fundraising, and bank lending is still the most important
external financing source for the remaining 88% of firms. More than 95% of firms obtain loans from multiple banks (#LENDING_BKS).

The most popular type of main bank is a regional bank. These operate on a prefecture-wide basis, including adjacent prefectures. The mean of REGIONAL_BK indicates that 53.9% of firms use a regional bank as their main bank. Some of these banks maintain the market largest share of the lending market in the prefecture where they are located. The major banks, which mainly operate in the metropolitan areas in Japan, are the second most popular type of a main bank. The mean of MAJOR_BK indicates that 37.9% of firms use a major bank as their main bank. The main banks of the other firms are cooperative financial institutions, which are smaller than regional banks in terms of asset size and operating area. The Herfindahl index indicates that more than half of firms are located in an area where Herfindahl index is less than 0.18, and the lending market is relatively competitive according to the U.S. regulatory standard; however, some firms are located in areas of highly concentrated banks, where the Herfindahl index is more than 0.5.

Table 5 is the matrix of correlation coefficients among variables to be used in the regression analysis. The table indicates that the influence coefficient has a negative correlation with rate, but at a smaller magnitude relative to the traditional indicators of financial soundness, such as score, LN(INT_COV), LN(SALES), and LN(AGE). The influence coefficients have positive correlations with LN(SALES). The correlation coefficient is about 0.42. This suggests that larger firms are more likely to have larger influence, but not always.

LISTED, too, has a negative correlation with rate. This may be because only those credit-worthy enough can be approved to be publicly traded in the stock exchange. The alternative explanation may be that banks may exploit firms that lack direct access to finance markets. The MAJOR_BK dummy also has a negative correlation with rate. This suggests that borrowers from major banks are more credit-worthy firms, and/or that the financing costs at major banks are lower than those at the other banks.

7.2 Econometric frameworks

We briefly restate our hypothesis tests here.
To test Hypotheses 1 and 2, we estimate the following interest rate equation:

$$rate_i = b_0 + b_1 \cdot \ln(v_i) + b_2 \cdot score_i + b_3 \cdot \ln(v_i) \times score_i + \epsilon_i,$$

where $rate_i$ is the interest rate for a loan to firm $i$, $\ln(v_i)$ is the natural logarithm of the influence coefficient of firm $i$, $score_i$ is the credit score to measure the credit-worthiness of firm $i$, $X_i$ is the column vector of control variables for firm $i$, $\epsilon_i$ is the error term, and $b$’s are coefficients to be estimated. Hypothesis 1 predicts that $b_1$ is negative, and Hypothesis 2 predicts that $b_3$ is positive.

In addition, we estimate the model using the DISTRESS dummy or the INSOLVENT dummy in place of $score$. Hypotheses 1 and 2 predicts that $b_3$ and $b_1 + b_3$ are negative.

The model is estimated by OLS. We compute the standard errors, which are robust to heteroskedasticity and take into account the estimation error in the influence coefficients. Note that we do not observe the true influence coefficients but instead need to estimate them. They therefore suffer from measurement errors. Appendix 2 explains how to modify the standard errors to take into account the estimation error in the influence coefficients.

### 7.3 Baseline results: regional banks

We first estimate the model using the observations of firms whose main banks are regional banks. We focus on this subsample because regional banks are likely to be dominant in local lending markets and this subsample would accord with our theoretical framework. The regression results are supportive of our hypotheses. They indicate that a firm with a high influence coefficient receives a lower interest rate on average. Moreover, we find that the effect is more prominent for less credit-worthy firms.

Table 6 shows the results of the baseline regression of (29) by OLS with robust standard errors. Column (1) shows that the influence coefficient and $score$ are negatively correlated with interest rates. Column (2) shows that the interaction term between the influence coefficient and $score$ has a positive and significant coefficient, while each of their main effects has a negative and significant coefficient. Thus, the regression analysis supports Hypotheses 1 and 2.

Columns (3) in Table 6 shows that the coefficient of the interaction term of $\ln(v)$ and DISTRESS is negative and significant although the coefficient of $\ln(v)$ without interaction
Figure 3: Marginal effect on rate of ln(v), by main bank type

(Note) Vertical line segments indicate the 95% confidence interval.

is not significant. The sum of these coefficient is negative and significant. This result implies that the influence coefficient reduces interest payments only for distressed firms. Thus, this result supports Hypotheses 1 and 2. We obtain a somewhat weaker but similar result when we use INSOLVENT in place of DISTRESS (Column (4)).

To gauge the economic importance of the effect of the influence coefficient, we compute the marginal effect of ln(v) at each grid cell of score to rate, which is listed in Table 7 and illustrated in Figure 3 (i). The interest reduction effect of the influence coefficient is statistically significant for distressed firms (i.e., firms with a score less than 0). This effect is not significant or even reversed for financially sound firms, for which the main bank does not need to consider forbearance lending. The estimates indicate, for example, that the interest rate for a firm with an influence coefficient at the median is larger than that for a firm with an influence coefficient at the 90th percentile by about 11 basis points when
their scores are -0.2. The difference is larger, at 84 basis points, when we compare with firms having an influence factor at the 99th percentile. Thus, the effect of the influence coefficient is more economically significant for firms with a higher influence coefficient.

Among the control variables, DISTRESS has a positive and significant coefficient, and the interaction term of score and DISTRESS is positive and significant. This result suggests that the interest rates for distressed firms are typically higher, but that more severely distressed firms cannot afford to do anything but postpone the repayment of agreed interest (note that we define rate on the basis of actual interest payments by each firm). Those financially sound and secure firms with higher LN(INT_COV) pay lower interest. Those with larger amount of loans LN(LOAN) pay less interest per unit of loans. This result perhaps comes from the economy of scale in the provision of loans and entailed information production. The other indicators of creditworthiness of a firm, TANGIBLE, PROFITABLE, larger LN(SALES), and longer LN(AGE) have a positive and significant coefficient. This result is counter-intuitive. It is likely that the result is driven by the fact that our interest rate measure is based on the interest that the firm actually paid rather than the contracted interest rate, and so the measure decreases by the delay in interest payments of less credit-worthy firms. Firms borrowing from more banks pay higher interests. This result indicates that those who are more credit-worthy and able to pay higher interests can borrow from multiple banks.

### 7.4 Types of main bank

We estimate the model using the subsample of firms whose main bank is a major bank operating nation-wide or internationally, and the full sample including both groups of firms whose main bank is a regional bank and others. Comparing the results of these estimations and that in the previous section provides an empirical test of Hypothesis 3. Recall that we have surmised from our theoretical analysis that forbearance is more likely when a bank is dominant in its lending market and/or it actively engages in relationship banking. We thus expect that the interest reduction effect will be more weaker among firms with a large bank as their main bank.

Our empirical result supports this conjecture. The results are listed in Table 8. Col-
umn (1) is the result for firms whose main bank is a major bank. The marginal effect of the influence coefficient is illustrated in Figure 3 (ii). The result shows that forbearance by the main bank is not visible for major banks. Because of this, the estimation with the full sample including all groups of firms with major banks, regional banks, or cooperative banks as their main bank, shows less significant effect of the influence coefficient. Thus, the results support Hypotheses 3.

7.5 Too-big-to-fail vs. too-connected-to-fail

A possible criticism against the above interpretation of the results is that the influence coefficient works as a proxy for the size of a firm or the size of loans to a firm. To make sure that the above results are not driven by these too-big-to-fail argument, we estimate the baseline model augmented by the interaction term of the score and a proxy for the firm size, LN(SALES), or the loan size, LN(LOAN) with the sample of firms whose main bank is a regional bank.

The important part of the estimation results is listed in Table 9. The signs of coefficients of the influence coefficient and its interaction term does not change from the previous results. The magnitude of the forbearance reduces somewhat if we include the interaction term of LN(SALES) and score, whereas it does not change if we include the interaction term of LN(LOAN). The coefficients of LN(SALES) and its interaction term, and those of LN(LOAN) do not support the possibility that the forbearance is driven by firm size or exposure size.

7.6 What features of regional banks matter?

As is noted above, many of regional banks operate as a dominant lender within a less competitive market in a rural area, and most of their borrowers are bank-dependent and privately-held companies that are not listed on the stock exchange. To examine which of these features is more relevant, we estimated the baseline model with subsamples, first, those split at the median of the Herfindahl index of bank branches (HI), and, second, those split at the bank-level sample median of the ratio of publicly-traded companies among borrowers of each bank.
The results of the subsample regression with respect to the market concentration are listed in Table 10. The results clearly show that the influence coefficient matters only in the concentrated market (Column (2)). A higher influence coefficient reduces the interest rate for distressed firms only in the concentrated market.

The results of the subsample regression with respect to the bank dependence of borrowers are listed in Table 11. Clearly, a higher influence coefficient reduces the interest rate for distressed firms at banks whose borrowers are more bank-dependent and are more likely to recoup the costs to support an influential firm (Column (2)).

Thus, both characteristics of regional banks, as a dominant lender in a concentrated market, and as a major financier for bank-dependent non-listed companies, generate the motivation for regional banks to undertake a forbearance lending.

8 Robustness check

In this section, we examine the robustness of our results. We first examine the effects of alternative specifications of the influence coefficients. We then use quantile regression to investigate whether our result is driven by outliers. Quantile regression analysis also provides valuable information about the heterogeneity of the effect of influence coefficient.

8.1 Alternative specification for influence coefficients

Since the influence coefficients are estimated and not directly observable, it is important to check whether our results are driven by the particular specification used in estimation. To do so, we consider an alternative procedure for estimating the influence coefficients. The result demonstrates that our results are robust in this regard.

The alternative methods for estimating influence coefficients are also based on the sales equation (12) but use a different specification of the matrix $Q$. The alternative specification of $Q$ is $Q_s = \beta_s GS$, where $S$ is the $n \times n$ diagonal matrix whose $i$th diagonal element is the square root of firm $i$’s credit score (as a percent of maximum, achieved by dividing the raw score by 100) provided by TSR as of 2005. In this way, $Q_s$ reflects to some extent the possibility of firm defaults. We estimate the following model by OLS

$$\Delta s = \beta_s GS \Delta s + \gamma'_I Ind + \gamma'_P Pre + \epsilon.$$
We then compute
\[
\hat{v}_s^{(b)} = 100 \sum_{k=1}^{100} (\hat{\beta}_s G^{(b)} S^{(b)})^k,
\]
where \(S^{(b)}\) is the submatrix of \(S\) induced by including only firms in bank \(b\)'s network.

We find that the two types of influence coefficient estimates are similar and which estimate is used does not affect our main results for regression on interest rate. The first row in panel (a) of Table 12 shows the descriptive statistics of the estimated influence coefficients for the supply networks of firms with a common main bank \(v_s\), which is estimated by (30). The underlying regression results are presented in panel (b). The two versions of influence coefficients, \(v\) and \(v_s\), are highly correlated with each other. The correlation coefficients between \(v\) and \(v_s\) is 0.9969, as seen in panel (c). The empirical results are the same for estimation with the alternative version of the influence coefficient (column (1) in Table 13).

### 8.2 Economy-wide network

We also re-estimate the baseline model with the influence coefficient in the economy-wide supply network. We conduct this analysis to confirm that the effect of influence coefficients appears through the network-motivated lending decision, and not through some other mechanism that affects both the location of firms in the network and the interest rate. Our result showing that this is related to Hypothesis 3 indicates that influence coefficients defined in terms of bank-specific supply networks are more appropriate than economy-wide influence coefficients. This is because a bank is highly likely to be a dominant financier and be able to observe the influence of each firm in the supply network of its borrowers. In contrast, it is less likely that a bank will consider the influence of a borrower on the economy-wide supply network. We thus expect to observe a weak effect of the influence coefficient when it is defined in terms of the economy-wide supply network. Consistent with this prediction, we find a smaller effect from the economy-wide influence coefficients than from the bank-specific coefficients.

The economy-wide influence coefficients are computed similarly to (28) and (30), but we use the entire matrix \(Q\). For example, \(v_w\), which is the economy-wide version of \(v\), is
computed by
\[ \hat{v}'_w = 1' \sum_{k=1}^{100} (\hat{\beta}G)^k, \]
where \( \hat{v}_w \) is the estimated vector of \( v_w \) for all the firms. Similarly, \( \hat{v}'_{ws} \), which is the economy-wide version of \( \hat{v}_s \), is computed by
\[ \hat{v}'_{ws} = 1' \sum_{k=1}^{100} (\hat{\beta}_sGS)^k. \]

Rows 2 and 3 in panel (a) of Table 12 show the descriptive statistics of the estimated influence coefficients of the economy-wide supply network, \( v_w \) and \( v_{sw} \) (panel (b)). Compared with the influence coefficients defined in terms of bank-specific networks, the economy-wide influence coefficients are larger and more variable. Their distribution is more strongly skewed. This result is natural because the number of firms in the economy-wide supply network is much larger and many firms have transactions with firms that do not share their main bank.

There is a considerable difference between the economy-wide influence coefficient and the bank-specific influence coefficient. The correlation coefficient between the alternative economy-wide influence coefficients and those defined in the bank-specific networks is about 0.75 (panel (c)), while the correlation coefficient between alternative economy-wide influence coefficients is almost one. The last row in panel (a) is the descriptive statistics of the difference between the bank-specific influence coefficient and the economy-wide influence coefficient. The difference is larger in the upper tail.

The results in columns (2) and (3) of Table 13 demonstrate that the economy-wide influence coefficients have a much weaker effect on average interest rate, as expected. The coefficient of the influence-coefficient term is negative and statistically significant, and the interaction term between the influence coefficient and score is positive and statistically significant, as seen in columns (2) and (3). The statistical significance is stronger in the economy-wide network due to the higher variation of the influence coefficient. However, the coefficient and the marginal effect are less than half of the estimate obtained with using bank-specific networks (Table 14). This result is consistent with our theoretical analysis.
9 Discussions

In this section, we provide several caveats about deriving welfare implications from our analysis. We show that network-motivate forbearance improves welfare. However, our welfare analysis is inherently a short-run analysis. Another important problem is that we ignore the moral hazard problem to simplify the analysis.

First, as we note, our analysis is a short-run analysis. We assume that the technological importance of inputs $w_{ij}$, which is the primary determinant of the influence coefficient of each firm, is fixed. In other words, we do not allow for entries from outside of the given supply network. This assumption may be plausible in the short run. The analytical part of Caballero et al. (2008) adopts the assumption at the opposite extreme: that there are always potential entrants who are more efficient than the incumbent firms. That assumption is suitable for a long-run welfare analysis because the supply network will be flexible in the long run. Empirical studies are needed to clarify how rigid the supply network is. Nonetheless, we conjecture that whether such efficient potential entrants exist depends on the type of industry and the economic environment at each time point. For example, if an industry requires the accumulation of relation-specific information and design to improve productivity or product quality, which is known to occur in the automotive and financial sectors, then potential entrants are not likely to be more efficient than incumbent firms. However, if an industry treats commodities that are less differentiated and do not require relation-specific investments, then potential entrants could be more efficient than incumbent firms. Thus, the applicability of our results on the welfare analysis will differ across economies and sectors. In any case, it is important to note that what we examine is short-run welfare, and the implications for long-run welfare could be different.

Second, while we discuss the welfare implication for an economy with rigid supply

\footnote{Known empirical results on this point are mixed. For example, Fukao and Kwon (2006) and Nishimura et al. (2005) find that less efficient companies increased their market shares and were less likely to exit in the 1990s in Japan. In contrast, Sakai et al. (2010) find that those that exited were less profitable than those that survived in the 1990s, from examining extensive microdata of small business lending in Japan. Calvalho et al. (2014) finds that a firm whose suppliers or corporate customers are damaged by a great earthquake is more likely to search and find a new supplier or a new customer. However, the economic significance of such adjustment in a circumstance without such an extreme shock could be smaller.}
networks, there is some concern about whether an economy with rigid supply networks is efficient. It has been pointed out that economies in which specificity works as a barrier to entry, termed sclerosis in Caballero and Hammour (1998), is inherently inefficient. Our efficiency result for network-motivated forbearance says that forbearance could be better for the economic efficiency under the assumption that the economy had already been constructed and is full of relation-specific investments. Although it is clearly beyond the scope of the current paper, it would be interesting to examine the possibility that constructing the economy without such specificity from the beginning would be better for social welfare.

Third, in our setting, the capital cost of external finance is not related to the output level. The usual route from the monopolistic capital cost to welfare loss is through the reduction of output caused by high capital costs. However, this channel of welfare loss is shut down by making sales independent of capital costs in our setup to make the analysis tractable. If this route is taken into account, the ability of the bank to recoup the forbearance cost by imposing higher interest rates on loans to peripheral firms could be limited. This might reduce the chance of forbearance, and the welfare consequences of forbearance will be ambiguous under this scenario.

Fourth, we do not explicitly include the possible moral hazard for an influential company entailed by being considered too big to fail or too connected to fail. Such a company can expect a bailout by a bank or a government, and this assurance is likely to provide perverse incentives for managers and shareholders. This point might affect the welfare implications. In particular, influential firms might become more inefficient and thereby inflate the cost of forbearance. Even in this case, we conjecture that rational forbearance by a profit maximizing bank would improve welfare. However, this possibility makes it difficult to examine whether public bailouts improve welfare.

10 Concluding remarks

We showed that a bank acting as the dominant financier to an inter-firm supply network will be motivated to strategically support an influential producer in the network by forbearance lending, and we illustrated the conditions under which this behavior would
emerge by using an oligopoly model of final and intermediate products with an incomplete supply network. Our analytical model shows that this network-motivated forbearance is an economically rational response by a bank. Our empirical study provides evidence for this motivation by statistically verifying that the interest rate of loans is lower for influential firms within the supply networks among borrowers of a bank, and this tendency is more pronounced for financially less sound firms and those whose main bank is a regional bank, even after controlling for all other observable factors.

Our findings suggest that the terms of a financial contract can be affected by the importance of the contracting firm relative to other firms within the portfolio of a bank. Thus, we need to look at the relative position of each firm within the portfolio of a bank and also at the characteristics of individual firms and banks in examining the economic efficiency of loan contracts and the financial market. In addition, the shape of the supply network could be an important determinant of the risk characteristics of each bank portfolio.

As concluding remarks, we would like to comment on some of the abundant remaining research questions and directions. First, it would be interesting to extend our analysis to the case in which the supply network is flexible. We have assumed that the supply network is rigid, which implies that we examine the short-run effect. In the short run, it is hard to find a corporate client and to create a new link in the supply network. However, these strategic behaviors of banks could harm economic efficiency in the long run because, in the long run, a firm can find new corporate clients. Thus, the assumption acts to deter natural selection and crowd out potentially efficient new entrants, as is shown by Caballero et al. (2008). Evaluating the welfare implication of forbearance lending (or public bailouts) with taking into account both of these effects remains a challenging future research subject.

Second, cross-country comparisons or comparisons between bank-dominant markets and market-oriented markets would be useful. Our model shows that a bank that is dominant in some market is more likely to undertake network-motivated lending decisions. This finding highlights a novel viewpoint for discussing the efficient structure of the financial market in conjunction with the argument in the previous paragraph. In this
paper, we found that network-motivated lending decisions were particularly notable in the regional financial markets of Japan. However, it has been argued that the US and UK are more market-oriented markets. Empirical research on these markets and comparison with our results would be interesting.

Lastly, our empirical study illustrates the usefulness of the inter-firm transaction database for financial researchers as well as for policy makers. In this study, we estimate the influence coefficient of each firm by making use of limited, but available, information on inter-firm transactions. More precise inter-firm transaction data would improve the accuracy of influence coefficients and ease computation of them. This sort of dataset enabled us to identify influential companies within a portfolio of a bank or within an economy, and we believe that this kind of dataset will be highly useful for regulators, banks and other institutional investors, and academic researchers.
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Appendix 1: The bias of the OLS estimator

We provide a justification for the use of the OLS estimator to estimate the spatial autoregressive models. We focus on the estimation of $\beta_1$, but a similar argument holds for the estimation of other parameters. We derive the formula for the bias of the OLS estimator and evaluate the bias in our sample. As a result, we find that the bias is likely to be small.

Recall that the model is

$$\Delta s = \beta G \Delta s + \gamma'_I \text{Ind} + \gamma'_P \text{Pre} + \epsilon.$$  \hfill (31)

We assume that Ind and Pre are exogenously given variables, so that they are uncorrelated with $\epsilon$. In this section, we assume that $\epsilon$ is homoskedastic, making this assumption to evaluate the bias of the estimator. However, note that the standard errors reported in the main text are robust to heteroskedasticity.

The bias of the OLS estimator of $\beta$ can be derived in the following way. Let $\tilde{X}$ be the residual from the regression of $G \Delta s$ on Ind and Pre. The OLS estimator of $\beta$ is

$$\hat{\beta} = \frac{\tilde{X}' \Delta s}{\tilde{X}' \tilde{X}} = \beta + \frac{\tilde{X}' \epsilon}{\tilde{X}' \tilde{X}}.$$  \hfill (32)

Since Ind and Pre are assumed to be exogenous, $E(\tilde{X}' \epsilon) = E((G \Delta s)' \epsilon)$. The reduced-form equation for $\Delta s$ is

$$\Delta s = (I_n - \beta G)^{-1}(\gamma'_I \text{Ind} + \gamma'_P \text{Pre} + \epsilon).$$  \hfill (33)

Since the regressors are assumed to be exogenous, we have

$$E((G \Delta s)' \epsilon) = E(\epsilon' G (I_n - \beta G)^{-1} \epsilon) = \sum_{k=0}^{\infty} E(\epsilon' \beta^k G^{k+1} \epsilon).$$  \hfill (34)

Thus, the asymptotic bias of the OLS estimator is

$$\lim_{N \to \infty} \frac{\sum_{k=0}^{\infty} E(\epsilon' \beta^k G^{k+1} \epsilon)}{N \lim_{N \to \infty} \tilde{X}' \tilde{X}/N}.$$  \hfill (35)

The bias of the OLS estimator may be numerically evaluated. The value of $\tilde{X}' \tilde{X}$ can be computed from the data. Let $g_{ii}(k)$ be the $i$th element on the main diagonal of $G^k$. Assume that $\epsilon$ is homoskedastic with variance $\sigma^2$. Then, we have

$$\sum_{k=0}^{\infty} E(\epsilon' \beta^k G^{k+1} \epsilon) = \sigma^2 \sum_{k=0}^{\infty} \beta^k \sum_{i=1}^{n} g_{ii}(k + 1).$$  \hfill (36)
Since \( g_{ii}(1) = 0 \) by the definition of \( G \), the value at \( k = 0 \) does not contribute to the sum. Note that \( g_{ii}(k) \) can be computed from the data. Thus, once we have the values of \( \sigma^2 \) and \( \beta \), we can compute the bias by using the formula

\[
\sigma^2 \sum_{k=1}^{\infty} \beta^k \sum_{i=1}^{n} g_{ii}(k+1)
\]

We compute an approximated value of the bias in the data and find that the bias is likely to be small. To do so, we use the OLS estimator of \( \beta \) and the estimate \( \sigma^2 \) from the OLS estimation to evaluate \( \sigma^2 \sum_{k=0}^{\infty} \beta^k \sum_{i=1}^{n} g_{ii}(k+1) \). The infinite sum is truncated at \( k = 2 \). This truncation is justified because the value of \( \beta \) is small (recall that the OLS estimate is 0.00197). The values of \( \sum_{i=1}^{n} g_{ii}(2) \) and \( \sum_{i=1}^{n} g_{ii}(3) \) in our sample are 175,222 and 177,677, respectively. Using these numbers, the approximated value of the bias is 0.000000854. Since the OLS estimate is 0.00197 and the standard error is 0.0000494, we argue that the bias is small and so we may rely on the OLS estimator. Here, we use the values of \( \sigma^2 \) and \( \beta \) from the OLS estimation. However, the computed bias would be small even if different (reasonable) values of \( \sigma^2 \) and \( \beta \) were used.

**Appendix 2: Standard errors when a regressor is generated**

In this appendix, we provide the formula for the standard errors for the interest rate regression, taking into account the fact that the key regressor (influence coefficient) is estimated. We first briefly review the effect of a generated regressor in general linear regression frameworks. We then provide the formula for the specific case in which the generated regressor is influence coefficient.

**General results**

We first examine the effect of a generated regressor in linear regression models. In particular, we explain how to modify the asymptotic variance estimator for the OLS estimator. Note that this is a rather standard exercise in econometrics.

The model we analyze is the following linear regression model:

\[
y_i = x_i' \beta + u_i.
\]
However, $x_i$ is not directly observed. We know that $x_i$ can be written as $x_i = x_i(\gamma_0)$, where the function $x_i(\cdot)$ is known and $\gamma_0$ is estimable. For simplicity, we assume that $\gamma_0$ is a scalar. Let $\hat{\gamma}$ be an estimate of $\gamma_0$. We thus use a generated regressor $\hat{x}_i = x_i(\hat{\gamma})$ instead of $x_i$. The OLS estimator of $\beta$ with $\hat{x}_i$ is

$$
\hat{\beta} = \left( \sum_{i=1}^{N} \hat{x}_i \hat{x}_i \right)^{-1} \sum_{i=1}^{N} \hat{x}_i y_i.
$$

(39)

We make the following assumptions about the generated regressor. We assume that $x_i(\cdot)$ is differentiable and that the mean value theorem for it, so that

$$x_i - \hat{x}_i = -\frac{\partial x_i}{\partial \gamma}(\hat{\gamma})(\hat{\gamma} - \gamma_0),$$

(40)

where $\hat{\gamma}$ is between $\hat{\gamma}$ and $\gamma_0$. We also assume that $\hat{\gamma}$ is asymptotically linear:

$$\hat{\gamma} - \gamma = \frac{1}{N^*} \sum_{j=1}^{N^*} \phi_j,$$

(41)

where $\phi_j$ has mean zero and finite variance. We note that here we allow $\gamma$ to be estimated from a different sample than the sample used in the estimation of $\beta$. These samples are allowed to be overlapping or disjoint. Let $N^*$ denote the sample size of the sample used in the estimation of $\gamma$; $N^*$ may be different from $N$. We assume that $\lim_{N, N^* \to \infty} (N/N^*) = \kappa < \infty$.

The asymptotic distribution of the OLS estimator $\hat{\beta}$ depends on the estimation error in $\hat{\gamma}$. We observe that

$$y_i = \hat{x}_i' \beta + (x_i - \hat{x}_i)' \beta + u_i.$$  

(42)

We therefore have the following expansion of $\hat{\beta}$:

$$\hat{\beta} = \beta + \left( \sum_{i=1}^{N} \hat{x}_i \hat{x}_i \right)^{-1} \sum_{i=1}^{N} \hat{x}_i u_i + \left( \sum_{i=1}^{N} \hat{x}_i \hat{x}_i \right)^{-1} \sum_{i=1}^{N} \hat{x}_i (x_i - \hat{x}_i)' \beta.$$  

(43)

The second term in the right-hand side yields the usual asymptotic distribution of the OLS estimator. The third term depends on the estimation error in $\hat{\gamma}$. Using the assumption on $\hat{x}_i$, we have

$$\hat{\beta} - \beta = \left( \frac{1}{N} \sum_{i=1}^{N} \hat{x}_i \hat{x}_i \right)^{-1} \left( \frac{1}{N} \sum_{i=1}^{N} \hat{x}_i u_i - \frac{1}{N} \sum_{i=1}^{N} \hat{x}_i \beta_j \frac{\partial x_i}{\partial \gamma}(\hat{\gamma}) \frac{1}{N^*} \sum_{j=1}^{N^*} \phi_j \right).$$  

(44)
Let
\[ A = E \left( x_i \beta' \frac{\partial x_i}{\partial \gamma}(\gamma_0) \right), \] (45)
and
\[ B = \text{plim}_{N \to \infty} \frac{1}{N} \sum_i x_i u_i \phi_i', \] (46)
where \( \sum_i \) in \( B \) is taken over the set of observations that appear in both the sample used for the estimation \( \gamma \) and that for \( \beta \). From the expansion of \( \hat{\beta} \), it is easy to derive the asymptotic distribution of \( \hat{\beta} \), which is
\[ \sqrt{N}(\hat{\beta} - \beta) \to_d N(0, V), \] (47)
where
\[ V = (E(x_i x_i'))^{-1} \left( E(u_i^2 x_i x_i') - BA' - AB' + A \kappa E(\phi_j \phi'_j) A' \right) (E(x_i x_i'))^{-1}. \] (48)

We note that when \( \kappa = 0 \) (i.e., \( N^* \) is much larger than \( N \)), the estimation error in the generated regressor does not affect the asymptotic distribution of \( \hat{\beta} \).

The asymptotic variance can be estimated by
\[ \hat{V} = \left( \frac{1}{N} \sum_{i=1}^N \hat{x}_i \hat{x}_i \right)^{-1} \left( \frac{1}{N} \sum_{i=1}^N u_i^2 \hat{x}_i \hat{x}_i' - \hat{B} \hat{A}' - \hat{A} \hat{B}' + \hat{A} \frac{N}{N^*} \frac{N}{N^*} \sum_{j=1}^{N^*} \hat{\phi}_j \hat{\phi}'_j \hat{A}' \right) \left( \frac{1}{N} \sum_{i=1}^N \hat{x}_i \hat{x}_i \right)^{-1}, \] (49)
where
\[ \hat{A} = \frac{1}{N} \sum_{i=1}^N \hat{x}_i \beta' \frac{\partial x_i}{\partial \gamma}(\hat{\gamma}) \] (50)
and
\[ \hat{B} = \frac{1}{N} \sum_i \hat{x}_i \hat{u}_i \hat{\phi}_i'. \] (51)

In this, \( \hat{\phi}_i \) is an estimate of \( \phi_i \).
When the influence coefficient is generated

In our application, the generated regressor is the value of the influence coefficient. This subsection provides the formula for \( \phi_j \) and \( x_i(\cdot) \) in our case.

Recall that the influence coefficient is computed from the OLS estimate of the model

\[
\Delta s = \beta G \Delta s + \gamma'_i \text{Ind} + \gamma'_p \text{Pre} + \epsilon.
\]  

Thus, in our setting, \( \gamma \) is \( \beta \). Since \( x_i \) is the logarithm of the influence vector, we have

\[ x_i(\beta) = \log((\sum_{k=0}^{\infty} (\gamma G')^k 1)_i), \]

where \((a)_i\) denotes the element of \( a \) corresponding to the \( i \)th firm.

The formula for \( \phi_j \) and \( \partial x_i/(\partial \gamma) \) can be derived easily in our setting. Let \( \hat{X} \) be the residual from the regression of \( G \Delta s \) on \( \text{Ind} \) and \( \text{Pre} \). The OLS estimator of \( \beta \) is

\[
\hat{\beta} = \frac{\hat{X}' \Delta s}{\hat{X}' \hat{X}} = \beta + \frac{\hat{X}' \epsilon}{\hat{X}' \hat{X}}.
\]  

Therefore, the formula for \( \phi_j \) is

\[
\phi_j = \left( \frac{1}{N} \hat{X}' \hat{X} \right)^{-1} \hat{X_j} \epsilon_j,
\]  

where \( \hat{X}_j \) is the \( j \)th element of vector \( \hat{X} \). The formula for \( \partial x_i/(\partial \gamma) \) can be computed directly by taking the derivative. This gives

\[
\frac{\partial x_i}{\partial \gamma}(\gamma) = \frac{1}{(\sum_{k=0}^{\infty} (\gamma G')^k 1)_i} \left( \sum_{k=1}^{\infty} k \gamma^{k-1} (G')^k 1 \right)_i.
\]  
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Table 3: Definition of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>rate</td>
<td>Interest costs ( (t) ) / {0.5(\text{total asset} (t-1) + \text{total asset} (t)) } \times 100 % ).</td>
</tr>
<tr>
<td>ln( (v) )</td>
<td>Natural logarithm of the influence factor ( v ).</td>
</tr>
<tr>
<td>score</td>
<td>Normalized credit score from Tokyo Shoko Research, ((\text{original score}) / 50 - 1).</td>
</tr>
<tr>
<td>DISTRESS</td>
<td>A dummy variable equal to 1 if score &lt; 0, or zero otherwise.</td>
</tr>
<tr>
<td>INSOLVENT</td>
<td>A dummy variable equal to 1 if asset &lt; liability, or zero otherwise.</td>
</tr>
<tr>
<td>LN(INT_COV)</td>
<td>Natural logarithm of ((x+1)), where ( x := \frac{\text{EBITDA}}{1+\text{interest payment}} ) if EBITDA \geq 0, ( x = 0 ) otherwise, and EBITDA = operating profit + depreciation.</td>
</tr>
<tr>
<td>LEVERAGE</td>
<td>Total assets / capital.</td>
</tr>
<tr>
<td>TANGIBLE</td>
<td>Tangible fixed assets / total assets.</td>
</tr>
<tr>
<td>CURRENT</td>
<td>Short-term assets / short-term liability.</td>
</tr>
<tr>
<td>PROFITABLE</td>
<td>EBITDA / sales</td>
</tr>
<tr>
<td>EBITDA_G</td>
<td>({\text{EBITDA}(t)-\text{EBITDA}(t-1)}/\text{total assets}(t-1))</td>
</tr>
<tr>
<td>SALES_G</td>
<td>({\text{sales}(t)/\text{sales}(t-1)-1} \times 100%)</td>
</tr>
<tr>
<td>LN(SALES)</td>
<td>Natural logarithm of sales.</td>
</tr>
<tr>
<td>LN(LOAN)</td>
<td>Natural logarithm of the average of outstanding loans in the current and previous accounting year end (mil. JPY).</td>
</tr>
<tr>
<td>LN(FIRM AGE)</td>
<td>Natural logarithm of firm age in years.</td>
</tr>
<tr>
<td>LISTED</td>
<td>1 if the firm is listed on a stock market, 0 otherwise.</td>
</tr>
<tr>
<td>BOND_RATIO</td>
<td>Bonds outstanding / (bonds outstanding + loans outstanding). Set equal to 0 if the firm does not issue bonds and loans.</td>
</tr>
<tr>
<td>#LENDING_BKS</td>
<td>Number of lending banks. The maximum is 10 banks.</td>
</tr>
<tr>
<td>MAJOR_BK</td>
<td>1 if the main bank (the first one in the list of lending banks in TSR data) is a major bank, 0 otherwise. Major banks include Mizuho, Mizuho Corporate, Mitsubishi UFJ, Sumitomo Mitsui, Risona, Saitama Risona, Shinsei, Aozora, Mitsubishi UFJ Trust, Chuo-Mitsui Trust, Sumitomo Trust, and Mizuho Trust.</td>
</tr>
<tr>
<td>REGIONAL_BK</td>
<td>1 if the main bank (the first one in the list of lending banks) is a regional bank, 0 otherwise.</td>
</tr>
<tr>
<td>HI</td>
<td>Herfindahl index of the number of branches of banks (excluding government-owned ones) and Shinkin banks (larger cooperative banks) in the telephone area-code area where the head office of the firm is located. The index is calculated after excluding Shinkin banks if the capital of a firm is 900 million JPY or more.</td>
</tr>
</tbody>
</table>
Table 4: Descriptive statistics of variables for interest rate regression

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>p1</th>
<th>p10</th>
<th>p50</th>
<th>p90</th>
<th>p99</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>rate</td>
<td>7408</td>
<td>2.269</td>
<td>1.359</td>
<td>0.000</td>
<td>0.181</td>
<td>0.896</td>
<td>2.025</td>
<td>3.776</td>
<td>7.262</td>
<td>11.379</td>
</tr>
<tr>
<td>ln(v)</td>
<td>7408</td>
<td>0.011</td>
<td>0.033</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
<td>0.020</td>
<td>0.129</td>
<td>0.979</td>
</tr>
<tr>
<td>score</td>
<td>7408</td>
<td>0.136</td>
<td>0.153</td>
<td>-1.000</td>
<td>-0.200</td>
<td>-0.040</td>
<td>0.120</td>
<td>0.340</td>
<td>0.520</td>
<td>0.840</td>
</tr>
<tr>
<td>DISTRESS</td>
<td>7408</td>
<td>0.154</td>
<td>0.361</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.120</td>
<td>0.340</td>
<td>0.520</td>
<td>1</td>
</tr>
<tr>
<td>INSOLVENT</td>
<td>7408</td>
<td>0.049</td>
<td>0.216</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LN(INT_COV)</td>
<td>7408</td>
<td>1.838</td>
<td>1.418</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>1.625</td>
<td>3.761</td>
<td>6.001</td>
<td>10.571</td>
</tr>
<tr>
<td>LEVERAGE</td>
<td>7408</td>
<td>0.723</td>
<td>0.307</td>
<td>0.008</td>
<td>0.165</td>
<td>0.395</td>
<td>0.739</td>
<td>0.950</td>
<td>1.553</td>
<td>7.161</td>
</tr>
<tr>
<td>TANGIBLE</td>
<td>7408</td>
<td>0.291</td>
<td>0.202</td>
<td>0.000</td>
<td>0.001</td>
<td>0.038</td>
<td>0.264</td>
<td>0.573</td>
<td>0.835</td>
<td>0.989</td>
</tr>
<tr>
<td>CURRENT</td>
<td>7408</td>
<td>1.683</td>
<td>3.248</td>
<td>0.024</td>
<td>0.257</td>
<td>0.733</td>
<td>1.262</td>
<td>2.580</td>
<td>7.519</td>
<td>135.105</td>
</tr>
<tr>
<td>PROFITABLE</td>
<td>7408</td>
<td>0.041</td>
<td>0.826</td>
<td>-46.771</td>
<td>-0.145</td>
<td>-0.008</td>
<td>0.027</td>
<td>0.110</td>
<td>0.337</td>
<td>52.643</td>
</tr>
<tr>
<td>EBITDA_G</td>
<td>7408</td>
<td>0.015</td>
<td>0.883</td>
<td>-0.987</td>
<td>-0.166</td>
<td>-0.042</td>
<td>0.001</td>
<td>0.050</td>
<td>0.238</td>
<td>75.757</td>
</tr>
<tr>
<td>SALES_G</td>
<td>7408</td>
<td>0.045</td>
<td>0.273</td>
<td>-0.959</td>
<td>-0.449</td>
<td>-0.146</td>
<td>0.024</td>
<td>0.235</td>
<td>0.777</td>
<td>9.767</td>
</tr>
<tr>
<td>LN(FIRM AGE)</td>
<td>7408</td>
<td>3.575</td>
<td>0.573</td>
<td>-1.792</td>
<td>1.792</td>
<td>2.752</td>
<td>3.712</td>
<td>4.096</td>
<td>4.477</td>
<td>4.827</td>
</tr>
<tr>
<td>LISTED</td>
<td>7408</td>
<td>0.120</td>
<td>0.325</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BOND_RATIO</td>
<td>7408</td>
<td>0.061</td>
<td>0.156</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.225</td>
<td>0.835</td>
<td>1.000</td>
</tr>
<tr>
<td>#LENDING_BKS</td>
<td>7408</td>
<td>4.660</td>
<td>2.300</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>MAJOR_BK</td>
<td>7408</td>
<td>0.380</td>
<td>0.485</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>REGIONAL_BK</td>
<td>7408</td>
<td>0.539</td>
<td>0.499</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HI</td>
<td>7408</td>
<td>0.182</td>
<td>0.109</td>
<td>0.050</td>
<td>0.050</td>
<td>0.050</td>
<td>0.164</td>
<td>0.324</td>
<td>0.510</td>
<td>1.000</td>
</tr>
</tbody>
</table>
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Table 5: Correlation matrix of variables

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  rate</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 ln(v)</td>
<td>-0.087</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 ln(v) × score</td>
<td>-0.935</td>
<td>0.875</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 score</td>
<td>-0.332</td>
<td>0.239</td>
<td>0.304</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 DISTRESS</td>
<td>0.209</td>
<td>-0.059</td>
<td>-0.082</td>
<td>-0.601</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 INSOLVENT</td>
<td>0.079</td>
<td>-0.044</td>
<td>-0.045</td>
<td>-0.362</td>
<td>0.429</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 score × DISTRESS</td>
<td>-0.126</td>
<td>0.040</td>
<td>0.065</td>
<td>0.558</td>
<td>-0.656</td>
<td>-0.530</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 LN(INT_COV)</td>
<td>-0.323</td>
<td>0.139</td>
<td>0.171</td>
<td>0.627</td>
<td>-0.321</td>
<td>-0.185</td>
<td>0.229</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 LEVERAGE</td>
<td>0.146</td>
<td>-0.058</td>
<td>-0.086</td>
<td>-0.488</td>
<td>0.391</td>
<td>0.523</td>
<td>-0.406</td>
<td>-0.362</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 TANGIBLE</td>
<td>-0.016</td>
<td>-0.051</td>
<td>-0.041</td>
<td>-0.029</td>
<td>0.054</td>
<td>0.007</td>
<td>-0.032</td>
<td>-0.054</td>
<td>-0.007</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11 CURRENT</td>
<td>-0.017</td>
<td>-0.028</td>
<td>-0.011</td>
<td>0.021</td>
<td>-0.024</td>
<td>-0.044</td>
<td>0.009</td>
<td>0.002</td>
<td>-0.184</td>
<td>-0.083</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 PROFITABLE</td>
<td>0.000</td>
<td>0.005</td>
<td>0.006</td>
<td>0.040</td>
<td>-0.038</td>
<td>-0.016</td>
<td>0.035</td>
<td>0.103</td>
<td>-0.021</td>
<td>0.013</td>
<td>-0.008</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 EBITDA_G</td>
<td>0.029</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.004</td>
<td>-0.002</td>
<td>-0.002</td>
<td>0.000</td>
<td>0.067</td>
<td>0.007</td>
<td>-0.005</td>
<td>-0.001</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 SALES_G</td>
<td>0.026</td>
<td>-0.007</td>
<td>0.004</td>
<td>0.050</td>
<td>-0.047</td>
<td>-0.039</td>
<td>0.031</td>
<td>0.130</td>
<td>0.003</td>
<td>-0.049</td>
<td>-0.060</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 LN(SALES)</td>
<td>-0.267</td>
<td>0.416</td>
<td>0.340</td>
<td>0.587</td>
<td>-0.329</td>
<td>-0.221</td>
<td>0.250</td>
<td>0.489</td>
<td>-0.170</td>
<td>-0.082</td>
<td>-0.112</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16 LN(LOAN)</td>
<td>-0.278</td>
<td>0.349</td>
<td>0.266</td>
<td>0.327</td>
<td>-0.151</td>
<td>-0.103</td>
<td>0.109</td>
<td>0.191</td>
<td>0.071</td>
<td>0.145</td>
<td>0.128</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17 LN(AGE)</td>
<td>-0.124</td>
<td>0.177</td>
<td>0.130</td>
<td>0.252</td>
<td>-0.139</td>
<td>-0.121</td>
<td>0.126</td>
<td>0.130</td>
<td>-0.186</td>
<td>0.138</td>
<td>-0.025</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 LISTED</td>
<td>-0.175</td>
<td>0.301</td>
<td>0.252</td>
<td>0.329</td>
<td>-0.109</td>
<td>-0.078</td>
<td>0.080</td>
<td>0.314</td>
<td>-0.198</td>
<td>-0.053</td>
<td>-0.013</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19 BOND_RATIO</td>
<td>-0.116</td>
<td>0.149</td>
<td>0.168</td>
<td>0.229</td>
<td>-0.122</td>
<td>-0.080</td>
<td>0.088</td>
<td>0.155</td>
<td>-0.123</td>
<td>-0.062</td>
<td>0.038</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 #LENDING_BKS</td>
<td>-0.098</td>
<td>0.135</td>
<td>0.076</td>
<td>0.201</td>
<td>-0.137</td>
<td>-0.127</td>
<td>0.125</td>
<td>0.111</td>
<td>0.011</td>
<td>0.045</td>
<td>-0.050</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21 MAJOR_BK</td>
<td>-0.152</td>
<td>0.107</td>
<td>0.111</td>
<td>0.240</td>
<td>-0.165</td>
<td>-0.110</td>
<td>0.132</td>
<td>0.277</td>
<td>-0.115</td>
<td>-0.177</td>
<td>0.003</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22 REGIONAL_BK</td>
<td>0.096</td>
<td>-0.068</td>
<td>-0.084</td>
<td>-0.127</td>
<td>0.081</td>
<td>0.040</td>
<td>-0.054</td>
<td>-0.191</td>
<td>0.061</td>
<td>0.164</td>
<td>-0.022</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23 HI</td>
<td>0.080</td>
<td>0.002</td>
<td>-0.026</td>
<td>-0.098</td>
<td>0.095</td>
<td>0.054</td>
<td>-0.081</td>
<td>-0.136</td>
<td>0.027</td>
<td>0.182</td>
<td>-0.010</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6: Baseline regression (regional bank only, dependent variable: rate)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coef. (s.e.)</td>
<td>coef. (s.e.)</td>
<td>coef. (s.e.)</td>
<td>coef. (s.e.)</td>
</tr>
<tr>
<td>ln(v)</td>
<td>-5.682 ***</td>
<td>-3.047 *</td>
<td>1.027</td>
<td>0.774</td>
</tr>
<tr>
<td>ln(v) x score</td>
<td>17.295 **</td>
<td>18.225 **</td>
<td>17.295 **</td>
<td>18.225 **</td>
</tr>
<tr>
<td>ln(v) x DISTRESS</td>
<td>-6.300 ***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln(v) x INSOLVENT</td>
<td></td>
<td>-6.904 *</td>
<td></td>
<td></td>
</tr>
<tr>
<td>score</td>
<td>-2.778 ***</td>
<td>-2.539 ***</td>
<td>-2.310 ***</td>
<td>-2.257 ***</td>
</tr>
<tr>
<td>DISTRESS</td>
<td>0.230 ***</td>
<td>0.282 ***</td>
<td>0.240 ***</td>
<td></td>
</tr>
<tr>
<td>INSOLVENT</td>
<td></td>
<td></td>
<td></td>
<td>-0.117</td>
</tr>
<tr>
<td>score x DISTRESS</td>
<td>2.425 ***</td>
<td>2.336 ***</td>
<td>2.014 ***</td>
<td></td>
</tr>
<tr>
<td>LN(INT_COV)</td>
<td>-0.364 ***</td>
<td>-0.364 ***</td>
<td>-0.362 ***</td>
<td></td>
</tr>
<tr>
<td>LEVERAGE</td>
<td>0.172</td>
<td>0.175</td>
<td>0.237</td>
<td></td>
</tr>
<tr>
<td>TANGIBLE</td>
<td>0.408 ***</td>
<td>0.416 ***</td>
<td>0.423 ***</td>
<td></td>
</tr>
<tr>
<td>CURRENT</td>
<td>0.014</td>
<td>0.013</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>PROFITABLE</td>
<td>3.693 ***</td>
<td>3.682 ***</td>
<td>3.658 ***</td>
<td></td>
</tr>
<tr>
<td>EBITDA_G</td>
<td>0.362</td>
<td>0.368</td>
<td>0.359</td>
<td></td>
</tr>
<tr>
<td>SALES_G</td>
<td>0.023</td>
<td>0.025</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>LN(SALES)</td>
<td>0.371 ***</td>
<td>0.368 ***</td>
<td>0.364 ***</td>
<td></td>
</tr>
<tr>
<td>LN(LOAN)</td>
<td>-0.419 ***</td>
<td>-0.419 ***</td>
<td>-0.422 ***</td>
<td></td>
</tr>
<tr>
<td>LN(AGE)</td>
<td>-0.004</td>
<td>-0.006</td>
<td>-0.007</td>
<td></td>
</tr>
<tr>
<td>LISTED</td>
<td>-0.077</td>
<td>-0.052</td>
<td>-0.040</td>
<td></td>
</tr>
<tr>
<td>BOND_RATIO</td>
<td>-0.088</td>
<td>-0.103</td>
<td>-0.093</td>
<td></td>
</tr>
<tr>
<td>#LENDING_BKS</td>
<td>0.037 ***</td>
<td>0.037 ***</td>
<td>0.037 ***</td>
<td></td>
</tr>
<tr>
<td>HI</td>
<td>-0.174</td>
<td>-0.165</td>
<td>-0.184</td>
<td></td>
</tr>
<tr>
<td>industry factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>region factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>t-stat. (p-value) H0:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>coef. of ln(v) + coef.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln(v) x (DISTRESS or</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INSOLVENT) = 0</td>
<td>-2.34</td>
<td>-1.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>3,991</td>
<td>3,991</td>
<td>3,991</td>
<td>3,991</td>
</tr>
<tr>
<td>adj. R-squared</td>
<td>0.127</td>
<td>0.216</td>
<td>0.216</td>
<td>0.215</td>
</tr>
</tbody>
</table>

(Note) Estimated by OLS. Dependent variable is rate. The sample includes those whose main bank is a regional bank only. Standard errors are adjusted to include the standard error of the estimated influence coefficients. Constant term, the coefficients of industry (manufacturing, construction, real estate, retail, wholesale, communication, logistics, and others) and regional factors (Hokkaido, Tohoku, Kanto, Koshinetsu, Tokai, Hokuriku, Kansai, Chugoku, Shikoku, Kyushu, and Okinawa) are omitted from the report. *, **, and *** indicate that the estimated coefficient is statistically significant at a 10%, 5%, and 1% significance level, respectively.
Table 7: Marginal effects

| Table 6 (2) |  | d rate/d ln(v) | (s.e.) |
|-------------|-----------------|-----------------|
| at score =  | -0.2            | -6.692          | 2.739 ** |
|  | -0.1            | -4.869          | 2.096 ** |
|  | 0               | -3.047          | 1.553 * |
|  | 0.1             | -1.224          | 1.249 |
|  | 0.2             | 0.598           | 1.355 |
|  | 0.3             | 2.421           | 1.800 |
|  | 0.4             | 4.243           | 2.403 * |
|  | 0.5             | 6.066           | 3.072 ** |

(Note) Variables except score is set at sample mean. Calculated from the results (2) in Table 6. *, **, and ***, indicate that the estimated marginal effect is statistically significant at a 10%, 5%, and 1% significance level, respectively.

Table 8: Regression with the sample including major banks (dependent variable: rate)

|  | (1) major banks only |  | (2) full sample |  |
|  | coef. | (s.e.) | coef. | (s.e.) |
| ln(v) | -0.277 | (0.948) | -1.107 | (0.853) |
| ln(v)× score | 1.583 | (1.857) | 4.201 | (1.596) *** |
| controls | yes |  | yes |  |
| region factor | yes |  | yes |  |
| industry factor | yes |  | yes |  |
| adj. R-squared | 0.234 |  | 0.220 |  |
| N | 2,816 |  | 7,408 |  |

(Marginal Effect)

|  | d rate/d ln(v) | (s.e.) | d rate/d ln(v) | (s.e.) |
|  | -0.2 | -0.594 | (1.297) | -1.947 | (1.150) * |
|  | -0.1 | -0.435 | (1.120) | -1.527 | (1.000) |
|  | 0 | -0.277 | (0.948) | -1.107 | (0.853) |
|  | 0.1 | -0.119 | (0.781) | -0.687 | (0.712) |
|  | 0.2 | 0.040 | (0.625) | -0.267 | (0.581) |
|  | 0.3 | 0.198 | (0.491) | 0.154 | (0.467) |
|  | 0.4 | 0.356 | (0.400) | 0.574 | (0.387) |
|  | 0.5 | 0.515 | (0.384) | 0.994 | (0.365) *** |

(Note) Estimated by OLS. Standard errors are adjusted to include the standard error of the estimated influence coefficients. Column (1) is the result of the estimation with the sample firms whose main bank is a major bank. Column (2) is the result of the estimation with the full sample. We include the major bank dummy and the regional bank dummy into the set of control variables for the estimation of (2). The other variables are the same as that in the column (2) in Table 6. In the calculation of the marginal effects, control variables except score are all set at sample mean. *, **, and ***, indicate that the estimated coefficient or the marginal effect is statistically significant at a 10%, 5%, and 1% significance level, respectively.
Table 9: Too-big-to-fail vs too-connected-to-fail (regional bank only, dependent variable: rate)

<table>
<thead>
<tr>
<th></th>
<th>(1) with LN(SALE) × score</th>
<th>(2) with LN(LOAN) × score</th>
<th>(3) with both × score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(v)</td>
<td>-2.800 **</td>
<td>-4.387 **</td>
<td>-2.877 *</td>
</tr>
<tr>
<td></td>
<td>(1.668)</td>
<td>(1.768)</td>
<td>(1.688)</td>
</tr>
<tr>
<td>ln(v) × score</td>
<td>16.838 *</td>
<td>25.663 ***</td>
<td>17.073 **</td>
</tr>
<tr>
<td></td>
<td>(8.780)</td>
<td>(8.693)</td>
<td>(8.650)</td>
</tr>
<tr>
<td>LN(SALES)</td>
<td>0.367 ***</td>
<td>0.285 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.049)</td>
<td></td>
</tr>
<tr>
<td>LN(SALES) × score</td>
<td>0.044</td>
<td>0.562 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.117)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LN(LOAN)</td>
<td>-0.374 ***</td>
<td>-0.326 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.047)</td>
<td>(0.050)</td>
<td></td>
</tr>
<tr>
<td>LN(LOAN) × score</td>
<td>-0.261 **</td>
<td>-0.579 ***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.112)</td>
<td>(0.174)</td>
<td></td>
</tr>
<tr>
<td>controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>region factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>industry factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>adj. R-squared</td>
<td>0.216</td>
<td>0.218</td>
<td>0.221</td>
</tr>
<tr>
<td>N</td>
<td>3,991</td>
<td>3,991</td>
<td>3,991</td>
</tr>
</tbody>
</table>

(Note) Estimated by OLS with the sample firms whose main bank is a regional bank. The dependent variable is rate. Standard errors are adjusted to include the standard error of the estimated influence coefficients. We drop the major bank dummy and the regional bank dummy from the set of control variables. The other variables are the same as that in the column (3) in Table 6. In the calculation of the marginal effects control variables except score are all set at sample mean. *, **, and ***, indicate that the estimated coefficient is statistically significant at a 10%, 5%, and 1% significance level, respectively.
Table 10: Subsample Regression: Competitive market vs. concentrated market (dependent variable: rate)

<table>
<thead>
<tr>
<th></th>
<th>(1) competitive market</th>
<th></th>
<th>(2) concentrated market</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coef.</td>
<td>(s.e.)</td>
<td>coef.</td>
<td>(s.e.)</td>
</tr>
<tr>
<td>ln(v)</td>
<td>-0.151</td>
<td>(0.991)</td>
<td>-2.650</td>
<td>(1.476)</td>
</tr>
<tr>
<td>ln(v) \times score</td>
<td>1.571</td>
<td>(2.049)</td>
<td>9.240</td>
<td>(2.914)</td>
</tr>
<tr>
<td>controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>region factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>industry factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>adj. R-squared</td>
<td>0.233</td>
<td></td>
<td>0.213</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>3,607</td>
<td></td>
<td>3,801</td>
<td></td>
</tr>
</tbody>
</table>

(Marginal Effect)

<table>
<thead>
<tr>
<th></th>
<th>d rate/d ln(v)</th>
<th>(s.e.)</th>
<th>d rate/d ln(v)</th>
<th>(s.e.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>at score = -0.2</td>
<td>-1.408</td>
<td>(1.704)</td>
<td>-4.499</td>
<td>(1.946)</td>
</tr>
<tr>
<td>-0.1</td>
<td>-1.146</td>
<td>(1.466)</td>
<td>-3.574</td>
<td>(1.702)</td>
</tr>
<tr>
<td>0</td>
<td>-0.883</td>
<td>(1.233)</td>
<td>-2.650</td>
<td>(1.476)</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.621</td>
<td>(1.007)</td>
<td>-1.726</td>
<td>(1.276)</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.359</td>
<td>(0.794)</td>
<td>-0.802</td>
<td>(1.118)</td>
</tr>
<tr>
<td>0.3</td>
<td>-0.096</td>
<td>(0.608)</td>
<td>0.122</td>
<td>(1.019)</td>
</tr>
<tr>
<td>0.4</td>
<td>0.166</td>
<td>(0.483)</td>
<td>1.046</td>
<td>(0.999)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.428</td>
<td>(0.470)</td>
<td>1.970</td>
<td>(1.062)</td>
</tr>
</tbody>
</table>

(Note) Estimated by OLS. Column (1) is the estimation result with the sample firms whose HI (Herfindahl index of bank branches) are below median, 0.1642. Column (2) is that with the sample whose HI is median or above. Standard errors are adjusted to include the standard error of the estimated influence coefficients. Control variables include those in the column (2) in Table 6, REGIONAL_BK, and MAJOR_BK. In the calculation of the marginal effects control variables except score are all set at sample mean. *, **, and *** indicate that the estimated coefficient or the marginal effect is statistically significant at a 10%, 5%, and 1% significance level, respectively.
Table 11: Subsample Regression: More listed companies vs. less (dependent variable: *rate*)

<table>
<thead>
<tr>
<th></th>
<th>(1) more listed</th>
<th>(2) less listed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coef.</td>
<td>(s.e.)</td>
</tr>
<tr>
<td>ln((v))</td>
<td>0.002</td>
<td>(0.884)</td>
</tr>
<tr>
<td>ln((v))× score</td>
<td>1.750</td>
<td>(1.692)</td>
</tr>
<tr>
<td>controls</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>region factor</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>industry factor</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>adj. R-squared</td>
<td>0.229</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>3,717</td>
<td></td>
</tr>
</tbody>
</table>

| (Marginal Effect)    |                  |                  |
| d rate/d ln(\(v\))  |                  |                  |
| at score = -0.2      | -0.348           | (1.197)          | -8.655          | (2.439) ***     |
| -0.1                 | -0.173           | (1.038)          | -6.827          | (2.000) ***     |
| 0                    | 0.002            | (0.884)          | -5.000          | (1.645) ***     |
| 0.1                  | 0.177            | (0.737)          | -3.173          | (1.436) **      |
| 0.2                  | 0.352            | (0.601)          | -1.345          | (1.440)         |
| 0.3                  | 0.527            | (0.487)          | 0.482           | (1.655)         |
| 0.4                  | 0.702            | (0.412)          | *               | 2.310           | (2.014)        |
| 0.5                  | 0.877            | (0.399)          | **              | 4.137           | (2.454) *      |

(Note) Estimated by OLS. Column (1) is the estimation result with the sample firms whose main bank has a ratio of companies listed on the stock exchange equal or higher than the median, 0.073. Column (2) is that with the other sample firms. Standard errors are adjusted to include the standard error of the estimated influence coefficients. Control variables include those in the column (2) in Table 6, REGIONAL_BK, and MAJOR_BK. In the calculation of the marginal effects control variables except score are all set at sample mean. *, **, and †††, indicate that the estimated coefficient or the marginal effect is statistically significant at a 10%, 5%, and 1% significance level, respectively.
Table 12: Alternative influence coefficients

(a) Description of alternative influence coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>p10</th>
<th>p50</th>
<th>p75</th>
<th>p90</th>
<th>p95</th>
<th>p99</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_s )</td>
<td>306,354</td>
<td>1.003</td>
<td>0.011</td>
<td>1.000</td>
<td>1.002</td>
<td>1.003</td>
<td>1.005</td>
<td>1.008</td>
<td>1.022</td>
<td>2.700</td>
<td></td>
</tr>
<tr>
<td>( v_w )</td>
<td>651,913</td>
<td>1.010</td>
<td>0.054</td>
<td>1.000</td>
<td>1.004</td>
<td>1.010</td>
<td>1.019</td>
<td>1.028</td>
<td>1.071</td>
<td>11.490</td>
<td></td>
</tr>
<tr>
<td>( v_{ws} )</td>
<td>651,913</td>
<td>1.008</td>
<td>0.051</td>
<td>1.000</td>
<td>1.003</td>
<td>1.008</td>
<td>1.015</td>
<td>1.023</td>
<td>1.062</td>
<td>11.161</td>
<td></td>
</tr>
<tr>
<td>( v - v_w )</td>
<td>306,354</td>
<td>0.011</td>
<td>0.069</td>
<td>0.000</td>
<td>0.004</td>
<td>0.011</td>
<td>0.022</td>
<td>0.034</td>
<td>0.093</td>
<td>9.690</td>
<td></td>
</tr>
</tbody>
</table>

(b) First-stage regression to calculate influence coefficient \( v_s \) (N = 651,913)

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>s.e.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_s )</td>
<td>0.00337</td>
<td>0.0000708 ***</td>
</tr>
<tr>
<td>Industry factor</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Prefecture factor</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.1457</td>
<td></td>
</tr>
</tbody>
</table>

(c) Pairwise correlation coefficients among alternative influence coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>( v )</th>
<th>( v_s )</th>
<th>( v_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_s )</td>
<td>0.9969</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>( v_w )</td>
<td>0.7481</td>
<td>0.7525</td>
<td>1</td>
</tr>
<tr>
<td>( v_{ws} )</td>
<td>0.7493</td>
<td>0.7573</td>
<td>0.9981</td>
</tr>
</tbody>
</table>

(Note for panel (b)) Industry factor is controlled by the 95 sector dummies, which indicate one 2-digit chu-bunrui classification. Prefecture factor is controlled by 46 prefecture dummies (Hokkaido is the base class).
Table 13: Regression with the alternative influence coefficients (regional bank only, dependent variable: rate)

<table>
<thead>
<tr>
<th>influence coef. =</th>
<th>(1) ln($v_s$)</th>
<th>(2) ln($v_w$)</th>
<th>(3) ln($v_{ws}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>coef.</td>
<td>-3.798 **</td>
<td>-1.221 **</td>
<td>-1.613 **</td>
</tr>
<tr>
<td>(s.e.)</td>
<td>(1.852)</td>
<td>(0.577)</td>
<td>(0.704)</td>
</tr>
<tr>
<td>influence coef.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>score</td>
<td>21.162 **</td>
<td>5.539 ***</td>
<td>6.923 ***</td>
</tr>
<tr>
<td>(score)</td>
<td>(8.379)</td>
<td>(1.890)</td>
<td>(2.159)</td>
</tr>
<tr>
<td>controls</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>industry factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>region factor</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>N</td>
<td>3,991</td>
<td>4,925</td>
<td>4,925</td>
</tr>
<tr>
<td>adj. R-squared</td>
<td>0.217</td>
<td>0.188</td>
<td>0.189</td>
</tr>
</tbody>
</table>

(Note) Estimated by OLS with the sample firms whose main bank is a regional bank. Standard errors are adjusted to include the standard error of the estimated influence coefficients. Constant term, the coefficients of industry and regional factors are omitted from the report. The control variables are the same as that in the column (2) in Table 6. *, **, and ***, indicate that the estimated coefficient is statistically significant at a 10%, 5%, and 1% significance level, respectively.

Table 14: Marginal Effect

<table>
<thead>
<tr>
<th>at score =</th>
<th>Table 13 (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d rate/d ln(v) (s.e.)</td>
<td>(s.e.)</td>
</tr>
<tr>
<td>-0.2</td>
<td>-2.329</td>
</tr>
<tr>
<td>-0.1</td>
<td>-1.775</td>
</tr>
<tr>
<td>0</td>
<td>-1.221</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.668</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.114</td>
</tr>
<tr>
<td>0.3</td>
<td>0.440</td>
</tr>
<tr>
<td>0.4</td>
<td>0.994</td>
</tr>
<tr>
<td>0.5</td>
<td>1.548</td>
</tr>
</tbody>
</table>

(Note) Variables except score is set at sample mean. Calculated from the results in (2) in Table 13. *, **, and ***, indicate that the estimated coefficient is statistically significant at a 10%, 5%, and 1% significance level, respectively.