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T he rescue of the US automobile industry amid the 2008–2009 recession 
and financial crisis was a consequential, controversial, and difficult decision 
made at a fraught moment for the US economy. Both of us were involved 

in the decision process at the time, but since have moved back to academia. More 
than five years have passed since the bailout began, and it is timely to look back at 
this unusual episode of economic policymaking to consider what we got right, what 
we got wrong, and why.

We are pleased and a bit surprised by how well the last five years have played 
out for the domestic auto industry. At a critical point in the internal debate over 
the auto industry bailouts in March 2009, Larry Summers, at that time director 
of the National Economic Council, assembled members of the Obama administra-
tion’s economic and autos team around his cramped table in the West Wing of the 
White House. He held a straw vote on whether the advisors believed Chrysler would 
survive for five years if a government-supported merger with Fiat went through. 
A narrow majority, including us, voted no. Five years on, both General Motors and 
Chrysler have survived, rebounded, and, by many metrics, appear healthy.

A Retrospective Look at Rescuing and 
Restructuring General Motors and 
Chrysler†

■ Austan D. Goolsbee is Robert P. Gwinn Professor of Economics, University of Chicago, 
Chicago, Illinois. He was a member of the Council of Economic Advisers from March 2009 to 
September 2010, and Chairman of the Council from September 2010 to August 2011. Alan B. 
Krueger is Bendheim Professor of Economics and Public Affairs, Princeton University, 
Princeton, New Jersey. He was Assistant Secretary for Economic Policy and Chief Economist at 
the US Treasury Department from 2009 to 2010, and Chairman of the Council of Economic 
Advisers from November 2011 to August 2013. Their email addresses are goolsbee@chicago 
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Economic analysis contributed throughout the process of deciding how to 
respond to the auto companies’ requests for extraordinary support, and President 
Obama weighed the economic arguments as well as the political and social real-
ities. We agreed with others in the administration that it was essential to rescue 
General Motors to prevent an uncontrolled bankruptcy and the failure of countless 
suppliers, with potentially systemic effects that could sink the entire auto industry. 
Our analysis suggested that a failure of the much smaller Chrysler, however, would 
probably not have systemic effects for the whole industry and that rescuing the 
company would make it more difficult and more costly for taxpayers to rescue GM, 
although we recognized that a failure of Chrysler would cause considerable hard-
ship to its workers and their families and communities. In the end, the president 
made the decision to rescue both General Motors and Chrysler and to put them 
through a tough restructuring via bankruptcy.

It is hard to argue that this decision did not deliver important economic bene-
fits to the recovery and country, although the government did not recover the full 
amount of TARP funds it invested. If GM and Chrysler had been allowed to fail, 
in all likelihood the Great Recession would have been deeper and longer, and the 
recovery that began in mid-2009 would have been weaker. The rescue has been more 
successful than almost anyone predicted at the time. Some of this success resulted 
from actions the auto companies took; some happened because the rebound in 
consumer demand for autos has been especially strong during the last five years. 
The auto industry has turned out to be one of the drivers of the economic recovery. 
Yet we suspect that the conditions that led the auto bailout to be a success were 
fairly unique in American economic history, and, we hope, unlikely to be repeated 
anytime soon.

In this article, we describe the events that brought two of the largest industrial 
companies in the world to seek a bailout from the US government, the analysis 
that was used to evaluate the decision (including what the alternatives were and 
whether a rescue would even work), the steps that were taken to rescue and restruc-
ture General Motors and Chrysler, and the performance of the US auto industry 
since the bailout. We close with some of the general lessons to be learned from 
the episode.

How the US Auto Industry Imploded

In the run-up to the 2009 bailout, the “Big Three” US automakers recorded 
some of the worst corporate performances in American history. General Motors 
alone lost almost $40  billion in 2007 and another $31  billion in 2008. Ford lost 
$3 billion and then $15 billion. Chrysler was a privately held company that did not 
disclose earnings publicly, but was losing comparable amounts of money. The Great 
Recession that began in late 2007 had a catastrophic impact on the automakers. 
Auto sales plummeted in 2008 and again in 2009 to below 10 million, from a peak 
of more than 17 million just a few years earlier.
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By fall 2008, the financial situation of the domestic automakers was so dire that 
they would soon be unable to make their wage and supplier payments. In November 
2008, the chief executive officers of Ford, General Motors, and Chrysler came 
before the House and the Senate to request a $25 billion working capital “bridge 
loan” from the US government to enable them to make these payments and to help 
keep them out of bankruptcy and avoid possible liquidation. In the auto execu-
tives’ view, the crisis they were facing centered on macroeconomic forces outside of 
their control. Chrysler CEO Robert Nardelli (2008) explained at the outset of the 
hearing, “We are asking for assistance for one reason: To address the devastating 
automotive industry recession caused by our Nation’s financial meltdown.” He said 
that buyers’ and dealers’ lack of access to credit was preventing them from buying 
vehicles and wrecking the automakers’ business. They were asking for capital to tide 
them over, with no conditions attached, until the economy returned to normal so 
that they could avoid bankruptcy or liquidation.

Of course, no one knew if the 17 million annual sales rates achieved earlier 
in the 2000s would ever return. Auto credit had been unsustainably inflated by the 
same housing and credit bubble that led to the economic crisis in 2008. The ratio 
of cars-to-population and the fraction of auto buyers stretching their credit by using 
subprime auto loans were both at record highs. If demand rebounded only partway 
toward its previous high after the recession ended, it was not clear that all of the 
“Big Three” automakers could survive.

When critics highlighted the US auto industry’s decades-old problems of high 
cost, questionable quality, and the like as factors contributing to the industry’s trou-
bles during the financial crisis, the executives argued that they had already done the 
restructuring necessary to fix those problems, so that they were no longer an issue. 
In reality, the Big Three automakers’ problems had built up over many years and 
were certainly not solely a result of the economic downturn.

Falling demand was a persistent and severe problem for the Big Three. Market 
share trends weighed heavily against them. Figure 1 plots the US market share 
of each of the Big Three automakers in the decades running up to the crisis as a 
percentage of total auto sales. There was a sustained and substantial downward trend 
in demand of more than 2 percentage points per year for the Big Three combined. 
The Big Three’s share in 1998 was 71 percent; by 2008, it was 47 percent. These nega-
tive trends were especially severe for GM, the largest of the domestic companies.

If anything, these declines in market share understate the severity of the dwin-
dling demand facing the manufacturers. The Big Three had been engaged in 
substantial price discounting relative to the competition. By 2008, the Big Three 
were discounting comparable cars by $2,000 to $3,000 (Helper 2010). A number of 
factors had taken a toll on the demand for cars from the Big Three manufacturers 
over time: the widespread perception of perennial quality and reliability issues, 
lower resale values, poorly received new models, and a lack of low-gas-mileage cars 
at times of rising fuel costs.

Moreover, the “transplant” car factories—that is, domestic US production of 
foreign-owned companies like Honda, Toyota, Nissan, and others—were expanding 
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employment and production in the United States using predominantly nonunion 
plants in the American South, even as the Big Three automakers struggled. For 
example, from 2000 to 2013, employment at the domestic transplant carmakers almost 
doubled to 163,000, while Big Three employment fell steadily and was cut nearly in half 
to 253,000, according to Automotive News data reported in Kurylko (2013). This pattern 
suggested that the problems of the Big Three legacy US automakers were perhaps 
particular to those firms, not to the national automobile manufacturing industry.

A common refrain among industry analysts and critics in Congress was that 
US  automakers were uncompetitive versus their foreign counterparts as well as 
against the transplant factories. Estimates of the hourly compensation of the Big 
Three automakers put hourly compensation almost 25 percent higher than in the 
transplants (Leonhardt 2008). After including the legacy costs of retirees, average 
labor costs for the Big Three were almost 45 percent higher. In addition, a surpris-
ingly large share of labor compensation for the Big Three automakers was a fixed 
cost, rather than a variable one. Pension and health care costs for retirees are 
obvious fixed costs, but the United Automobile Workers (UAW) had also negoti-
ated for workers to be paid 95 percent of their salary when they were on layoff, 
which in effect turned mostly variable labor compensation into a fixed cost. Under 
these conditions, it was hard to see how a rescue could make the Big Three more 
cost competitive with rivals at home and abroad for more than a short time, unless 
it reduced the fixed costs associated with retirees, the uncompetitive compensation 
levels for existing workers, and the crushing interest payments owed to bondholders.

Figure 1 
“Big Three” Automakers’ Shares of US Total Vehicle Sales
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To summarize, the problems facing the automakers included long-term falling 
market share, compounded by a massive short-term drop in aggregate demand, with 
large fixed costs. This combination resulted in huge short-term losses. But even if the 
automakers could reduce their fixed costs and even if the recession ended and aggre-
gate demand returned to normal levels in the short-run, unless they could stop their 
persistent decline in market share, these automakers would soon be back in trouble.

By December 2008, regardless of what one thought the sources of the Big 
Three’s problems were or what should or should not have been done in the 
preceding years, General Motors and Chrysler faced an existential threat. Congress 
could not agree to provide the automakers emergency financing and adjourned 
for the holidays at the end of 2008, leaving the Big Three scrambling. The Bush 
administration decided to tap into Troubled Asset Relief Program (TARP) funds 
authorized under the Emergency Economic Stabilization Act (that had been signed 
into law on October 3, 2008). It lent GM and Chrysler more than $20 billion to 
keep them afloat into early 2009. Of that amount, $17.5 billion went directly to the 
automakers. The rest went to the financing arms of these firms, the General Motors 
Acceptance Corporation (GMAC) and Chrysler Financial. Ford decided not to take 
government support. Ford had large losses but had borrowed a significant amount 
of money in 2006 and begun restructuring before the financial crisis struck, so the 
company was able to withstand the cash crunch.

GM and Chrysler received these loans with the condition that they develop 
plans to make themselves “viable” as ongoing enterprises. The firms were given until 
February 2009 to come up with the plans. The Obama administration took office in 
late January.

The viability plans that the companies submitted in February 2009 were 
summarily rejected as unrealistic and inadequate, which sent the effort back to the 
drawing board. The gap in time between the granting of the loans in December 2008 
and agreement on a workable plan for restructuring the companies and making 
them financial viable meant that the interim $20 billion in loans made to keep the 
companies afloat while they prepared the original viability plans was unlikely ever 
to be repaid.

A first obvious consideration was whether General Motors and Chrysler could 
just enter one of the standard paths for companies in dire financial trouble. For 
example, one common approach is for the troubled firm to borrow funds using 
so-called “Debtor-in-Possession” financing. This new source of financing is allowed 
to be senior (that is, it would be paid first) to all existing company debt. In the 
meantime, a distressed company can sell off key pieces to acquire cash, perhaps on 
the way to finding a full buyer in the intermediate term. But in early 2009, these 
options were merely fantasy. The financial crisis raged. To be sure, there were specu-
lations early in 2009 that perhaps a large Chinese or other national sovereign wealth 
fund would be willing to buy major portions of the companies but there was, realisti-
cally, no chance of these outcomes happening in the requisite timeframe—if they 
ever would have happened at all. Even if such a buyer had materialized, scrutiny of 
these kinds of transactions by antitrust authorities, along with the Congress and its 

http://en.wikipedia.org/wiki/Emergency_Economic_Stabilization_Act_of_2008
http://en.wikipedia.org/wiki/Emergency_Economic_Stabilization_Act_of_2008
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Committee on Foreign Investment in the United States, would have taken months 
and faced a high chance of falling through. There was speculation about a merger 
of GM and Chrysler, but it was unclear that a merger of two failing companies would 
solve either of their problems.

Later, during the presidential election of 2012, critics of the rescue argued that 
private lenders should have been allowed to fund the General Motors and Chrysler 
restructurings in bankruptcy. In early 2009, however, such funding simply did not exist. 
At that moment, for better or for worse, it was government money or bust. Without 
government funds, GM and Chrysler were on a path to disorderly bankruptcy, which, 
by all accounts, would take years for resolving the myriad disputes among thousands 
of creditors, suppliers, and so on, and would likely mean liquidation.

The Costs of Not Rescuing

What were some of the more likely outcomes if the government had not acted 
in early 2009 to extend further assistance to GM and Chrysler? As we and others in 
the Obama administration investigated this question, the answers we heard were 
not comforting. The companies themselves would lay off their workers immedi-
ately. There would be widespread spillovers into supplier industries and auto 
dealerships, as well as knock-on macroeconomic effects through a reverse multiplier. 
The Congressional Oversight Panel (2009) called the companies’ possible collapse 
“a  potentially crippling blow to the American economy that Treasury estimated 
would eliminate nearly 1.1 million jobs.”1 Other contemporary estimates suggested 
that the near-term jobs at risk from a disorderly liquidation could reach as high as 
2.5 to 3.3 million jobs (Zandi 2008; Cole et al. 2008; Scott 2008).

It was easy to question the methodology of some of the more extreme job loss 
estimates. For example, although we believe that a bankruptcy reorganization of 
GM and Chrysler under Chapter 11 would have been so disorderly as to be econom-
ically wasteful and destructive, presumably some proportion of the assets of the 
firms would have been put to use. However, we felt confident that a collapse of both 
companies would have resulted in the immediate loss of at least 500,000 to 1 million 
jobs. Total job losses from a messy liquidation of Chrysler by itself, in our estimation 
at the time, would have been in the neighborhood of 300,000 jobs.

Setting aside the costs to the individuals involved, we knew that job losses of 
this scale would impose sizable costs on various levels of government through the 
need for additional spending on safety net, health care, unemployment insurance, 
and other programs, and we sought to quantify some of these costs. In addition, 
because the company pension funds would probably also be bankrupted, tens of 
billions of dollars in pension liabilities would be transferred to the Pension Benefit 
Guaranty Corporation, which was itself already in a precarious financial position. In 

1 Actually, the original job estimates came from the Council of Economic Advisers under Edward Lazear 
rather than Treasury.
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considering the costs and benefits of a rescue plan for GM and Chrysler, one had to 
acknowledge that the alternative of letting the companies proceed into a disorga-
nized bankruptcy would not be “free.”

Of course, this is not to say that government should try to keep all large compa-
nies alive because their failure would be painful. We certainly had no desire to put 
the US economy on the path we perceived that Japan had followed in the preceding 
decades, where stagnation had continued for years as the government propped up 
“zombie firms” that were not viable companies. Further, the auto industry is highly 
capital-intensive compared with other industries, so if one measures jobs saved on a 
bang-for-the-buck basis, using money to support other industries might have a larger 
employment impact. Moreover, public opinion polling suggested that large majori-
ties opposed bailouts for any firms, including auto companies.

As the policy team grappled with these issues, a consensus emerged that 
allowing both companies into uncontrolled bankruptcy was ill-advised. We heard 
numerous experts opine that a failure of General Motors, in particular, would level 
a major blow to supply chains and to consumer confidence that would have an 
outsized negative impact on spending as well as the argument that this was the equiv-
alent of negative stimulus precisely when the fiscal and monetary policy authorities 
were attempting to provide positive stimulus. The negative aggregate impact of 
a disorderly failure of GM would be too great at exactly the wrong moment for 
the economy. Thus, the question arose of whether we should rescue GM but let 
Chrysler, the smaller and weaker of the two firms, go into a disorderly bankruptcy.

We had several concerns about the merits of a Chrysler bailout. First, auto sales 
had plummeted from 16.5 million units in 2006 to 9.5 million in 2009. Our forecasts 
at the time, and those of many industry analysts, suggested that US auto sales in the 
steady state would be around 15 to 15.5 million a year. We thought that Chrysler and 
GM, which had been losing market share for decades, were viable restructured busi-
nesses if the market was over 16 million cars, but would there be sufficient demand 
for both Chrysler and GM to be profitable in the long run? Trying to keep each of 
the Big Three in operation with such a low rate of sales might endanger them all.

Second, our internal research and reading of the industrial organization litera-
ture on demand elasticities in the auto industry indicated that consumers who buy 
from Chrysler would likely turn to Ford or GM if their preferred Chrysler model 
was not available. Table 1 illustrates this point with sales data from 2008 by market 
segment. About 75  percent of Chrysler’s sales were concentrated in large cars, 
minivans, SUVs, and trucks. This was almost double the share of sales in those segments 
in the full passenger vehicle market. Non-Chrysler demand in those segments was 
heavily domestic: two-thirds of non-Chrysler sales in these Chrysler-heavy segments 
went to GM or Ford. Even these numbers understate the degree of overlap among 
the domestic firms by not including minivans and full-size pickup trucks such as the 
Toyota Sienna, Honda Odyssey, or Toyota Tundra that were not made by the Big 
Three, but were still domestically produced in the transplant factories. If consumer 
demand starts with choosing a segment (that is, the kind of car you wish to buy like 
a minivan or a sports car) and then a particular model, Chrysler’s failure might have  
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a much smaller impact on the economy than people feared. Chrysler’s failure might, 
for example, simply mean that Dodge Ram buyers would, instead, buy another 
full-sized pickup, and all of those models are produced domestically. Nationwide 
net employment loss from Chrysler’s liquidation in this type of situation would be 
much smaller than the national estimates suggested, as consumers would switch to 
other domestically produced cars in the absence of Chrysler. Also, letting Chrysler 
fail would have substantially reduced the amount of money needed to rescue GM and 
would have increased the profitability outlook for GM and Ford.

Third, Chrysler had been acquired and restructured twice before without 
success. The merger between Daimler-Benz and Chrysler that took place in 
1998, but was dissolved in 2007, had proved unsuccessful in a more favorable 
economic environment. The buyout by private equity company Cerberus in 2007 

Table 1 
Sales by Market Segment

 
Segment

Share of total  
Chrysler sales

Share of total  
market sales

GM + FORD share 
of non-Chrysler sales

Full-size pickup 22.2 12.3 87.4
Minivan 21.5 4.5 11.7
Mid-size SUV 10.5 10.1 48.3
Full-size SUV 9.6 4.8 77.6
Full-size 8.8 5.5 83.1
Sports car 1.9 1.8 66.7

74.5 39.0 65.8

Compact 12.3 18.8 30.3
Mid-size 7.1 16.4 23.2
Compact SUV 3.3 7.9 42
Mid-size pickup 2.4 2.5 22.3

25.1 45.6 29.3

Entry luxury 0 4.1 0
Subcompact 0 2.9 14.7
Mid-size luxury SUV 0 2.5 13.7
Mid-size luxury 0 2 34.9
Full-size luxury 0 1 45.7
Full-size luxury SUV 0 1 70
Compact pickup 0 0.5 98.1
Sports car luxury 0 0.5 1.8
MPV 0 0.4 0
Compact luxury SUV 0 0.3 0
  0 15.2 20.5

TOTAL 100 100 41.4

Note: The model-level sales data were compiled by Automotive News, and we obtained them 
from the Good Car Bad Car archives at http://www.goodcarbadcar.net/2013/02/2008 
-america-auto-sales-rankings-by-model.html, and then summed them by the segment 
definitions in the Wikipedia Car Classification page.

http://www.goodcarbadcar.net/2013/02/2008-america-auto-sales-rankings-by-model.html
http://www.goodcarbadcar.net/2013/02/2008-america-auto-sales-rankings-by-model.html
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had been unable to stem the problems and instead added more years of malaise 
and mismanagement. We saw little prospect that a purchase of Chrysler by Fiat 
would provide more synergies or a more reassuring brand name for American 
consumers. Furthermore, automobiles are a business with large economies of 
scale and Chrysler operated at a notably smaller scale than the largest car compa-
nies like GM, Toyota, Ford, and others—even with Fiat as a partner.

From a hard-nosed triage view, it was unclear why Chrysler should receive 
special treatment, especially given that public bailout money could probably save 
more jobs in a less-capital-intensive industry and a liquidation of Chrysler did not 
seem to pose a systemic threat. Even if our fears were accurate that the failure of 
Chrysler would cause 300,000 workers employed there and in the auto supply chain 
to lose their jobs (assuming no substitution to other domestic producers in the short 
run), the US labor market in early 2009 was in miserable shape. Job separations at 
this time were running at 4 to 5 million per month in the private sector workforce 
according to data from the Job Opportunities and Labor Turnover Survey ( JOLTS), 
and net job losses at this time (after hiring was taken into account) were running 
around 700,000 per month. Indiscriminate carnage from the financial crisis existed 
in virtually every industry, not just the auto industry.

Of course, there were also economic arguments in favor of rescuing Chrysler. First, 
although we expected that shortfalls in supply caused by the failure of Chrysler  
could in time be picked up by an expansion of the other auto manufacturers, and that 
viable segments of Chrysler’s business—such as its minivan unit or Jeep division—
would eventually be acquired by other auto companies, “eventually” could take a long 
time. A messy liquidation of Chrysler would make the transition costs higher.

Another important factor in the decision related to the nature of the auto 
industry itself, which threatened a kind of negative contagion because of company 
interdependence. Over the preceding decades, a larger and larger fraction of the 
value-added in the auto industry had migrated to auto suppliers. Large suppliers 
of seats, electrical systems, and other components normally supplied multiple car 
companies, and many of the largest auto suppliers such as Lear, American Axle, 
and Visteon were in dire financial shape. Hundreds of suppliers were known to be 
teetering on the edge (Stoll and McCracken 2009; Kiley 2009; Helper 2010).

The Motor and Equipment Manufacturers Association (2009) submitted 
data showing that 66 percent of Chrysler suppliers were also suppliers to GM and 
54 percent were suppliers to Ford. In previous years, even some seemingly modest 
supplier disruptions or specific parts shortages resulting from strikes or natural 
disasters had caused widespread disruption to the production lines of car manufac-
turers. If auto suppliers failed because of lost demand from a Chrysler liquidation, 
it could easily disrupt the other US producers, both in Detroit and in the transplant 
firms elsewhere. Ford itself was arguing, publicly, for their competitors GM and 
Chrysler to receive bailouts on the grounds that their failure would endanger Ford’s 
own production. We feared a chain reaction.

As the academic legal debate over bankruptcy law has observed, bankruptcy 
is largely a micro solution, aimed at reorganizing the assets and liabilities of a 
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single firm (Warren 1987; Baird 1987). It is not a macro solution. It does not take 
cross-industry spillovers or broader government or social costs into account. The 
auto taskforce attempted to quantify and weigh many of these factors, though there 
was much disagreement on the details and magnitudes. For example, our early 
estimates of job losses and supplier impacts often came from the industry’s own 
representatives, who had an incentive to exaggerate their estimates. One of our 
roles, for instance, was to note that about half of the employees in the auto supply 
chain were involved in manufacturing replacement parts, which still would have 
been in demand even with a failure of domestic automakers.

The Decision and the Aftermath

President Obama heard the analysis on all sides of the issue. He concluded that 
the economy should not risk the failure of both companies in 2009 and opted to 
rescue both General Motors and Chrysler. Rattner (2010, p. 120) notes, “The case 
for saving Chrysler was based more on political and social reality.” President Obama 
made the decision to reject the viability plans the companies submitted from the 
first round of loans in February 2009 and ordered a new and more serious restruc-
turing effort, led by a team of private sector turnaround experts that he brought 
into the administration. Separate from the efforts made to reorganize the car manu-
facturers, the rescue effort also included providing money to the affiliated finance 
companies and auto suppliers, and guaranteeing warranties to customers.2

In an industry with high fixed costs, annual profitability is largely determined by 
total market demand—known in the auto trade as the Seasonally Adjusted Annual 
Rate (SAAR) of lightweight vehicle sales—along with market share and price. Price 
depends on perceived quality and resale value. We examine developments in costs, 
product quality, prices, market share, and SAAR below.

Massive Restructuring and Cost Reduction
We knew that a lasting restructuring of General Motors and Chrysler would likely 

require a number of steps: reducing their legacy costs (payments to bondholders and  
retirees), reducing their number of dealers, cutting capacity and weaker brands,  
and expanding a two-tier structure where newly hired workers were paid less than 
incumbents. In March 2009, President Obama instructed his auto team, “I want you 
to be tough and I want you to be commercial” in regards to setting terms for an alli-
ance between Chrysler and Fiat and restructuring GM (Rattner 2010, p. 132). The 
funds that the US Treasury provided to Chrysler and GM came with strict require-
ments on their restructuring. Because of their different financial positions, most of 
the support provided to GM took the form of equity, while support for Chrysler was 

2 A clever market-based mechanism was used to extend credit to critical suppliers by giving automakers 
access to funds to use to keep their critical suppliers afloat. However, only $413 million of $5 billion 
allocated to this program was lent to suppliers; all of it was eventually repaid to Treasury.
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in the form of debt that needed to be repaid. One could justify the less-generous 
terms of support for Chrysler in part because Chrysler was in more precarious finan-
cial shape than GM in 2009, and in part because Chrysler was less-pivotal for the 
near-term course of the auto industry and economy given its smaller size.

As a condition of the earlier government loans, General Motors agreed to  
cut its debt by $30 billion by converting existing debt into equity. It also agreed to cut  
employment from 96,000 to 45,000 by 2012; bring its labor costs in line with those of 
the transplants by 2012; sell its Saab, Saturn, and Hummer divisions; and reduce its 
number of models from 45 to 40. GM failed to meet the full conditions of the bailout, 
and its chief executive officer, Rick Wagoner, was replaced in March 2009. On June 1, 
2009, GM filed for bankruptcy with $173 billion in liabilities and $82 billion in assets. 
The company closed a dozen plants and eliminated more than 20,000  jobs. Stock-
holders were wiped out and bondholders were issued new stock worth much less than 
the value of their bonds. More than 1,100 of 6,100 dealerships would eventually close. 
GM emerged from bankruptcy quickly, on July 10, 2009, as two separate companies. 
About half of the members of the board of directors were replaced, and several top 
executives were dismissed or reassigned. The old company retained the liabilities, 
and a “Shiny New GM” held the assets and soon became profitable, earning its first 
annual profit in ten years in 2010. Retiree health benefits, funded by an entity known 
as a voluntary beneficiary benefits association (VEBA), were cut for GM’s more than 
330,000 retirees and surviving spouses in the United States, and the VEBA was funded 
primarily with an equity stake in the company.

Chrysler filed for bankruptcy on April 30, 2009. The company closed 789 of its 
3,200 dealerships as part of its bankruptcy reorganization. More than a dozen plants 
closed. Under agreement with the United Autoworkers union, the two-tier wage 
system was expanded, with wages for new hires cut to about half of the $29 per hour 
that longtime union members earned (although these wages were then raised to 
$17 an hour in 2011). Defined benefit pensions were eliminated for new hires and 
replaced with 401(k) plans. Overall wage and benefit costs at Chrysler and GM were 
brought down to be roughly in line with those at Honda and Toyota plants oper-
ating in the United States. Benefits provided by Chrysler’s voluntary beneficiary 
benefits association (VEBA) were also slashed, and the VEBA received a 55 percent 
equity stake in the company. Fiat gained minority ownership and corporate control 
of the restructured Chrysler.

Restructuring the two failing auto companies reduced their fixed and variable 
costs at the expense of much pain for their creditors, workers, managers, and dealers.3 
Just as importantly for their long-run success, the new management of the companies 
sought to improve the culture of their organizations and introduce better business 

3 Anticipating that restructuring the companies would cause much pain and disruption, we recom-
mended that the President establish a Director of Recovery for Auto Communities and Workers to 
coordinate agencies and resources across the federal government to ease the transition for hard-hit 
communities and workers. Economist Edward Montgomery, now at Georgetown University, ably served 
in this capacity.
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practices to produce higher-quality cars. From brakes, wheels, and suspension to 
styling and advertising—including popular commercials featuring Eminem and Clint 
Eastwood launched during the 2011 and 2012 Super Bowls—an attempt was made to 
improve the culture and quality of work at Chrysler, in particular. Chrysler posted a 
profit in the first quarter of 2010. When asked what had changed at Chrysler, Fiat chief 
executive officer Sergio Marchionne (2014) recently responded: “The culture; the 
technology that’s in place; the way in which the cars are manufactured; the attitude of 
the workforce; the efficiency; the land speeds; the output of the system has completely 
changed. I mean, if you took a Japanese guy into our plant today he’d be impressed.” 
Marchionne also offered a simple explanation for why Chrysler was able to change so 
quickly: “I know that when you’re broke you change your ways a lot faster.”

Price Discounts and Perceived Quality
In the longer term, we knew that for the auto companies to survive they needed 

also to deal with the falling demand for their products. Prior to the financial crisis, 
General Motors and Chrysler concentrated on producing larger, less-fuel-efficient, 
and more-costly-to-produce models than their competitors, and offered aggressive 
price discounts to consumers.

Since the restructuring, there are some signs that quality has improved and that 
price discounting has become less aggressive, though the jury is still out. Figure 2 
reports the JD Power quality rating for Chrysler, GM, and Ford, and for all other 
automakers combined. JD Power’s Initial Quality Study provides information on new-
vehicle quality based on a survey of a nationally representative sample of car buyers 
(results weighted to reflect sales). The questionnaire asks car owners to indicate 
which, if any, problems they have experienced from a list of 228 possible items, and 
they can write in any additional problems not included on the list. Figure 2 reports 
the number of problems per 100 vehicles. A lower figure indicates fewer problems 
and higher quality. Although this measure is crude (one reason is that some prob-
lems are worse than others), it is a common metric of quality in the industry.

In 2010 and earlier years, owners of new General Motors and Chrysler vehicles 
reported a higher incidence of problems than owners of other cars. Starting in 
2011, however, this measure of quality improved considerably for both firms, with 
the number of problems reported per new car about on par with that of the other 
auto manufacturers.

However, in 2014 General Motors agreed to pay the US Department of Trans-
portation the maximum civil penalty of $35 million for failing to report and delaying 
a recall of 2003–2011 cars with defective ignition switches and airbags that failed to 
deploy, a problem that GM reportedly was aware of at least as early as November 
2009. In total, GM recalled 29 million cars in North America as of the middle of 2014, 
breaking the record for most recalled cars in any full year. Chrysler has launched its 
own recalls for ignition switches. These recalls point to clear quality problems. Overall, 
the extent to which quality has improved since 2010 remains an open question.

Data that allow quality-adjusted price comparisons among cars are sketchy, 
but indicate that the Detroit brands continued to offer steeper discounts than 
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other automakers after 2009; nonetheless, their discounts and incentives relative 
to the industry average fell by about 10 percent from 2002–2008 to 2009–2011. 
Chrysler’s CEO Sergio Marchionne, in particular, has waged a campaign against 
price discounting, emphasizing, “Unprofitable volume is not volume I want.” He 
reportedly berated Chrysler’s head of sales, who was dismissed shortly afterwards, for 
seeking to offer price rebates along with “Cash for Clunkers,” the colloquial name 
for the Car Allowance Rebate System that the federal government operated in July 
and August 2009 to give people an incentive to trade in their older cars for more 
fuel-efficient models (Linebaugh and Bennett 2010). General Motors had reduced its 
sales incentives below those of Chrysler and Ford by February 2014, but the company 
subsequently sharply increased discounts to counteract a drop in demand due to 
adverse publicity over the recalls in spring 2014 (Kessler and Vlasic 2014).

Market Share
The market share of each of the Big Three automakers was presented earlier 

in Figure 1. As a benchmark, the graph also shows the trend projected from a linear 

Figure 2 
JD Power Quality Rating  
(problems per 100 vehicles)

Notes: Figure 2 reports the JD Power quality rating for Chrysler, GM, and Ford, and for all other 
automakers combined. The rating is based on the JD Power’s Initial Quality Study, which provides 
information on new-vehicle quality from a survey of a nationally representative sample of car buyers 
(results weighted to reflect sales).
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regression over the period 1988–2008. General Motors’ market share has been on 
a downward trajectory for the past 50 years, falling from 50.7 percent of the market 
in 1962 to 40.4 percent in 1985, 30.6 percent in 1997, and 19.6 percent in 2009. 
Ford’s market share has also trended down from 29 percent in 1961 to 14 percent 
in 2008, with a notable reversal in the period from 1981 to 1995, and then a sharper 
decline through 2008. Chrysler’s market share, by contrast, fluctuated between 10 
and 15 percent from 1961 to 2008, and fell to an all-time low of 8.8 percent in 2009. 

After 2009, Chrysler’s share of the market rose for five consecutive years, its best 
performance since the early 1990s. Chrysler’s market share stood at 12.3 percent in 
the first half of 2014, which was 3.5 percentage points, or 40 percent, above its 2009 
level. These gains have been widely attributed to the improved management and 
higher-quality product initiated by Sergio Marchionne. The drop in gasoline prices 
at this time also probably boosted the Big Three’s market shares above what they 
otherwise would have been by raising demand for larger vehicles.

One of our main concerns about the auto rescue was that the domestic brands 
to a considerable degree compete with each other, and so rescuing Chrysler, the 
weakest and smallest of the three firms, would make it harder (and more expensive 
for taxpayers) for General Motors to survive. There appears to be some support for 
this view, as GM’s market share continued to decline after 2009, and its decline was at 
least as quick as it was over the preceding two decades. The fact that GM eliminated 
four unprofitable brands—Saturn, Pontiac, Hummer, and Saab—also undoubtedly 
contributed to its decline in market share after 2009.

It is impossible to know what would have happened to GM’s market shares had 
Chrysler been liquidated in 2009, but the data in Figure 1 show a notably strong 
rebound in Chrysler’s market share, from a historically low base, and a continua-
tion of GM’s decades of long decline. The market share of the Big Three combined 
stood at 45.1 percent in the first half of 2014, above their 2009 combined low of 
43.7 percent in 2009, but well below their share of 50.5 percent on the eve of the 
economic crisis in 2007. These figures suggest that, to some extent, Chrysler’s gains 
did come at the expense of the other domestic firms.

Rebound in Aggregate Auto Demand
The biggest factor contributing to the positive recovery of the automakers, 

however, has been the rapid rebound of consumer demand for autos more gener-
ally. Auto sales are normally procyclical. Figure 3 shows auto sales each quarter since 
1976. We see that nationwide sales plummeted during the Great Recession, falling 
to their lowest quarterly level since the deep 1981 recession. Many factors affect 
car sales, in addition to the state of the economy, such as population growth, credit 
availability, and the age and durability of the existing fleet. We and many industry 
analysts expected sales to bounce back to around 15 to 15.5 million a year when the 
economy normalized. In its submission to the government in February 2009, GM’s 
baseline forecast of annual sales was 16 million units in 2012 and market share of 
20 percent. (GM was too optimistic: in 2012, actual sales were 14.4 million and GM’s 
market share was just 17.6 percent.)
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To compare actual sales to what one would predict from a forecasting model, 
we regressed quarterly sales of lightweight vehicles (adjusted to the “seasonally 
adjusted annual rate” or SAAR) on real GDP growth, the unemployment rate, 
population growth, the Federal Reserve’s Senior Loan Officers’ Survey (SLOOS) 
measure of willingness to lend to consumers, the logarithm of the average real price 
of a gallon of gasoline in the previous quarter, and the standard deviation of gas 
prices over the preceding four quarters, using a sample from 1977:Q1 to 2007:Q4. 
(The sample begins in 1977 because gasoline price data from the Energy Infor-
mation Administration are available starting in 1976.) The regression results are 
presented in Table 2, and Figure 3 shows the fitted values during the sample period 
and the projected values from 2008 forward. The explanatory variables account for 
72 percent of the variability in quarterly car sales.

Most of the coefficients associated with the explanatory variables have their 
expected signs. For example, sales are stronger when the economy is stronger (that 
is, faster GDP growth or lower unemployment) and when credit conditions are 
looser. Higher gas prices are associated with lower sales, although the relationship 
is weak and statistically insignificant. Greater variability in gas prices, however, is 

Figure 3 
Lightweight Vehicle Sales: Actual and Modeled Results 
(millions of units; seasonally adjusted annual rate)

Note: The figure shows fitted values from a regression model to predict lightweight vehicle sales (the 
“seasonally adjusted annual rate” or SAAR) for 1976–2007, and the projected values from 2008 forward. 
(See Table 2 for the regression results).
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associated with higher sales, as households may adjust their model of car in response 
to recent movements in gas prices.

The model effectively captures the collapse in auto sales during the Great 
Recession, and predicts most of the rebound since the recession officially ended 
in mid-2009, although it underpredicts actual sales in 2012–14 (see Figure 3). In 
the last quarter 2014, actual sales were 1.8 million above the level the model would 
predict at a seasonally adjusted annual rate. Part of the rebound in car sales appears 
to represent overshooting of actual sales relative to the prediction of the simple 
model. This pattern is not wholly unexpected given the pent-up demand that accu-
mulated during the Great Recession, and the fact that the parsimonious regression 

Table 2 
Regression Model to Predict Lightweight Vehicle Sales, 1977–2007 
(quarterly sales adjusted to the “seasonally adjusted annual rate” or SAAR)

Mean of variable  
(standard deviation)

Coefficient  
(standard error)

Real GDP Growth (%) 3.20 0.099
(3.10) (0.025)

Unemployment Rate (%) 6.12 −1.150
(1.41) (0.093)

Population Growth (%) 1.28 0.226
(0.58) (0.116)

SLOOS credit availability 109.24 0.044
(16.57) (0.009)

log gasoline price (lagged) 0.63 −0.027
(0.24) (0.808)

Standard deviation of log gasoline price 0.056 8.657
 over previous four quarters (0.036) (4.033)

Constant --- 15.948
(1.357)

R 2 0.716

Notes: We present results from a regression of quarterly sales of lightweight vehicles (the 
“seasonally adjusted annual rate” or SAAR) on real GDP growth, the unemployment 
rate, population growth, the Federal Reserve’s Senior Loan Officers’ Survey (SLOOS) 
measure of willingness to lend to consumers, the logarithm of the average real price 
of a gallon of gasoline in the previous quarter, and the standard deviation of gas prices 
over the preceding four quarters, using a sample of 124 quarterly observations from 
1977:Q1 to 2007:Q4. Real GDP Growth, Unemployment Rate, and Population Growth 
are seasonally adjusted and at an annual rate. The log of the real price of gasoline is 
for the previous quarter, and gas prices were deflated by the Personal Consumption 
Expenditures deflator. The standard deviation of log real gas prices is computed 
over the preceding four quarters. The mean (standard deviation) of the dependent 
variable is 14.8 million (2.0 million) SAAR. In the second column, in parentheses, are 
Newey-West standard errors with four lags.
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model used here ignores dynamics. There was some significant overshooting of 
sales early in two of the three previous recoveries as well.

In early 2009, the respected economic forecasting firm Macroeconomic Advisers, 
which had expected a strong economic recovery (GDP growth of 3.9 percent  
and unemployment rate of 5.8 percent in 2013), predicted that auto sales would 
reach 15.4 million in 2013. The fact that auto sales slightly exceeded that amount 
at 15.5  million, despite their overly optimistic assumptions about the state of the 
economy, is a sign that the rebound in auto sales exceeded expectations given  
the actual path of the recovery.

To gauge the importance of the rebound in sales for the fate of the auto rescue, 
suppose that domestic auto sales had remained at 9.5 million instead of rebounding 
to 16.5 million in 2014:Q2. In this scenario, Chrysler would have needed to raise its 
market share by 12.4 percentage points to achieve the actual volume of sales it regis-
tered in 2014:Q2. Thus, Chrysler’s impressive 3.5 percentage point gain in market 
share was far less significant than the overall rebound in market demand.

We can use the coefficients from the regression model in Table 2 to derive 
an estimate of “steady state” car sales. Specifically, we assumed the values of the 
explanatory variables would equal the forecast of real GDP growth and unemploy-
ment used by the Obama administration for the “out year” forecasts in 2023, which 
are best understood as an estimate of long-run underlying trends. Specifically, we 
assume a 2.3 percent rate of GDP growth and an unemployment rate of 5.4 percent, 
which correspond to the 2023 forecasts in the administration’s FY2015 Budget 
(Table 2-1). We assume a growth rate for the civilian non-institutional population 
of 0.9 percent, corresponding to the 2023 baseline forecast in CBO’s February 2014 
“Budget and Economic Outlook.” For the SLOOS credit availability variable, log of 
real gas prices, and standard deviation of log gas prices, we use the average values 
over the period 2002:Q1 to 2007:Q4. This calculation suggests that steady state 
annual car sales will be around 15.6 million.

If our estimate of steady state car sales is correct, sales may slip by about 
7 percent from their current level. For Chrysler, this amounts to about a quarter 
of their post-restructuring gain in market share. Given the restructuring of costs, 
we suspect that there will be sufficient demand to sustain the Big Three at their 
current level of market share. In addition, there is room for GM potentially to 
raise its profitability by implementing some of the tough measures that Chrysler 
has implemented. But steady state market demand is probably just large enough to  
sustain the existing domestic firms, although there is little margin for the companies  
to be viable ongoing concerns if they are mismanaged in the future.

Autos and Industrial Recovery
Even in the information age, the auto industry remains a major contributor 

to the US economy. Moreover, modern automobiles are advanced manufacturing 
products. We were told by Ford, for example, that the value of electronics, soft-
ware, and intellectual property accounts for about 30  percent of the average 
vehicle’s price.
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Manufacturing played a critical role in the recovery from the Great Recession, 
and autos played an outsized role in the manufacturing recovery. Five years after the 
start of the recovery, the rise in motor vehicles and parts production accounted for 
more than 25 percent of the rise in total manufacturing industrial production, even 
though motor vehicles and parts account for only about 6 percent of total manufac-
turing value added. Although it is not unusual for the auto industry to punch above 
its weight early in a recovery, it has played an unusually large role relatively long into 
the current recovery. At the same point in the last four recoveries, motor vehicles 
and parts accounted for only 11 percent of the rise in manufacturing production, 
on average.

Since bottoming at 623,300 jobs at the trough of the recession in June 2009, 
employment in the motor vehicles and parts manufacturing industry has increased 
by 256,000 jobs (as of July 2014). This is a stark contrast from the previous recovery, 
when jobs in the industry steadily declined. The increase in the number of jobs 
in motor vehicles and parts manufacturing accounted for nearly 60 percent of the 
total rise in manufacturing jobs in the recovery’s first five years. In addition, some 
225,000 jobs have been added at motor vehicle and parts dealers. Counting both 
manufacturers and dealers, auto-related jobs accounted for 6 percent of the total 
8.1 million jobs that were added, on net, in the first five years of the recovery—triple 
the sector’s 2 percent share of total employment. Although the auto sector played 
an outsized role in the recovery, it should also be apparent that given the relatively 
low share of total employment in autos and related jobs, there is a limit to how 
much the auto rebound could have driven a jobs recovery.

Exit Strategy
The US Treasury Department provided roughly $80 billion in assistance to 

the auto industry: $51 billion to GM, $12.5 billion to Chrysler, and $17.2 billion 
to what is now Ally Financial, but was formerly GMAC Finance (US Department 
of the Treasury 2015). By the end of 2014, the government had closed all three of 
these positions.

At the urging of Larry Summers, the Obama administration established prin-
ciples for its role as majority owner of General Motors. These included: setting 
upfront business goals and selecting executives and a strong board of directors; only 
voting as a shareholder on major corporate governance issues or major transactions; 
letting the board and management run the company; and selling the government’s 
shares as soon as practical to recover taxpayer money and return the company to 
private ownership. A similar approach was taken to Chrysler. From the outset, we 
were determined to avoid the problem that had worsened Japan’s stagnation in the 
1990s and 2000s of propping up zombie companies for long periods of time when 
they should have ceased to exist. As President Obama (2009) put it, his goal was “to 
get GM back on its feet, take a hands-off approach and get out quickly.”

On December 9, 2013—much sooner than virtually anyone expected—the 
government fully exited its investment in General Motors by selling its remaining 
shares, and critics could no longer say that GM stood for Government Motors. The 
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US Treasury recovered a total of $39.7 billion from its investment of $51.0 billion 
in GM. By the end of 2014, Treasury sold its remaining stake in Ally Financial, 
recovering $19.6 billion from the original $17.2 billion investment in Ally, for a 
$2.4 billion gain for taxpayers. In May 2011, Chrysler repaid its outstanding loans 
from the Troubled Asset Relief Program (TARP) six years ahead of schedule. 
Chrysler returned $11.2 billion of the $12.5 billion it received through principal 
repayments, interest, and cancelled commitments, and the Treasury fully exited its 
connection with Chrysler. In January 2014, Fiat purchased the shares in Chrysler 
owned by the voluntary employee’s benefits association (VEBA) that funded retiree 
health benefits and took full ownership of Chrysler.

For the most part, the Obama administration adhered to its goals and avoided 
political meddling. There were some notable exceptions, however. For example, 
when GM’s Chief Executive wanted to move the company’s headquarters from 
the Renaissance Center in Detroit to its Tech Center in Warren, Michigan, to be 
closer to the workforce—which made some business sense—the administration 
blocked the move. Congress and the administration both set restrictions on execu-
tive compensation for companies that had received Troubled Asset Relief Program 
funds (for example, the annual compensation for chief executive officers was 
capped at $9.5 million). The administration included a “vitality commitment” as a 
condition of receiving funding, which prevented the companies from moving work 
at US plants to other countries. Members of Congress frequently attempted to inter-
vene to prevent unnecessary and inefficient dealerships from being closed, to the 
administration’s consternation.

Some have argued that the rescue improperly paid unsecured union workers 
ahead of unsecured bondholders due to political pressures. The wider debate about 
what is permitted and encouraged by bankruptcy law and how those rules might 
have applied to this specific rescue situation is beyond our scope, but we have a few 
observations. First, as a legal matter, a large majority of bondholders voted for the 
deal and a bankruptcy judge approved it. That is why it proceeded. The agreement 
was not unilaterally imposed by the Obama administration. Second, there were 
legitimate business reasons why one might need to pay some unsecured creditors 
so the firms would be able to continue operating. Guaranteeing the warrantees of 
car owners, for example, also prioritized unsecured creditors. But if consumers did 
not trust the warranties, demand for cars likely would drop precipitously. Likewise, 
if workers refused to accept the deal or shirked on their duties, the automakers’ 
viability as an ongoing concern was in jeopardy. Similar payments were made to 
workers in the bankruptcies of the steel companies in the 1980s, where there was 
not a government rescue. Third, despite their haircut, bondholders almost certainly 
received well more than they would have under the alternative scenario in which 
the government did not intervene in the depths of the crisis. Finally, despite insinu-
ations to the contrary, incumbent workers took dramatic cuts to their benefits and 
bore substantial risk when the voluntary beneficiary benefits association (VEBA) 
that funded retiree health benefits for a time held a substantial equity share of 
the firms.
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Conclusion

Economists and economic analysis had a key seat at the table in the decision to 
rescue and restructure General Motors and Chrysler. The decision was risky. Those 
of us involved gathered all the information we could find and tried to put, finally, 
the companies on a sustainable footing. We did not know if it would work. In partic-
ular, we had reservations about the long-run viability of the Chrysler–Fiat merger. 
In an interview in the Detroit News (Shepard 2015), President Obama explained his 
decision this way: “There was clear-eyed recognition that we couldn’t sustain busi-
ness as usual. That’s what made this successful. If it had been just about putting 
more money in without restructuring these companies, we would have seen perhaps 
some of the bleeding slowed but we wouldn’t have cured the patient.”

To their credit, the two companies restructured to a greater degree than they 
had ever done before and under extreme pressure, and—after shedding much legacy 
debt—returned to profitability in 2010. They also were fortunate that the economy 
began to turn around and that consumer demand for autos rebounded strongly.

It is fair to say that no one involved in the decision to rescue and restruc-
ture General Motors and Chrysler ever wanted to be in the position of bailing out 
failed companies or having the government own a majority stake in a major private 
company. We are both thrilled and relieved with the result: the automakers got 
back on their feet, which helped the recovery of the US economy. Indeed, the 
auto industry’s outsized contribution to the economic recovery has been one of 
the unexpected consequences of the government intervention. The automakers’ 
future success will depend on their own managerial decisions in the years to come. 
The fact that Ford was able to weather the economic downturn and financial crisis 
because it had taken precautionary steps and efforts to restructure before calamity 
hit, while GM and Chrysler could not have survived without extraordinary govern-
ment support, is a stark reminder of the importance of good managerial decisions 
for the survival of businesses.

■ The authors are grateful to Anthony Casey, Steve Rattner, Harry Wilson, Timothy Taylor, 
David Autor, and Chang-Tai Hsieh for helpful comments and to David Cho and Loullya 
Saney for excellent research assistance.
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T he imposition of federal conservatorships on September 6, 2008, at the 
Federal National Mortgage Association and the Federal Home Loan 
Mortgage Corporation—commonly known as Fannie Mae and Freddie 

Mac—was one of the most dramatic events of the financial crisis. These two 
government-sponsored enterprises play a central role in the US housing finance 
system, and at the start of their conservatorships held or guaranteed about $5.2 tril-
lion of home mortgage debt.

Fannie Mae and Freddie Mac are publicly held financial institutions that were 
created by Acts of Congress to fulfill a public mission: to enhance the liquidity 
and stability of the US secondary mortgage market and thereby promote access 
to mortgage credit, particularly among low- and moderate-income households and 
neighborhoods. Their federal charters provide important competitive advantages 
that, taken together, implied US taxpayer support of their financial obligations. As 
profit-maximizing firms, Fannie Mae and Freddie Mac leveraged these advantages 
over the years to become very large, very profitable, and very politically powerful. The 
two firms were often cited as shining examples of public-private partnerships—that 
is, the harnessing of private capital to advance the social goal of expanding home-
ownership. But in reality, the hybrid structures of Fannie Mae and Freddie Mac were 
destined to fail at some point, owing to their singular exposure to residential real 
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estate and moral hazard incentives emanating from the implicit guarantee of their 
liabilities (for a detailed discussion, see Acharya et al. 2011). A purposefully weak 
regulatory regime was another important feature of the flawed design. While the 
structural problems with Fannie Mae and Freddie Mac were understood by many, 
serious reform efforts were often portrayed as attacks on the American Dream of 
homeownership, and hence politically unpalatable.

In 2008, as the housing crisis intensified, Fannie Mae and Freddie Mac became 
financially distressed. Their concentrated exposure to US residential mortgages, cou-
pled with their high leverage, turned out to be a recipe for disaster in the face of a large 
nationwide decline in home prices and the associated spike in mortgage defaults. As 
financial markets in the summer of 2008 turned against Fannie Mae and Freddie Mac, 
the federal government initially responded by passing the Housing and Economic 
Recovery Act (HERA), signed into law on July 30, 2008, which among many other pro-
visions temporarily gave the US Treasury unlimited investment authority in the two 
firms. Less than two months later, their new regulator, the Federal Housing Finance 
Agency (FHFA), placed Fannie Mae and Freddie Mac into conservatorship, taking 
control of the two firms in an effort to curtail the risk of financial contagion and to 
conserve their value. Concurrently, the Treasury entered into senior preferred stock 
purchase agreements with each institution. Under these agreements, US taxpayers 
ultimately injected $187.5 billion into Fannie Mae and Freddie Mac.

This paper begins by describing the business model of Fannie Mae and Freddie 
Mac and their role in the US housing finance system. Our focus then turns to the 
sources of financial distress experienced by the two firms and the events that ulti-
mately led the federal government to take dramatic action in an effort to stabilize 
housing and financial markets. We describe the various resolution options available 
to US policymakers at the time and evaluate the success of the choice of conservator-
ship in terms of its effects on financial markets and financial stability, on mortgage 
supply, and on the financial position of the two firms themselves. Our overall conclu-
sion is that conservatorship achieved its key short-run goals of stabilizing mortgage 
markets and promoting financial stability during a period of extreme stress. However, 
conservatorship was intended to be a temporary fix, not a long-term solution. More 
than six years later, Fannie Mae and Freddie Mac still remain in conservatorship and 
opinion remains divided on what their ultimate fate should be.

Background

By law, Fannie Mae and Freddie Mac are limited to operating in the secondary 
“conforming” mortgage market. This terminology means that the two firms can 
neither lend money to households directly in the primary market, nor deal in 
mortgages with balances above a certain size—the “conforming loan limits.” The 
conforming loan limits have been adjusted over time, and for 2015 the national 
limit for single-family properties is $417,000, but can be as high as $625,500 in 
high-housing-cost areas. Mortgages with principal balances above the conforming 
loan limits are referred to as “jumbo” loans. Fannie Mae and Freddie Mac are further 
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limited by law to dealing in mortgages with a downpayment of at least 20 percent, 
or that maintain equivalent credit enhancement via private mortgage insurance or 
other means. The two firms otherwise define their own underwriting standards in 
terms of acceptable credit scores, debt-to-income ratios, and documentation.1

Fannie Mae and Freddie Mac’s activities take two broad forms. First, their “credit 
guarantee” business involves the creation of residential mortgage-backed securities 
by purchasing a pool of conforming mortgages from originators—typically banks 
or mortgage companies—and then issuing a security that receives cash flows from 
the mortgage pool. For these “agency” mortgage-backed securities, Fannie Mae or 
Freddie Mac promise investors timely payments of principal and interest, even if 
there are defaults and losses on the underlying loans. In return for this guarantee, 
the firms receive a monthly “guarantee fee,” effectively an insurance premium 
coming out of the borrower’s interest payment.

Second, the firms’ “portfolio investment” business involves holding and 
financing assets on their own balance sheets, including whole mortgages, their 
own agency mortgage-backed securities, nonagency mortgage-backed securities, 
and other types of fixed income securities. Fannie Mae and Freddie Mac largely 
fund these assets by issuing “agency” debt. The two firms have historically been 
highly leveraged, with book equity consistently less than 4 percent of total assets. 
The firms use financial derivatives, such as interest rate swaps, to help manage the 
market risk associated with their investment portfolios.

Fannie Mae’s and Freddie Mac’s federal charters provide a range of bene-
fits that result in lower operating and funding costs (see Frame and White 2005 
in this journal), such as a line-of-credit with the US Treasury. These advantages, 
coupled with two past episodes in which the federal government assisted troubled 
government-sponsored enterprises (US Government Accountability Office 1990, 
pp. 90–91), served to create a perception in financial markets that agency debt 
and mortgage-backed securities were implicitly government guaranteed—despite 
explicit language on these securities stating that they are not US government obli-
gations. As a result, Fannie Mae and Freddie Mac have been able over the decades 
to issue debt and mortgage-backed securities at lower yields than their stand-alone 
financial strength ratings would otherwise warrant, by 20 to 40 basis points (Nothaft, 
Pearce, and Stevanovic 2002; Ambrose and Warga 2002; Passmore 2005).

This funding advantage was partially passed on to borrowers in the form of 
lower mortgage rates. Econometric studies find that, prior to the financial crisis, 
conforming mortgages had lower interest rates than jumbo mortgages, with esti-
mates of the gap ranging from 10 to 30 basis points depending on the sample period 
and estimation approach (for example, Kaufmann 2014; DeFusco and Paciorek 
2014; see McKenzie 2002 for a review of earlier literature).

1 Some mortgages not meeting Fannie Mae or Freddie Mac’s underwriting standards may alternatively 
be financed using government insurance programs (operated by the Federal Housing Administration or 
Department of Veterans Affairs). Such loans may be securitized with a public credit guarantee to inves-
tors via the Government National Mortgage Association (Ginnie Mae) operated by the US Department 
of Housing and Urban Development.
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In 1992, Congress created a two-part regulatory structure to monitor Fannie Mae 
and Freddie Mac for compliance with their statutory missions and to limit their risk-
taking. Mission regulation was assigned to the US Department of Housing and Urban 
Development (HUD), while safety-and-soundness regulation became the purview of a 
newly created Office of Federal Housing Enterprise Oversight (OFHEO) as an inde-
pendent agency within HUD. Congressional placement of OFHEO within HUD can 
be viewed as a signal that the housing mission goals were the more important priority.

The principal manifestation of mission regulation for Fannie Mae and Freddie 
Mac was the establishment of affordable housing goals. These goals stipulated 
minimum percentages of mortgage purchases that finance dwellings in underserved 
areas and for low- and moderate-income households (see Bhutta 2012 for more 
details). The goals were progressively increased between 1996 and 2007; for example, 
the target purchase percentage for low-and-moderate income households was raised 
from 40 percent to 55 percent during this period. This provided political cover for 
Fannie Mae and Freddie Mac to expand their business and take on greater risk.

As the safety-and-soundness regulator, OFHEO was authorized to set risk-based 
capital standards (subject to important statutory limitations), conduct financial 
examinations, and take certain enforcement actions. However, OFHEO lacked the 
authority to adjust minimum capital requirements, which were set by statute at very 
low levels: the sum of 2.5 percent of on-balance sheet assets and 0.45 percent of credit 
guarantees for agency mortgage-backed securities held by outside investors. The new 
regulator did not have receivership authority in the event of a failure of either Fannie 
Mae or Freddie Mac. Finally, OFHEO was subject to the Congressional annual appro-
priations process and therefore periodically fell victim to political meddling. These 
and other regulatory deficiencies became clear to many observers (for example, 
Frame and White 2004 and references therein) but were not addressed until the 
passage of the Housing and Economic Recovery Act in July 2008.

Figures 1 and 2 highlight the remarkable growth of Fannie Mae and Freddie Mac 
in recent decades. Figure 1 plots the expansion of the two firms’ single-family mortgage 
credit guarantee and investment portfolios, while Figure 2 plots their cumulative total 
equity returns compared to the overall market. The stock of agency mortgage-backed 
securities issued and guaranteed by the two firms (excluding those held by Fannie 
Mae and Freddie Mac) increased from just $20  billion in 1981 to $3.4  trillion by 
2007, the year prior to the start of the conservatorships. Fannie Mae’s and Freddie 
Mac’s single-family mortgage investment portfolio holdings (agency mortgages plus 
non agency mortgage-backed securities) increased twenty-fold over the same period, 
from $50 billion to $1.1 trillion. Although the investment portfolios of the two firms 
have shrunk significantly since they were placed in conservatorship, their total market 
share inclusive of their mortgage guarantees has continued to grow. The two firms 
owned or guaranteed 47 percent of single-family mortgage debt outstanding in 2013, 
compared to 40 percent in 2007 and only 7 percent in 1981. (These figures exclude 
cross-holdings and ownership of government-guaranteed mortgage assets.)

Fannie Mae and Freddie Mac’s share of the mortgage market grew quite steadily 
between the early 1980s and the early 2000s, although the volume of mortgages they 
owned or guaranteed accelerated in dollar terms due to overall market growth. The 
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two firms’ portfolios of retained mortgage assets, which generate significant additional 
interest income, grew particularly rapidly from the mid 1990s until the accounting 
scandals that befell the two firms in 2003 (Freddie Mac) and 2004 (Fannie Mae).

The two firms’ growing size and profitability was also reflected in their cumulative 
stock returns shown in Figure 2. Fannie Mae’s stock did not outperform the market 
in the 1970s and 1980s, and experienced a period of high volatility in the early 1980s 
due to the high interest rate environment that also triggered the demise of many 
savings and loan associations (or “thrifts”). (Freddie Mac became publicly traded in 
1989.) Both firms significantly outperformed the overall stock market in the 1990s, 
however. These stock price gains reflected expectations and realizations of rapid, 
profitable growth, achieved through a combination of mortgage market growth, 
changes in senior management strategy, a greater understanding of how to leverage 
their existing funding advantage, and the very low statutory capital requirements 
established in 1992.2 The two firms also started competing more directly. Historically, 

2 Demand-side forces likely also played a key role. For example, Basel I risk-based capital regulations gave 
some banks an incentive to swap their mortgages for agency mortgage-backed securities and encouraged 
other banks to sell mortgage assets outright. This helped spur the firms’ credit guarantee and investment 
portfolio businesses, respectively (Frame and White 2005).

Figure 1 
The Growing Role of Fannie Mae and Freddie Mac in the US Mortgage Market

Sources: US Federal Housing Finance Agency (2014) Annual Report to Congress, Federal Reserve Flow 
of Funds.
Notes: Figure 1 plots the expansion of the two firms’ single-family mortgage credit guarantee and 
investment portfolios. Statistics reflect single-family mortgages only. The category “Mortgage-backed 
security guarantees” measures agency mortgage-backed securities held by third parties. To avoid double 
counting, portfolio holdings exclude cross-holdings (that is, securities issued by either of Fannie Mae or 
Freddie Mac that are owned by the other). They also exclude government-guaranteed FHA loans. The 
online Appendix to this paper at http://e-jep.org contains more details about figure construction.
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Freddie Mac had securitized mortgages originated by savings and loan institutions, 
whereas Fannie Mae tended to hold mortgages purchased from mortgage banks, but 
this segmentation broke down over time.

Fannie Mae and Freddie Mac’s stock returns became lower and more volatile 
after 2002 (recall, the figure shows cumulative returns, so a flat line means essentially 
zero return). Their accounting scandals resulted in increased capital requirements 
(so-called capital surcharges) that dampened profitability and triggered legisla-
tive reform efforts that created additional uncertainty about the firms’ future 
charter values. The firms also faced greater competition from the rapidly growing 
non agency securitization market. Figure 2 also illustrates the rising concerns about 
financial distress at Fannie Mae and Freddie Mac in 2007 and 2008, and shows 
how the imposition of the federal conservatorships virtually eliminated the value of 
common shares of the two firms. We focus on this period in the next section.

While Fannie Mae and Freddie Mac traditionally held or guaranteed prime 
conforming mortgages with low historical default risk, the activities of the two firms 
were influenced during the 2000s by the rapid growth in the higher-risk “subprime” 
mortgage market (for a description of this market, see Ashcraft and Schuermann 
2008; Mayer, Pence, and Sherlund 2009, in this journal). Although pools of subprime 
mortgages were generally turned into securities by investment banks rather than 
by Fannie Mae and Freddie Mac, the two firms were significant investors in these 

Figure 2 
Cumulative Total Equity Returns of Fannie Mae and Freddie Mac Relative to S&P 500

Source: Center for Research in Security Prices.
Notes: Figure 2 plots the natural logarithm of cumulative returns, inclusive of dividends and other 
distributions, over the period from January 1971–June 2009. The cumulative return for Freddie Mac 
is set to be at the same level as Fannie Mae’s in August 1989, when our total return series for Freddie 
Mac starts.
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“nonagency” mortgage-backed securities, which were viewed as profitable invest-
ments that also helped satisfy affordable housing goals. By the end of 2007, the 
two firms owned over $300 billion of nonagency mortgage-backed securities.

There is also some evidence that the riskiness of conforming mortgages owned 
or guaranteed by Fannie Mae and Freddie Mac increased leading up to 2008, perhaps 
due to competition from nonagency securitization. For example, at Fannie Mae the 
percentage of newly purchased loans where the loan amount was 90 percent or more 
of the appraised property value increased from 7 percent in 2003 to 16 percent by 
2007; for Freddie Mac, the corresponding share rose from 5  percent in 2003  to 
11 percent in 2007. These statistics likely understate true borrower leverage, due 
to unreported second loans or “piggyback” mortgages, which became common 
during the housing boom. The share of loans guaranteed by Fannie Mae and 
Freddie Mac with nonstandard (and risky) features such as an interest-only period 
also increased substantially. Subsequent mortgage defaults suffered by the two firms 
were highly concentrated in the 2005–2008 mortgage vintages.3

A range of observers had voiced concerns about the systemic risk posed by 
Fannie Mae and Freddie Mac some years prior to the financial crisis (for example, 
Greenspan 2004, 2005), although others suggested the likelihood of an insolvency 
or liquidity crisis from these firms was very low (for example, Hubbard 2003; Stiglitz, 
Orszag, and Orszag 2002). The concerns focused on the firms’ concentration and 
hedging of mortgage-related interest rate risk, which seemingly magnified shocks 
to Treasury and interest rate derivatives markets in the early 2000s (see Eisenbeis, 
Frame, and Wall 2007 and the references therein).

Instead, the two firms were ultimately imperiled by mortgage credit risk, 
primarily associated with their guarantee activities. The limited attention that 
policymakers paid to credit risk at Fannie Mae and Freddie Mac was perhaps due to a 
history of low credit losses on their past guarantees, reflecting both relatively conser-
vative underwriting and a long period of stable or rising home prices. Relatively few 
observers highlighted the firms’ rising exposure to credit risk or anticipated the 
possibility of a large nationwide decline in home prices.

Events Prior to Conservatorship

US housing and mortgage markets became increasingly stressed during 2007 
and 2008 as a result of significant house price declines and the weakening economy. 
A large number of borrowers found themselves in a situation where the balance on 
their mortgage exceeded the value of their homes (that is, “negative equity”), which 
is often a precursor of mortgage default (for example, Foote, Gerardi, and Willen 
2008). The tremendous wave of defaults and subsequent foreclosures imperiled 
many financial institutions with significant exposure to US residential real estate— 
including Fannie Mae and Freddie Mac. Below, we describe the key events that led 

3 An online Appendix available with this paper at http://e-jep.org, contains statistics about the character-
istics of mortgages held or guaranteed by Fannie Mae and Freddie Mac, as well as default rates.

http://e-jep.org
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to the conservatorships at these two firms; a detailed chronology is provided in an 
online Appendix available with this paper at http://e-jep.org.

In summer 2007, as subprime mortgage defaults escalated, issuance of nonagency 
mortgage-backed securities essentially came to a halt, and other financial markets 
such as the asset-backed commercial paper market similarly dried up (for discus-
sions of these events, see Brunnermeier 2009, in this journal; Dwyer and Tkac 2009). 
This period is now widely considered to mark the beginning of the financial crisis. 
As issuance of nonagency mortgage-backed securities froze, interest rates on prime, 
but non conforming, “jumbo” mortgages increased significantly—from about 25 to 
100 basis points above those for conforming loans eligible for securitization via the 
still-liquid agency mortgage-backed securities market, as shown in Figure 3. This his-
torically wide spread between jumbo and conforming mortgages persisted throughout 
the financial crisis, reflecting both the greater liquidity of conforming mortgages, 
and the heightened value of the agency credit guarantee. The volume of new jumbo 
mortgages declined, and the role of Fannie Mae and Freddie Mac expanded as com-
mercial banks became increasingly unwilling or unable to hold new mortgages on 
their balance sheets (Calem, Covas, and Wu 2013; Fuster and Vickery 2015).

Losses at Fannie Mae and Freddie Mac started mounting: they reported a 
combined net loss of $8.7 billion during the second half of 2007, reflecting both 
credit losses on the mortgages they had guaranteed or were holding in portfolio, 
and mark-to-market losses on their investments. Nevertheless, the two firms’ role 
in the mortgage market further expanded following a temporary increase in 
conforming loan limits to as high as $729,750 under the Economic Stimulus Act 

Figure 3 
Jumbo–Conforming Spread 
(basis points)

Source: Bankrate, Bloomberg Finance L.P.
Notes: Figure 3 shows the unconditional difference in 30-year fixed rate mortgage interest rates between 
prime jumbo mortgages and conforming mortgages (monthly averages). Jumbo mortgages have a loan 
amount exceeding the conforming loan limit, making them ineligible for purchase or securitization by 
Fannie Mae and Freddie Mac.
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passed in February 2008 (for details, see Vickery and Wright 2013). Furthermore, 
during the first quarter of 2008, the Office of Federal Housing Enterprise Over-
sight removed limits on the size of the investment portfolios at Fannie Mae and 
Freddie Mac and lowered surcharges to each firm’s capital requirements so that 
they could purchase or guarantee additional mortgages. These portfolio limits and 
capital surcharges had been imposed by the OFHEO between 2004 and 2006 due to 
concerns about accounting practices at the two firms.

By mid-2008, after adding over $600 billion in mortgage credit exposure over the 
previous four quarters, the two firms had expanded to almost $1.8 trillion in combined 
assets and $3.7 trillion in combined net off-balance sheet credit guarantees. But over the 
year to June 2008, Fannie Mae and Freddie Mac together posted $14.2 billion in losses 
and saw their capital recede to $41.2 billion (Fannie Mae) and $12.9 billion (Freddie 
Mac). At this point, their combined capital amounted to only about 1 percent of their 
exposure to mortgage risks, a tiny cushion in the face of large expected losses.

Investors became increasingly concerned about the financial condition of 
Fannie Mae and Freddie Mac during summer 2008. Figure 4 illustrates how their 

Figure 4 
Fannie Mae and Freddie Mac Stock Prices, July 2007—December 2008

Source: Bloomberg Finance L.P.
Note: Vertical lines mark November 9 and 20, 2007 (when Fannie Mae and Freddie Mac announced their 
earnings for the 3rd quarter of 2007); March 16, 2008 (Bear Stearns acquisition); and September 7, 2008 
(conservatorship announcement).
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share prices first fell sharply during fall 2007 after both firms reported losses for 
the third quarter of 2007, and then fell from $25–30 in April 2008 to below $10 in 
mid-July. Debt investors also increasingly sought clarity from the federal govern-
ment about whether bondholders would be shielded from losses.

Against this backdrop, and in an effort to calm markets, Treasury Secretary 
Henry Paulson proposed a plan in July 2008 to allow the Treasury to make unlim-
ited debt and/or equity investments in Fannie Mae and Freddie Mac. (It was in 
a Senate Banking Committee hearing at this time when Paulson famously stated 
that “If you’ve got a bazooka [in your pocket] and people know you’ve got it, you 
may not have to take it out” (Paulson 2010).) This plan was incorporated as part 
of the Housing and Economic Recovery Act, which was signed into law later in 
July 2008. The law also created the Federal Housing Finance Agency (FHFA), and 
for the first time granted the new supervisor the authority to place a distressed 
government-sponsored enterprise into receivership. Immediately following the 
passage of the new housing legislation, the Treasury began a comprehensive finan-
cial review of Fannie Mae and Freddie Mac in conjunction with the FHFA, the 
Federal Reserve, and Morgan Stanley (Paulson 2010). The Housing and Economic 
Recovery Act required that FHFA consult with the Treasury and Federal Reserve on 
any resolution of Fannie Mae or Freddie Mac.

Fannie Mae and Freddie Mac released their second quarter earnings in early 
August 2008. As shown in Table 1, at this time the two firms were both technically 
solvent, in the sense that the book value of their equity capital was positive, and 
indeed exceeded statutory minimum requirements. However, there was a compelling 
case that, when viewed on an economic basis, both firms were actually insolvent. First, 
both firms were recognizing large “deferred tax assets” to offset future income taxes 
($20.6  billion for Fannie Mae and $18.4  billion for Freddie Mac). Arguably these 
assets had little immediate value in light of the firms’ extremely weak near-term earn-
ings prospects. Excluding these assets, as would have been done for regulatory capital 
purposes if the two firms had been treated like banks, reduces their measured net 
worth to $20.6 billion (Fannie Mae) and −$5.5 billion (Freddie Mac). Second, the 
reported fair market value of their assets (net of liabilities) was significantly lower 
than book equity, and in Freddie Mac’s case was actually negative. Even these fair 
values may have understated the firms’ financial problems, since there is evidence 
that their accounting reserves against expected future credit losses were also insuf-
ficient (US Financial Crisis Inquiry Commission 2011, p. 317). These facts, together 
with continued deteriorating mortgage market conditions and potential near-term 
difficulties in rolling over the firms’ significant short-term debt (shown in Table 1), 
created a keen sense of urgency for the US government to take action.

Resolution: Issues, Options, and Actions

Why Was Action Needed?
Our view is that it was appropriate to provide temporary public support 

for Fannie Mae and Freddie Mac in September 2008. We now present the case 
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for  public intervention, drawing on economic theory and information about 
conditions at the time.

A key argument in favor of intervention was to support the supply of conforming 
mortgages during a period of severe financial stress. As already discussed, the sharp 
rise in the spread between jumbo and conforming mortgage interest rates during 
2007–2008 was prompted by a freeze in private jumbo securitization, generally 
attributed to heightened asymmetric information and uncertainty about mortgage 
credit risk (Leitner 2011). The freeze did not extend to agency mortgage-backed 
securities because of their implicit government guarantee. Public support of Fannie 
Mae and Freddie Mac maintained these guarantees and allowed agency secu-
ritization to continue and thereby support the supply of conforming mortgages. 
Theory provides support for the use of public guarantees as a crisis response; as one 

Table 1 
Balance Sheet Composition as of June 2008

Accounting value ($ billions) 

Fannie Mae Freddie Mac

Assets
Cash, federal funds, and repurchase agreements $49.4 $58.8
Investment securities, at fair value $344.8 $684.7
 Agency mortgage-backed securities $220.4 $490.2
 Private-label mortgage-backed securities & revenue bonds $96.1 $181.6
 Other investment securities $28.3 $12.9
Whole mortgage loans $418.2 $89.1
Deferred tax assets $20.6 $18.4
Other assets $52.9 $28.1
Total assets $885.9 $879.0

Liabilities  
Short-term debt (Maturity < 1 year) $240.2 $326.3
Long-term debt $550.3 $505.0
Subordinated debt $9.0 $4.5
Other liabilities $45.0 $30.2
Total liabilities $844.5 $866.0

Equity
Common stock, other paid-in capital, retained earnings $32.5 $27.1
Preferred stock $21.7 $14.1
Treasury stock  ($7.3) ($4.1)
Accumulated other comprehensive loss ($5.7) ($24.2)
Total Equity $41.2 $12.9

Memo: Off balance sheet credit guarantees (net) $2,289.9 $1,409.9

Notes: This table provides summarized balance sheet information for Fannie Mae and 
Freddie Mac as of June 30, 2008. Balance sheet measures are presented at historical cost 
according to generally accepted accounting principles as reported in each firm’s 10-K. 
Off-balance sheet credit guarantees are from each firm’s “monthly summary” and net of 
their own mortgage-backed securities held on balance sheet. They are contingent liabilities. 
A more detailed balance sheet is presented in the online Appendix at http://e-jep.org.

http://e-jep.org
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example, Philippon and Skreta (2012) present a model in which such guarantees 
are an optimal intervention in markets subject to adverse selection. Securitization 
was likely particularly important for mortgage supply during this period because of 
the limited capacity of banks and other financial intermediaries to hold additional 
mortgages on their balance sheets due to falling capitalization and the failure of 
several large lenders (see Shleifer and Vishny 1992 for a model studying the effects 
of limited industry balance sheet capacity).

Was it important to promote mortgage supply during this period given the already 
high levels of outstanding US mortgage debt? We would argue “yes,” for two reasons.

First, mortgage origination was necessary to enable refinancing of existing mort-
gages. The overall policy response to the financial and economic crisis involved a 
significant easing of monetary policy, which works in part by lowering interest rates 
on existing debt contracts. Such a decrease in rates has been found to lower mortgage 
defaults (Fuster and Willen 2012; Tracy and Wright 2012; Zhu, Janowiak, Ji, Karamon, 
and McManus forthcoming) and to stimulate consumption (Keys, Piskorski, Seru, 
and Yao 2014; Di Maggio, Kermani, and Ramcharan 2014). Interest rates on fixed-rate 
mortgages, which make up the vast bulk of the stock of US mortgage debt, only 
respond to lower market rates if borrowers can refinance. Even with the rescue of 
Fannie Mae and Freddie Mac, lower yields on mortgage-backed securities were only 
partially transmitted to primary mortgage interest rates during this time (Fuster et al. 
2013; Scharfstein and Sunderam 2014). But refinancing would almost certainly have 
been even more difficult without Fannie Mae and Freddie Mac, considering the tight 
lending standards for nonconforming mortgages at the time.

Second, continued mortgage supply enabled at least some households to make 
home purchases during a period of extreme weakness in the housing market.4 
A large body of theory models how changes in credit availability can lead to a negative 
spiral among asset prices, collateral values, and credit availability (for a prominent 
example, see Kiyotaki and Moore 1997). Consistent with the spirit of such models, 
Kung (2014) finds empirically that the local increases in the conforming loan limit 
in 2008, which made more loans eligible for agency securitization, raised home 
prices by around 6 percent for homes in San Francisco and Los Angeles that were 
most likely to be purchased with these newly eligible loans.

These arguments support the use of government guarantees in 2008 to help 
finance new mortgages. But what about the legacy securities issued by Fannie Mae 
and Freddie Mac prior to September 2008? In our view, if explicit government 
support of the firms had not been forthcoming, market perceptions of a material 
credit risk embedded in existing agency debt and mortgage-backed securities could 
have substantially destabilized the broader financial system given the sheer volume 
of such securities outstanding, the large holdings of leveraged institutions such 
as commercial banks, insurance firms, and securities broker-dealers (an online 
Appendix available with this paper at http://e-jep.org provides statistics about these 
holdings) and their widespread use as collateral in short-term funding markets. 

4 RealtyTrac (2014) estimates that around 60–65  percent of single-family home purchases in 2009 
involved a new mortgage loan, with the remainder going to all-cash buyers.

http://e-jep.org
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Credit losses on agency securities would have exacerbated the weak capital and 
liquidity position of many already-stressed financial institutions and raised the possi-
bility of forced asset sales and runs (as in the models posited by Diamond and Rajan 
2011 or Diamond and Dybvig 1983). Finally, Fannie Mae and Freddie Mac held 
large positions in interest rate derivatives for hedging. A disorderly failure of these 
firms would have caused serious disruptions for their derivative counterparties.

A further consideration was that almost $1  trillion of agency debt and 
mortgage-backed securities was held by foreign official institutions, mainly central 
banks. Allowing these securities to default would likely have had significant inter-
national political ramifications.5 Furthermore, as emphasized by Paulson (2010) 
and Acharya et al. (2011), given the widespread perception that agency debt and 
mortgage-backed securities were implicitly government guaranteed, a default by 
Fannie Mae or Freddie Mac would potentially raise the risk of questions about 
creditworthiness of the US government, disrupting the US Treasury debt market 
and increasing the government’s funding costs.

Summing up, Fannie Mae and Freddie Mac were too large and interconnected 
to be allowed to fail, especially in September 2008 given the deteriorating condi-
tions in US housing and financial markets and the central role of these two firms in 
the mortgage finance infrastructure. Our view is that an optimal intervention would 
have involved the following elements:

 1)  Fannie Mae and Freddie Mac would be enabled to continue their core secu-
ritization and guarantee functions as going concerns, thereby maintaining 
conforming mortgage credit supply.

 2)  The two firms would continue to honor their agency debt and mortgage-
backed securities obligations, given the amount and widely held nature of 
these securities, especially in leveraged financial institutions, and the poten-
tial for financial instability in case of default on these obligations.

 3)  The value of the common and preferred equity in the two firms would be 
extinguished, reflecting their insolvent financial position.

 4)  The two firms would be managed in a way that would provide flexibility to 
take into account macroeconomic objectives, rather than just maximizing 
the private value of their assets.

 5)  The structure of the rescue would prompt long-term reform and set in 
motion the transition to a better system within a reasonable period of time.

Later in the paper, we evaluate actions taken relative to these five objectives, 
concluding that the path taken was quite successful on the first three, but less 
successful on the last two.

5 Paulson (2010, p. 160) discusses learning on his trip to the 2008 Summer Olympics in Beijing that 
Russian officials had approached the Chinese government about a joint plan to dump a large portion of 
their holdings of Fannie Mae and Freddie Mac in an effort to create a financial crisis that would force 
US authorities to support the firms explicitly. For details on these holdings of agency securities, see the 
online Appendix to this article available with the paper at http://e-jep.org.
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What Action Was Taken?
On September 7, 2008, Director of the Federal Housing Finance Agency 

James Lockhart, Secretary of the Treasury Hank Paulson, and Chairman of the 
Federal Reserve Ben Bernanke outlined a plan to stabilize the residential mortgage 
finance market. This included: 1) placing both Fannie Mae and Freddie Mac into 
conservatorship; 2) having the Treasury enter into senior preferred stock purchase 
agreements with both firms; and 3) establishing two new Treasury-operated liquidity 
facilities aimed at supporting the residential mortgage market—a mortgage-backed 
securities purchase facility and a standing credit facility. We discuss these steps 
in turn.

By becoming a conservator, the Federal Housing Finance Agency assumed the 
responsibilities of the directors, officers, and shareholders of both Fannie Mae and 
Freddie Mac with the purpose of conserving their assets and rehabilitating them 
into safe-and-sound condition. Hence the two institutions would continue as going 
concerns, carry out their usual market functions, and continue to pay their financial 
obligations. The boards of Fannie Mae and Freddie Mac consented to the appoint-
ment of the conservator, although the chief executive officers and directors of each 
firm were then immediately replaced.

The US Treasury’s senior preferred stock purchase agreements sought to 
ensure that Fannie Mae and Freddie Mac maintained positive net worth going 
forward. Under the agreements, if the Federal Housing Finance Agency deter-
mines that either institution’s liabilities exceed their assets under generally 
accepted accounting principles (GAAP), the Treasury would contribute cash 
capital equal to the difference, in exchange for senior preferred stock. (Specifi-
cally, this preferred stock is senior to the prior existing common and preferred 
equity of the two firms, but junior to their senior and subordinated debt and 
mortgage-backed securities.) Each agreement was initially for an indefinite term 
and for up to $100  billion, although the maximum was raised by subsequent 
amendments to $200 billion per enterprise in February 2009, then in December 
2009 to an unlimited amount through the year 2012. As we discuss in more detail 
later, under these agreements the two firms jointly ended up drawing a total of 
$187.5 billion over the course of 2008 to 2011.

The senior preferred stock accrued dividends at 10 percent per year. The senior 
preferred stock purchase agreements also required both Fannie Mae and Freddie Mac 
to provide the Treasury with: 1) $1 billion of senior preferred shares; 2) warrants that 
would allow the purchase of common stock representing 79.9 percent of each institu-
tion on a fully diluted basis;6 and 3) a quarterly commitment fee to be determined by 
the Treasury and the Federal Housing Finance Agency (as conservator) in consulta-
tion with the Federal Reserve.7 To date, the Treasury has not exercised the warrants 

6 The 79.9  percent ownership stake was selected to avoid the necessity to consolidate the assets and 
liabilities of Fannie Mae and Freddie Mac onto the government’s balance sheet. See Swagel (2009, p. 37).
7 The senior preferred stock purchase agreements also included various covenants. Specifically, Treasury 
approval is required before: 1) purchasing, redeeming or issuing any capital stock or paying dividends; 



W. Scott Frame, Andreas Fuster, Joseph Tracy, and James Vickery     39

to purchase common stock. In accordance with the terms of the agreement, Treasury 
waived the commitment fee each period, and then suspended this provision in 2012.

The senior preferred stock purchase agreements also required Fannie Mae and 
Freddie Mac to begin winding down their retained investment portfolios, starting in 
2010, at a rate of at least 10 percent per year until they each fall below $250 billion. 
This provision was intended to assuage policymaker concerns that these investment 
portfolios might pose future systemic risk to the financial system.

In September 2008, the US Treasury also created a Government Sponsored 
Enterprise Credit Facility in which Fannie Mae, Freddie Mac, and the Federal 
Home Loan Bank System could borrow on a short-term collateralized basis from 
the Treasury. The facility was never used and expired on December 31, 2009. The 
Treasury furthermore introduced a temporary Mortgage-Backed Securities Purchase 
Program under which it could purchase agency mortgage-backed securities in an 
effort to support the mortgage market. It ultimately acquired $225 billion of these 
securities, which were subsequently sold in 2011 and 2012.

In August 2012, an amendment to the senior preferred stock purchase agree-
ment was announced, in which the fixed 10 percent dividend on the senior preferred 
stock owned by Treasury was replaced with a “full income sweep.” This implied that 
all profits made by the two firms would be remitted to Treasury, preventing them 
from building up positive capital (except for a small net worth “buffer” capped at 
$3 billion per firm and declining over time). Furthermore, the amendment accel-
erated the reduction of their investment portfolios, going from a wind-down rate 
of 10 percent per year to 15 percent. When announcing the amendment, the US 
Department of Treasury (2012) was explicit that a main goal was to “expedite the 
wind down of Fannie Mae and Freddie Mac.”

Why Conservatorship? What Were the Alternatives? 
As “federal instrumentalities,” Fannie Mae and Freddie Mac are exempt from 

the bankruptcy code. However, since its creation in 1992, the Office of Federal 
Housing Enterprise Oversight had the authority to place Fannie Mae or Freddie 
Mac into “conservatorship” in an effort to conserve their assets and restore them to a 
safe-and-sound financial condition. The 1992 law, though, did not provide OFHEO 
either with any funding to assist with a conservatorship, or with a mechanism to fully 
resolve financial distress at either firm by apportioning losses to shareholders and 
creditors (Wall, Eisenbeis, and Frame 2005). Under these constraints, a conservator-
ship ends up looking a lot like “regulatory forbearance”—that is, allowing distressed 
firms to violate regulations in order to maintain their operations in the hope that 
they will grow back to financial health.

The Housing and Economic Recovery Act enacted in July 2008 expanded  
the supervisory options available. First, the law granted receivership authority to the  

2) terminating conservatorship other than in connection with receivership; 3) increasing debt to greater 
than 110 percent of that outstanding as of June 30, 2008; or 4) acquiring, consolidating, or merging into 
another entity.
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newly created Federal Housing Finance Agency.8 This authority extends those of 
a conservator by allowing the supervisor to liquidate assets and/or restructure the 
firm in an effort to limit taxpayer losses. However, formally extinguishing the firms 
would require Congress to revoke their charters. Absent Congressional action, 
receivership for either firm would require the creation of a limited life entity 
(a “bridge entity” akin to a “bridge bank” used when the Federal Deposit Insurance 
Corporation puts a bank into receivership) that would be financially viable and 
could maintain the Congressional charter.9

Second, as mentioned above, the Housing and Economic Recovery Act of 2008 
provided the US Treasury with authority to make unlimited investments in securities 
of Fannie Mae and Freddie Mac conditional on an “emergency determination” by 
the Treasury Secretary and agreement from the firm(s) on the terms and conditions 
of the investment. This investment authority was provided temporarily, through the 
end of 2009.

Once the federal government decided to rescue Fannie Mae and Freddie 
Mac and to invest public money, the choice was whether to utilize receivership or 
conservatorship. This choice became principally about which classes of creditors 
or shareholders would be made to suffer losses. (For the reasons outlined at the 
beginning of this section, it seemed unwise in the middle of a financial crisis to 
follow a course of action that would impose losses on holders of agency debt or 
mortgage-backed securities.) In the case of conservatorship, US Treasury purchases 
of common equity would restore the two firms to financial health but would repre-
sent a public bail-out of all claimants. Alternatively, the Treasury could purchase a 
more senior class of securities, which would benefit holders of even more senior 
obligations but largely wipe out the value of junior obligations. With a receivership, 
government funding could be used to capitalize the “bridge” entity in an effort to 
support senior creditors and any other claimants that the government wanted 
to protect. Subsequently, the Treasury would be expected to hold an initial public 
offering for the bridge entity in an effort to monetize the taxpayers’ investment. 
Indeed, the Housing and Economic Recovery Act required that the bridge entity 

8 The idea of providing the supervisor of Fannie Mae and Freddie Mac with receivership authority had 
been debated in the years prior to the financial crisis. Some policymakers, including those at the Federal 
Reserve and Treasury Department, viewed this as a way to impose greater market discipline on Fannie 
Mae and Freddie Mac by exposing their bondholders to potential loss. Of course, this increased market 
discipline would be conditional on receivership being viewed as a credible alternative by the markets. 
Many legislators, however, were concerned that such supervisory authority would raise the cost of 
housing finance.
9 In the absence of any government funding, a receivership utilizing a “bridge” structure would generally 
work in the following way. The Federal Housing Finance Agency would first evaluate the current and 
expected performance of the assets and off-balance sheet credit guarantees. “Good assets” expected 
to perform would then be transferred to the new bridge entity, with the “bad assets” remaining with 
the original institution. The difference in value between the good and bad assets plus the amount of 
required capital would represent the amount of loss to be apportioned to claimants in order of priority 
within the original capital structure: that is, common stockholders, preferred stockholders, subordi-
nated bondholders, and senior bondholders. Mortgage-backed securities investors would maintain their 
interest in the underlying loans with any shortfall treated as a senior unsecured claim.
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be sold within two years of creation (although it includes an option to extend this 
period by up to three years).

If the US Treasury had not received financing authority in the Housing and 
Economic Recovery Act, receivership would likely have provided the better opportu-
nity for ultimately stabilizing the mortgage market. However, given the depth of the 
problems at Fannie Mae and Freddie Mac, receivership would likely have involved 
some losses being borne by senior creditors (that is, holders of agency debt and 
mortgage-backed securities) and a breach of the implicit government guarantee. 
Conditional on Treasury financing, there were several reasons why the conservator-
ship was preferable to receivership.

First, in the summer of 2008, there was significant uncertainty about the housing 
market and future losses at Fannie Mae and Freddie Mac. The presence of this 
uncertainty meant that, given the time frame allowed, restructuring the two firms 
via receivership would entail some risk that they could potentially fail again. Hence, 
receivership might not have solved the critical near-term problem.

Second, the business model of the government-sponsored enterprises had 
been the subject of intense debate in the years leading up to their failure. The 
structure of the conservatorship agreements essentially placed Fannie Mae and 
Freddie Mac in a “time-out.” Receivership, by contrast, would have reorganized 
and released the two firms (at least within five years). The thinking at the time was 
that conservatorship would force Congress to address the problems of this busi-
ness model, or else face the long-term prospect of government control of the US 
housing finance system.

Third, receivership raised an operational concern relating to the treatment 
of derivatives as “qualified financial contracts” (as discussed by Paulson 2010). 
Receivership required a determination within one business day about the status of 
individual counterparties: specifically, whether their claims would be transferred 
to the “good” entity or remain with the “bad” entity. Depending on that deter-
mination, counterparties held the option to terminate net positions. Under law, 
however, the conservatorship did not trigger these termination options in deriva-
tives contracts (US Federal Housing Finance Agency 2008). Thus, receivership 
would have created greater uncertainty about business continuity and derivatives 
counterparty actions. 

Finally, conservatorship still allowed for the receivership option to be chosen 
in the future if a subsequent administration felt that it was a better course of action.

Another alternative option was to nationalize Fannie Mae and Freddie Mac, by 
buying more than 80 percent of the firms’ equity and thereby taking a controlling 
interest. However, as Paulson (2010) describes in his book, the Bush administration 
was opposed to nationalization or anything that looked like open-ended govern-
ment involvement. Relative to conservatorship, nationalization would have given 
the administration more direct control over Fannie Mae and Freddie Mac but would 
have required the firms to be put on the government’s balance sheet. The 2012 
“full income sweep” amendment discussed above effectively narrows the difference 
between conservatorship and nationalization by transferring essentially all profits 
and losses from the firms to the Treasury.
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Could the US Treasury, instead of taking control of (or liquidating) Fannie 
Mae and Freddie Mac, have calmed financial markets by simply buying up large 
quantities of agency debt and mortgage-backed securities? Direct purchases could 
have removed material risk from the financial institution balance sheets. However, 
a resolution of the financial distress at Fannie Mae and Freddie Mac would still 
have been necessary in order to ensure continued mortgage credit availability. 
The sheer quantity of agency securities outstanding, around $5 trillion in total, 
would also have made a repurchase program challenging or impossible to imple-
ment in practice, given the limited time frame. Such a program would have 
needed to be much larger than the Troubled Asset Relief Program later used to 
recapitalize banks.

Effects of the Conservatorship

Effects on Financial Markets
The intent of the senior preferred stock purchase agreements and Treasury 

liquidity facilities was to maintain the firms’ operations and to provide assurances 
to holders of Fannie Mae’s and Freddie Mac’s debt and mortgage-backed securi-
ties. By extension, these actions were expected to both lower and stabilize the cost 
of mortgage finance. Figure 5 illustrates the announcement effect of the actions 
taken by looking at the yields of Fannie Mae five-year debt and “current coupon” 
mortgage-backed securities, both in terms of spreads to five-year Treasury bonds. 
On the first trading day following the conservatorship announcement, these spreads 
fell by about 30 basis points (five-year debt) and 50 basis points (mortgage-backed 
securities). In turn, the fall in mortgage-backed securities yields was followed by a 
decline in conforming mortgage rates by about 40 basis points within one week. 
Thus, in the months prior to the announcement, the risk of a potential default by 
Fannie Mae and Freddie Mac seems to have substantially increased their funding 
costs and the cost of mortgage credit. At least in the short run, the conservatorship 
announcement calmed the fears of investors.

As would be expected, the agreements through which the government received 
preferred stock had significant negative consequences for the existing stockholders. 
Fannie Mae and Freddie Mac common shares quickly fell below $1 (down from 
$60 just 12  months earlier), and the Federal Housing Finance Agency subse-
quently directed both firms to delist from the New York Stock Exchange. Preferred 
shares suffered a similar fate. Indeed, several community banks became financially 
distressed as a result of having to write-down the value of their holdings of preferred 
stock in the two firms (Rice and Rose 2012). Perhaps surprisingly, the two firms 
maintained their payments on the relatively small amount of subordinated debt that 
they had outstanding.

The positive bond market reaction, coupled with a relatively smooth opera-
tional transition, suggested that the conservatorships at Fannie Mae and Freddie 
Mac were a success, at least initially. However, as the financial crisis intensified later 
in the fall of 2008 in the wake of the Lehman Brothers bankruptcy and other events, 
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yields on Fannie Mae and Freddie Mac obligations climbed back and soon exceeded 
their pre-conservatorship levels. This increase appears to have resulted primarily 
from a general flight to liquidity as well as tight financing conditions during the fall 
of 2008, rather than a reassessment by the market of what conservatorship would 
imply for the credit risk of the two firms’ bonds going forward (as Krishnamurthy 
2010 explained in this journal).

Regardless of the cause, the attendant increase in mortgage rates worried 
policymakers and became an important contributor to the Federal Reserve’s deci-
sion to engage in a “large-scale asset purchase program”—commonly referred 
to as “quantitative easing.” On November 25, 2008, the Fed announced that it 
would purchase up to $500 billion of agency mortgage-backed securities and up to 
$100 billion of agency debt. As shown in Figure 5, this announcement substantially 
reduced yield spreads for agency securities, which subsequently normalized over the 
first quarter of 2009. (For discussions of the channels through which the large-scale 

Figure 5 
Yields on Fannie Mae Debt and Mortgage-Backed Securities (MBS),  
July 2007–March 2009 
(spread in basis points relative to five-year Treasury bonds) 

Sources: J.P. Morgan Chase, FRED (Federal Reserve Bank of St. Louis).
Notes: Figure 5 shows the yields of Fannie Mae five-year debt and “current coupon” mortgage-backed 
securities, both in terms of spreads to five-year Treasury bonds. Vertical lines mark March 16, 2008 (Bear 
Stearns acquisition); September 7, 2008 (conservatorship announcement); and November 25, 2008 (Fed 
asset purchase announcement). “Current Coupon MBS” refers to yield of hypothetical mortgage-backed 
security (MBS) trading at par (see Fuster et al., 2013, for details). The gap between MBS yields and 
Treasury or swap yields after accounting for the value of the embedded prepayment option (the 
“option-adjusted spread”) displayed qualitatively similar patterns over this period (not shown).
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asset purchases affected financial markets, see Gagnon, Raskin, Remache, and Sack 
2011; Hancock and Passmore 2011; or Krishnamurthy and Vissing-Jorgensen 2011.) 
Even though the Fed intervention appears to have lowered yield spreads, this does 
not mean that, had it come earlier, such an intervention would have stabilized 
Fannie Mae and Freddie Mac, as the underlying solvency issue would not have been 
addressed. Indeed, it seems likely that restoring the financial condition of Fannie 
Mae and Freddie Mac was an important precondition for the Federal Reserve to 
have been willing to purchase agency securities in the first place.

Effects on Mortgage Lending
Following the decrease in conforming mortgage rates in late 2008, mort-

gage originations (primarily refinancings) surged, as did issuance of agency 
mortgage-backed securities, since the conservatorship enabled the credit guarantee 
businesses of Fannie Mae and Freddie Mac to continue uninterrupted. As shown 
in Figure 6, since 2008, Fannie Mae and Freddie Mac have guaranteed around 

Figure 6 
Shares of Different Funding Channels for Newly Originated Mortgages

Source: Inside Mortgage Finance.
Notes: Numbers at the top of each bar indicate total first-lien issuance for the year in trillions of dollars 
(in case of 2002–2003 and 2004–2006, these are annual averages). “FHA/VA” stands for Federal Housing 
Administration and the Veterans Administration, which are government agencies that insure loans that are 
then securitized in Ginnie Mae mortgage-backed securities. “MBS” stands for mortgage-backed securities.
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60 percent of originated mortgages, the Federal Housing Administration and the 
Veterans Administration have insured about 20 percent (securitized by Ginnie Mae), 
with the remainder held as whole loans by commercial banks. Private-label residen-
tial mortgage securitization, which funded more than one-third of mortgages over 
2004–2006, has remained close to zero since 2008. Fannie Mae and Freddie Mac’s 
market share is thus higher than ever and almost twice what it was during the height 
of the housing boom.

The credit profile for Fannie Mae and Freddie Mac’s new business has improved 
since the crisis, as illustrated by the fact that the average credit score on newly guaran-
teed single-family mortgages increased from below 720 in 2006–2007 to around 760 
since 2009 on a scale from 300 to 850 (US Federal Housing Finance Agency 2013). 
An important reason for this increase in credit scores is that Fannie Mae and Freddie 
Mac in early 2008 introduced “loan level price adjustments,” which are risk-based 
up-front fees determined by the loan-to-value ratio and the borrower’s credit score. 
These up-front fees have contributed to a steady increase in the overall guarantee 
fees for new mortgages. For example, Fannie Mae’s average effective guarantee fee 
on new loans tripled from 21 basis points in the first quarter of 2009 to 63 basis 
points in the first quarter of 2014. Of this increase, 10 basis points was mandated by 
Congress to fund the 2012 payroll tax reduction.

The Composition of Losses and the Return to Profitability
Figure 7 shows the financial consequences of the rescue for the US Treasury. 

The negative bars show the annual draws by Fannie Mae and Freddie Mac under 
the senior preferred stock purchase agreements, while the positive bars show the 
dividends paid. Over the first years of the conservatorship, both firms required very 
substantial support, but more recently, they have remitted large dividend payments 
back to the US Treasury.

From 2008 to 2011, Fannie Mae and Freddie Mac posted total combined losses 
(in terms of comprehensive income) of $266 billion and required $187.5 billion of 
Treasury support. The biggest contributor to these staggering losses was single-family 
credit guarantees, which generated about $215 billion in losses over this period, 
almost all due to provisions for credit losses (US Federal Housing Finance Agency 
2011).10 A second contributor was the dividends on the senior preferred stock held 
by the US Treasury (paying 10 percent per year), which totaled $36 billion over this 
period. Perhaps surprisingly, Fannie Mae’s and Freddie Mac’s investment portfolios, 
which at first had suffered large losses ($83  billion in 2008), actually generated 
$2 billion in comprehensive income over this entire period.

In 2012, as house prices stabilized and delinquency rates declined, both Fannie 
Mae and Freddie Mac stopped losing money on their credit guarantees. Given that 
their investment portfolios were again profitable, the firms together earned $16 billion 

10 Single-family credit guarantees reflect both guarantees of the firms’ agency mortgage-backed securi-
ties and whole loans retained on their balance sheets. While losses on the former exceeded the latter, 
exactly quantifying the two is difficult due to a change in accounting rules in 2010 (US Federal Housing 
Finance Agency, Office of Inspector General 2012).
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(after dividend payments to the Treasury). This money was subsequently remitted to 
the Treasury under the full income sweep amendment to the senior preferred stock 
purchase agreements noted earlier, which became effective in January 2013.

One consequence of the firms’ return to profitability was that their deferred tax 
assets (which are used to offset taxable income) became useable, and were revalued. 
As a result, Fannie Mae posted a record profit of $58.7 billion in the first quarter of 
2013, and the same happened for Freddie Mac in the third quarter ($30.4 billion). 
The firms jointly paid dividends of $130 billion to the Treasury during 2013. As of 
end-2014, the cumulative Treasury dividend payments by Fannie Mae and Freddie 
Mac have now exceeded their draws: specifically, Fannie Mae has paid $134.5 billion 
in dividends in comparison to $116.1 billion in draws, while Freddie Mac has paid 
$91.0 billion in dividends in comparison to $71.3 billion in draws.

Should these figures be interpreted to mean that the Treasury, and there-
fore taxpayers, have been “repaid” by Fannie Mae and Freddie Mac, and that the 
two firms should now pay dividends to their regular shareholders again? The answer 
is no. As an economic matter, one cannot simply compare nominal cash flows but 
must also take into account that the Treasury took on enormous risk when rescuing 
the two firms in 2008 and should therefore earn a substantial risk premium, similar 

Figure 7 
Annual Treasury Draws and Dividend Payments, 2008–2014

Source: Fannie Mae and Freddie Mac Financial Results Releases, 3rd quarter of 2014. 
Notes: Negative numbers represent draws by Fannie Mae and Freddie Mac, positive numbers represent 
dividends paid to Treasury. Draws and dividend payments occur one quarter after profits or losses  
are made.
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to what private investors would have required at the time, in addition to the regular 
required return (Wall 2014). Furthermore, the effective guarantee has lowered 
funding costs for Fannie Mae and Freddie Mac and thereby directly contributed to 
their profits. The US Congressional Budget Office (2010) took these factors into 
consideration when calculating the total subsidy provided to the firms. Finally, as 
indicated earlier, the Treasury never collected its commitment fee, which if fairly 
priced and paid would have significantly reduced the earnings of the two firms. That 
said, there is some controversy surrounding these issues. In particular, several share-
holder lawsuits are contesting the legality of the “sweep” amendment, although with 
little success to date.11

Evaluating the Conservatorships

Earlier, we outlined five desirable objectives of an optimal intervention in 
response to Fannie Mae and Freddie Mac’s financial distress. We believe that the 
conservatorships largely accomplished the first three objectives, relating to short-run 
financial stability and credit supply. First, the conservatorships, and particularly  
the financial support provided by the US Treasury, enabled Fannie Mae and Freddie 
Mac to support mortgage supply through the crisis and its aftermath. Second, 
holders of agency debt and mortgage-backed securities did not suffer credit losses 
(despite the substantial defaults by individual mortgage borrowers), insulating the 
broader financial system from contagion effects due to the failure of the two firms. 
Third, both common and preferred equity holders were effectively wiped out, 
consistent with market discipline. Inconsistent with this objective, however, subor-
dinated debt did not experience losses. While this debt represented only a small 
part of the liability structure of the two firms, allowing subordinated debt holders 
to suffer losses may have been desirable in signaling that such debt is indeed risky, 
thereby curbing moral hazard in similar institutions going forward.

The conservatorship structure was arguably less successful on the fourth objective 
of aligning the activities of Fannie Mae and Freddie Mac with broader macroeconomic 
objectives during the Great Recession. The key mission of the conservatorships is  
to return the two firms to financial health. One year into the conservatorships, Federal 
Housing Finance Agency Director Lockhart (2009) noted: “We recognize that FHFA’s 
duties as conservator means just that, conserving the Enterprises’ assets. This is our 
top goal.”

This focus on the financial performance of the two firms conflicted to some 
degree, however, with other public policy objectives during this period. One 
example of this ongoing tension is that, following conservatorship, Fannie Mae and 

11 At the time of this writing, the most recent relevant judgment was that on September 30, 2014: Judge 
Royce Lamberth of the US District Court for the District of Columbia dismissed several of these claims, 
based on the view that the Housing and Economic Recovery  Act  of 2008 empowered Treasury and 
the Federal Housing Finance Agency to change the terms of the senior preferred stock agreements 
in this manner. Lamberth’s Memorandum Order is at https://ecf.dcd.uscourts.gov/cgi-bin/show 
_public_doc?2013mc1288-46.

https://ecf.dcd.uscourts.gov/cgi-bin/show_public_doc?2013mc1288-46
https://ecf.dcd.uscourts.gov/cgi-bin/show_public_doc?2013mc1288-46
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Freddie Mac aggressively enforced “representations and warranties” made by enti-
ties that had sold mortgages to them. In practice, the two firms tried to “put back” 
defaulted mortgages to the originator or seller of the loan, forcing that entity to 
bear the credit losses.12 This action was typically justified by flaws in the original 
documentation or loan underwriting, although importantly, it is not required that 
the defect be shown to have contributed to mortgage defaults. A consequence of 
this approach is that the fear of violating representations and warranties on new 
loans has been cited (especially by originators) as a contributing factor behind tight 
underwriting standards and higher costs of mortgage lending since the financial 
crisis (Goodman and Zhu 2013). This tightening of mortgage credit supply has not 
been helpful to the ongoing recovery of the housing market.

A second example is the role of “principal writedown” (a certain percentage 
of the borrower’s mortgage balance is forgiven) as a policy tool. By the fourth 
quarter of 2009, an estimated 11.3 million mortgages or 24 percent of borrowers 
were in negative equity (First American CoreLogic 2010). Borrowers with negative 
equity are more likely to default, and to produce larger default losses. Such defaults 
can generate negative externalities, such as reducing prices of nearby properties 
(Campbell, Giglio, and Pathak 2011). In addition, many argued that the larger issue 
of debt overhang contributed to lower consumption and created a persistent head-
wind to economic growth (for example, Mian and Sufi 2014). Absent an explicit 
policy to address mortgage-related negative equity, this debt overhang would only 
unwind slowly over time through foreclosures, debt amortization, and any future 
home price appreciation.

The primary federal program for assisting mortgage borrowers at risk of default 
was the Home Affordable Modification Program (HAMP), introduced in 2008. 
Initially, HAMP focused on reducing mortgage payments through reducing interest 
rates and extending loan terms. Some argued, however, that principal writedown 
could be a more effective intervention for underwater borrowers (Haughwout, 
Okah, and Tracy 2010; for an alternative view, see Adelino, Gerardi, and Willen 
2014; Eberly and Krishnamurthy 2014). In June 2010, the Treasury expanded 
HAMP to include a “principal writedown alternative,” known as HAMP-PRA. The 
Federal Housing Finance Agency decided that Fannie Mae and Freddie Mac would 
not participate in this program, however, due to moral hazard concerns (Fannie 
Mae 2012). Putting aside the relative merits of principal writedown as a policy tool, 
what is instructive is the contrast between the broader housing policy perspective of 
the Treasury versus the FHFA’s narrower financial performance goals. In his book, 
former Treasury Secretary Geithner (2014) recalls: “It was amazing how little actual 
authority we had over Fannie and Freddie, considering they were entirely depen-
dent on Treasury’s cash to stay alive.”

12 Fannie Mae estimates that 3.7 percent of single-family loans acquired between 2005 and 2008 were put 
back to lenders (source: Fannie Mae 10-K 2013, p. 143). The Federal Housing Finance Agency has also 
reached a number of settlements with financial institutions related to securities law violation or fraud 
involving private-label securities purchased by Fannie Mae and Freddie Mac during the boom, totaling 
more than $16 billion as of mid-2014 (http://www.fhfa.gov/Media/PublicAffairs/Pages/FHFAs-Update 
-on-Private-Label-Securities-Actions.aspx).

http://www.fhfa.gov/Media/PublicAffairs/Pages/FHFAs-Update-on-Private-Label-Securities-Actions.aspx
http://www.fhfa.gov/Media/PublicAffairs/Pages/FHFAs-Update-on-Private-Label-Securities-Actions.aspx
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The conservatorships to date have also strikingly failed in relation to our fifth 
and final objective of producing long-term mortgage finance reform. As Paulson 
(2010) writes in his book, “We described conservatorship as essentially a ‘time out,’ 
or a temporary holding period, while the government decided how to restructure 
the [government-sponsored enterprises].” However, starting the conservatorships 
turned out to be easier than ending them, and the “time out” has now stretched 
into its seventh year.

On February 11, 2011, the US Treasury and Department of Housing and Urban 
Development (2011) issued a joint white paper on residential mortgage reform. In 
a press release, Treasury Secretary Geithner described the white paper as follows: 
“This is a plan for fundamental reform to wind down the [government-sponsored 
enterprises], strengthen consumer protection, and preserve access to affordable 
housing for people who need it.” But the white paper was only a plan to develop 
a plan. While the paper outlined three broad possible alternatives for reform, it 
offered only options without specifics.

Although there appears to be broad consensus that Fannie Mae and Freddie 
Mac should be replaced by a private system—perhaps augmented by public reinsur-
ance against extreme tail outcomes—substantial disagreement remains about how to 
implement such a system. The many legislative proposals to date all reflect the cross-
currents of trying to protect the taxpayer, preserve support for the 30-year fixed rate 
mortgage, and keep homeownership affordable to a wide spectrum of borrowers.13 As 
yet, there is still no agreed-upon plan for the future of residential mortgage finance.

Conclusions and the Road Ahead

The public actions taken to support Fannie Mae and Freddie Mac were 
successful in their short-term aims of supporting the housing market and removing 
the two  firms as an immediate source of systemic risk to the financial system. 
However, the conservatorships have not yet achieved the goal of reforming the 
system of residential mortgage finance.

The path forward for reform of Fannie Mae and Freddie Mac does not look 
promising. As time passes since September 2008, the perceived urgency for reform 
seems to recede. Delay prolongs the uncertainty over the government’s future 
role in residential mortgage finance, which in turn is a deterrent to private capital 
re-entering the market, and makes the government’s role appear more difficult to 
replace. Delay also raises the likelihood that deeper reform will be judged as too 
difficult to accomplish, and raises the risk that the conservatorships are ended by 
returning Fannie Mae and Freddie Mac to private status with only minor changes to 

13 In the US Senate in 2014, the Housing Finance Reform Act of 2013 (S.1217) sponsored by then-
Banking Committee Chairman Tim Johnson (D-SD) and Ranking Member Mike Crapo (R-ID) passed 
through the Banking Committee. However, it is unclear whether this bill can provide the framework for 
a future reform bill. The current Banking Committee Chairman Senator Richard Shelby (R-AL) voted 
against the bill, and it is unclear how much support the bill would find in the House of Representatives.
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their charters. That is, the key recommendation of the US Treasury and US Depart-
ment of Housing and Urban Development (2011) white paper—that Fannie Mae 
and Freddie Mac should be wound down—would in fact not come to pass. This 
outcome would be a colossal missed opportunity to put US residential mortgage 
finance on a more stable long-term footing.
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Wayne Passmore, David Scharfstein, Timothy Taylor, Larry Wall, Larry White, Paul Willen, 
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H ow should economists and policymakers evaluate the assistance provided 
to financial institutions during the recent financial crisis, and in particular 
the assistance provided through the 2008 Troubled Asset Relief Program, 

commonly known as TARP? We examine that question in five parts: 1) What did 
policymakers do?  2) What are the proper objectives of interventions like TARP 
assistance to financial institutions?  3) Did TARP succeed in those economic objec-
tives?  4) Were TARP funds allocated purely on an economic basis, or did political 
favoritism play a role?  5) Would alternative policies, either alongside or instead of 
TARP, and alternative design features of TARP, have worked better?

In assessing the TARP, we distinguish between the assistance provided to very 
large banks and that provided to other banks. The largest banks were treated 
very differently: they were pressured to participate in the initial TARP program, 
and some were also pressured to participate (through stress testing) in various 
second-stage programs. Furthermore, the second-stage investments made into 
these large institutions (which were justified by a belief that these institutions 
were special because they were “too big to fail”) sometimes took very different 
and riskier forms from the preferred stock and warrant investments made in other 
banks under the first phase of TARP.

TARP was not a single approach to assisting weak banks but rather a variety of 
changing solutions to a set of evolving problems. Understanding and evaluating it as 
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such produces a healthy respect for the political constraints that bailout programs 
face and also points to shortcomings in the ways economists account for the costs 
of such programs. The political constraints that TARP confronted limited its struc-
ture and effectiveness and encouraged it to employ implicit options as a means of 
assistance, which made the costs of TARP assistance higher than conventional cost 
calculations have recognized.

Six years after the passage of TARP, it remains hard to measure the total social 
costs and benefits of the assistance to banks provided under TARP programs. 
TARP’s passage was associated with significant improvements in financial markets 
and the health of financial intermediaries, as well as an increase in the supply of 
lending by recipients. However, a full evaluation must also take into account other 
factors: the risks borne by taxpayers in the course of the bailouts; moral-hazard costs 
that could result in more risk-taking in the future; and social costs related to the 
perceived unfairness of the bailouts and the evidence of corruption in the admin-
istration of TARP. These effects are difficult to measure. In addition, the TARP 
experience offers some lessons about how best to assist financial institutions when 
such assistance is deemed necessary. Going forward, it may be advisable to design 
a bank assistance program in advance so that its design features can reflect more 
thoughtful and less politicized judgments about optimal structure and about the 
social costs and benefits of mitigating systemic risk in the banking system.

The Crisis of 2007–2009 and the Creation of TARP Assistance for 
Financial Institutions

Policymakers initially responded to the financial crisis in late 2007 and into 
2008 with various emergency initiatives: for example, new Federal Reserve lending 
facilities for banks and other financial institutions; Fed-assisted bailouts of the 
investment bank Bear Stearns in March 2008; the conservatorship and Treasury 
“bazooka” bailout of Fannie Mae and Freddie Mac in the summer of 2008; and 
the bailout of the insurance company AIG in September 2008.1 The decision in 
September 2008 not to bail out another investment bank, Lehman Bros., coincided 
with the continuing deepening of the crisis, which was visible in the price declines 
suffered by risky assets and bank stocks. That deepening reflected a process of 
ongoing learning about the extent to which many financial institutions held posi-
tions related to deeply troubled assets—“subprime” and “Alt-A” mortgages and the 
securities backed by them.

By late September 2008, market prices for the shares of the largest banks, 
including Citigroup, Goldman Sachs, Morgan Stanley, and JPMorgan Chase, had 
fallen dramatically. The implied market equity ratios (the ratio of market value 
of equity to the market value of assets) of these banks had fallen so much that 

1 For an overview of the financial crisis of 2007–2009 and the various government responses to it, see 
Calomiris, Eisenbeis, and Litan (2011).
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in some cases those ratios indicated market perceptions of potential insolvency 
(Calomiris and Herring 2013). As perceptions of default risk rose, banks found it 
hard to roll over their uninsured debts. Amounts and maturities shrank in markets 
involving overnight lending between large banks, like the federal funds and 
LIBOR (London Interbank Offered Rate) markets, and banks hoarded increasing 
amounts of cash (Heider, Hoerova, and Holthausen forthcoming; Gorton and 
Metrick 2012; Covitz, Liang, and Suarez 2013).

Amidst this turmoil, as the net worth of banks plummeted, some of the largest 
financial institutions succumbed to failure or acquisition, and the surviving ones 
scrambled to pay off maturing debts and restore confidence. Federal Reserve and 
Treasury officials became convinced that a systematic approach to financial system 
solvency risk was needed—not just expanded Fed lending programs and bailouts 
in response to some individual failures—to maintain confidence in the financial 
system and to ensure that banks continued to supply loans and other essential finan-
cial needs of the economy.

Treasury Secretary Henry Paulson and Fed Chairman Ben Bernanke testified 
numerous times together before Congress in mid- to late-September 2008 in favor 
of shoring up the banking system with additional measures to prevent a systemic 
collapse. Paulson proposed government assistance to banks in the form of support 
for selling troubled mortgage-related assets at prices that were more reflective of 
their long-term earnings potential, which he argued were far in excess of their 
current prices. The discussion in Congressional hearings of options for assistance 
was narrowly confined to the Secretary’s proposal; independent voices with alterna-
tive views on whether or how to provide systemic assistance to the banking system 
were not invited to testify before Congress in the weeks it deliberated over TARP.2

Secretary Paulson appeared repeatedly to defend what became known as the 
Troubled Asset Relief Program (TARP). It took about three weeks for Congress 
to approve TARP. Some of the initial Congressional resistance to the bailout plan 
was eroded by the adverse stock market reaction to the failure to win passage of 
TARP on September 29. On October 3, 2008, the Emergency Economic Stabiliza-
tion Act (EESA) of 2008, which established up to $700 billion (outstanding at any 
one time) in TARP assistance, passed both houses of Congress and was signed by 
President Bush. On October 13, the Treasury announced a new plan to invest in 
bank capital via the Capital Purchase Program (CPP). On October 14, nine large 

2 Some alternatives were proposed, including Senator Charles Schumer’s proposal, presented in a 
mid-September speech, in which he advocated the use of bank preferred stock purchases by the govern-
ment alongside mortgage relief for homeowners. Schumer referenced the 1933 preferred stock purchases 
of the Reconstruction Finance Corporation. In his follow-up op-ed in the Wall Street Journal (October 14, 
2008), he also advocated the prohibition of common stock dividends to banks receiving government 
preferred stock assistance, and for providing assistance in a way that would “encourage private investors to 
make similar investments.” These proposals echoed the views of some academic policy advocates, including 
one of us (Calomiris 2008). Not all members of Congress were receptive to the shift in TARP from asset 
purchases to the capitalization of banks; the US Government Accountability Office (2009, p. 10) describes 
the reaction as a “backlash” and used it to support its recommendations of enhanced transparency and 
communications throughout its early oversight of TARP.
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financial institutions (under the coordination and reportedly also the pressure of the 
Treasury), which together accounted for 55 percent of US banks’ assets, announced 
that they would subscribe for a total of $125 billion of TARP assistance (GAO 2012a, 
p. 7). The nine institutions were Bank of America, Citigroup, JP  Morgan Chase, 
Wells Fargo, Morgan Stanley, Goldman Sachs, Bank of New York Mellon, State 
Street, and Merrill Lynch. Other publicly traded financial institutions were eligible 
to apply until November 14, 2008 (all of which presumably participated on a purely 
voluntary basis).

Secretary Paulson’s initial vision of TARP was a mechanism through which the 
government would support the sale of the “troubled” assets of banks to the govern-
ment through a complex process, or by having the government guarantee the value 
of the assets at prices in excess of crisis-affected market values. By raising the asset 
values of banks, TARP would restore market confidence in bank solvency, and allow 
debt and lending markets to be restored to normalcy. But the Treasury soon aban-
doned that approach in favor of direct government injections of capital into banks 
in the form of preferred stock purchases. Preferred stock purchases had been autho-
rized under TARP almost as an afterthought; indeed, the authority for purchases of 
bank preferred stock is a bit hard to discern from reading the statute. Any purchases 
of securities (such as preferred stock) had to be accompanied by the granting of 
warrants (which allow future purchases of stock from the firm at a pre-established 
price) to ensure that taxpayers shared in the upside potential of recipient institu-
tions, and those warrants should also include anti-dilution provisions “of the type 
employed in capital market transactions.”

TARP’s Conflicting Goals and Constraints
Although the first stated purpose for TARP (under Section 2 of the Act) was “to 

immediately provide authority and facilities that the Secretary of the Treasury can 
use to restore liquidity and stability to the financial system of the United States,” its 
other stated purpose was “to ensure that such authority and such facilities are used 
in a manner that—(A) protects home values, college funds, retirement accounts, 
and life savings; (B) preserves homeownership and promotes jobs and economic 
growth; (C) maximizes overall returns to the taxpayers of the United States; and 
(D) provides public accountability for the exercise of such authority.”

Items  (A) and (B) presented special challenges, especially if the Treasury 
acquired troubled assets through direct asset purchases under Section 101 of the 
law. Any acquisition of mortgages or mortgage-backed securities by the Treasury 
would put it in the position of having to determine the extent of relief to home-
owners, which would require weighing the direct financial costs to taxpayers 
against the benefits to homeowners and the economy (and the consequent indi-
rect benefits to taxpayers). Under Section  109, the Secretary was charged with 
implementing a plan that both “seeks to maximize assistance for homeowners” 
while “considering net present value to the taxpayer.” No wonder the Treasury 
opted to abandon direct asset purchases. Not only was it impossible to establish 
fair prices for such assets, but doing so would have put Treasury directly in charge 
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of mortgage restructuring, while facing an impossible mandate to meet an amor-
phous objective of “maximizing assistance” while minimizing costs to taxpayers.

The constraints contained in items (C) and (D) of Section 2 were also serious, 
and they applied to all forms of TARP assistance. In reaction to Lehman’s failure, 
Warren Buffett had just purchased a substantial amount of Goldman Sachs preferred 
stock and had received warrants to purchase equity in addition to the promised 
coupon payments on the preferred stock. Item (C) seems to have been intended 
in part to ensure that taxpayers’ investments in preferred stock were treated as simi-
larly profit-making investments. Purchases of assets under TARP were supposed to 
be priced to maximize taxpayers’ returns (broadly defined). Government guarantees 
of assets under Section 102(c) were even more constrained by an explicit require-
ment to earn an actuarially fair market insurance premium. TARP also included 
limits on executive compensation, designed to prevent profiteering from govern-
ment assistance (especially with respect to golden parachutes for executives), and 
those compensation limits were tightened over time.

The Emergency Economic Stabilization Act of 2008, which established TARP, 
did not require that purchases of preferred stock assistance be provided on 
market terms, as it allowed the Secretary of the Treasury, under Section 113(a), 
when minimizing the “long-term negative impact on the taxpayer” to take into 
account not only “the direct outlays, [and the] potential long-term returns on 
assets purchased,” but also “the overall economic benefits due to improvements 
in economic activity and the availability of credit, the impact on the savings and 
pensions of individuals, and reductions in losses to the Federal Government.” In 
other words, the Secretary was told to take into account the positive externalities 
taxpayers accrued through expanded credit and economic activity.

TARP took the unusual step of requiring the Office of Management and 
Budget (OMB) and the Congressional Budget Office (CBO) to perform a true 
economic cost accounting for TARP (under Section 202) that “shall be calculated by 
adjusting the discount rate . . . for market risks” (Section 123). The conclusions of 
that accounting had to be included in federal budgetary accounts as supplemen-
tary materials (Section 203). In other words, any subsidies provided to banks would 
be explicitly estimated using economic measures of opportunity cost, and under 
Section 113(a), it would be the obligation of the Secretary of Treasury to ensure that 
indirect benefits to taxpayers equaled or exceeded those costs.

In this politicized environment, operating under these conflicting and unclear 
mandates, the Treasury focused on preferred stock purchases. Doing so allowed it 
to avoid the zero-subsidy constraint applicable to asset guarantees and the potential 
problems associated with buying troubled mortgages at defensibly fair prices and 
managing them under the conflicting mandates of the law. As of the end of 2009, a 
total of 707 financial institutions received a total of $205 billion under the Capital 
Purchase Program.

The Treasury set uniform terms for preferred stock purchases under the Capital 
Purchase Program, requiring a 5 percent initial coupon on preferred stock, rising 
to 9 percent after five years, and demanding 15 percent of preferred stock infusions 
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be in the form of 10-year warrants to purchase common stock. It limited participa-
tion to “qualifying” banks, which in practice meant banks that were not so deeply 
troubled that they were likely to fail even after receiving preferred stock assistance. 
Investments under the CPP initially were limited to between 1 and 3 percent of a 
bank’s risk-weighted assets and were capped at $25 billion (US GAO 2012a, p. 4).3

Although the banks may have felt the Treasury’s preferred stock investment 
terms were expensive, the terms Warren Buffett negotiated with Goldman Sachs for 
Berkshire Hathaway, in a deal announced on September 23, 2008, allowed Berkshire 
an even higher return. Berkshire Hathaway, had received 100 percent of the $5 billion 
preferred stock issue in warrants with a five-year term, and a 10 percent coupon on 
the preferred stock. The Goldman Sachs preferred stock offered to Berkshire was 
callable at any time at a 10 percent premium.4

Government preferred stock purchases required participating issuers to freeze 
their common stock dividends, but issuers were not forced to shrink dividends as 
a requirement for participating in the Capital Purchase Program (implying that 
recipient banks were effectively able to subordinate preferred stock through the 
payment of common stock dividends). Limits on dividends have been shown to be 
very useful in limiting abuse of government protection (Calomiris and Mason 2004; 
Hovakimian, Kane, and Laeven 2012), but these limits reportedly were not feasible 
in light of the desire to encourage all large banks (including those not in need of the 
assistance) to participate. Secretary Paulson effectively forced the largest US banks to 
participate in the CPP (Veronesi and Zingales 2010; Kim and Stock 2012), and those 
that did not need the assistance balked at any limit on their dividends. Paulson may 
have agreed to permit the continuing payment of common stock dividends in order 
to achieve the policy goal of uniform participation, arguably a symbolic victory.

Phase Two: The SSFI, AGP, CAP, and TIP Programs
After the 2008 election, TARP assistance changed. Attention turned to evaluating 

and addressing the circumstances of particular large institutions whose financing 
structure remained problematic, and the nature of assistance was more varied. 
Although funding through the Capital Purchase Program continued, new sources of 
funding were designed to deliver customized assistance, alongside the more general 
approach. The four parts of the second phase included: the Systemically Signifi-
cant Failing Institutions (SSFI) Program, the Asset Guarantee Program (AGP), the 
Targeted Investment Program (TIP), and the Capital Assistance Program (CAP).  

3 In May 2009, this provision was amended so that qualifying financial institutions with total assets less 
than $500 million would receive investments between 3 and 5 percent of risk-weighted assets.
4 In fact, the preferred stock was called by Goldman Sachs in March 2011. Rather than exercising 
its warrants, Berkshire ended up making a settlement in March 2013, exchanging its warrants for 
roughly 13 million shares of Goldman Sachs common stock (2.8 percent of the company). All told, 
from September 2008 to March 2013, Berkshire Hathaway made roughly $3.7 billion in income on its 
$5 billion initial investment in preferred shares Information about the Berkshire Hathaway purchase 
of Goldman Sachs securities is from Goldman Sachs (2008). Returns on this investment are based on 
various news stories and on authors’ calculations.
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The SSFI, AGP, and TIP were created to meet the needs for what the Treasury termed 
“exceptional assistance” by three institutions: AIG, Citigroup, and Bank of America.

Assistance remained controversial during this second phase of TARP, and 
growing public resentment over high compensation in assisted banks led to stricter 
limits on executive compensation for TARP recipients. This not only resulted in 
greater reluctance of banks to apply for TARP funding, it also resulted in substan-
tial repurchases of preferred stock as a means of exiting from the discipline of 
the increasingly stringent compensation regulations that were attached to govern-
ment investments.

By the end of 2009, $70.7 billion of $204.6 billion disbursed under the Capital 
Purchase Program had been repurchased by participating banks. Five of the large 
banks that were among the nine original participants repurchased their CPP 
securities in June 2009 (GAO 2009, pp. 8, 13). The CPP was closed to new invest-
ments at the end of 2009, and as of September 20, 2010, two years after TARP had 
been passed, the Capital Purchase Program had been largely wound down with 
$152 billion of investments under that program having been repaid (GAO 2011b, 
p. 13). Participants that did not exit TARP by 2012 were relatively weak, had larger 
loan losses, and increasingly displayed problems in paying dividends and main-
taining profitability (GAO 2013b, p. 5). In November 2013, the Treasury estimated 
the eventual nominal gains on all CPP investments would be roughly $16 billion 
(GAO 2014, pp. 1–5). The program had succeeded in improving banks’ capital 
levels, thereby enhancing their ability to borrow and lend.

The first new program under the post-election phase of TARP was the Systemi-
cally Significant Failing Institutions plan, announced on November 10, 2008, to  
purchase AIG preferred stock (the only use ever made of SSFI; SSFI was later 
renamed the AIG Investment Program). The AIG situation is discussed in the paper 
by Robert McDonald and Anna Paulson in this symposium. Total Treasury and Fed 
exposure to AIG reached an astounding $172.4 billion at the end of 2009—nearly 
equal to the entire amount disbursed under the Capital Purchase Program. Its form 
changed over time from relatively senior obligations (preferred stock) to junior 
ones (common stock). The changing structure of that assistance is so complex 
that it took a 70-page report by the General Accountability Office just to describe 
the program’s evolution. On December  14, 2012, the Treasury announced that 
it had received the proceeds from its final sale of AIG stock, ending the govern-
ment’s complex program of assistance to AIG, and resulting in a slight income of 
$2.3 billion over its funds invested in AIG (US GAO 2013a, p. 5).

Citigroup was the only financial institution to participate in the Treasury’s Asset 
Guarantee Program, although Bank of America also considered participating. On 
January 15, 2009, Citigroup arranged for loss protection on a $301 billion portfolio 
of assets, which created a potential exposure of $5 billion for the Treasury, and paid 
for that protection with preferred shares and warrants. Over its lifetime, the total 
net income the Treasury gained under this guarantee program was $3.9 billion.

Citigroup and Bank of America were the only banks to receive assistance under 
the Targeted Investment Program, under agreements finalized, respectively, on 
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December  31, 2008, and on January  15, 2009. Under TIP, the Treasury invested 
$20 billion in each and received preferred stock and warrants. TIP imposed looser 
standards for approval than the Capital Purchase Program and was directed toward 
banks with special systemic importance. Consistent with the targeted nature of 
this assistance, receiving TIP assistance was also associated with “stringent regula-
tions regarding executive compensation, lobbying expenses, and other corporate 
governance requirements” (US GAO 2009, p. 73). The Treasury’s TIP investment 
in Citigroup was converted into common stock in September 2009. The ultimate 
recoveries from the various TIP-related investments exceeded the cost basis of 
Treasury TIP investments by $4.0 billion (GAO 2013a, p. 5).

Treasury Secretary Timothy Geithner assumed office under the Obama admin-
istration in January 2009 and initiated a Financial Stability Plan, which established 
new stress tests to gauge the fragility of the largest banks and linked TARP assistance 
to the results of those stress tests. On February  17, 2009, Title VII of the Amer-
ican Recovery and Reinvestment Act (ARRA) amended the Emergency Economic 
Stabilization Act of 2008 to establish new compensation rules for TARP assistance 
to financial institutions and to permit those that had received Capital Purchase 
Program assistance to buy back preferred stock and warrants with the approval of 
their regulators. The Capital Assistance Program was established February 25, 2009, 
mandating that banks with assets in excess of $100 billion accept government injec-
tions of capital (issuing preferred stock convertible into common stock) if privately 
raised capital proved inadequate in light of new forward-looking loss assessments 
usually called the “stress tests.” Banks that had previously received CPP assistance 
were permitted to convert those issues into the new convertible preferred shares.

Under the Capital Assistance Program, it was announced on May  7, 2009, 
that 10 of the 19 banks subjected to stress tests needed to raise additional capital 
(of approximately $75 billion in total). They were given six months to do so privately; 
if they were unable to do so, they had to accept government injections of convertible 
preferred stock to cover the gap identified by the stress test. Setting up a contingent 
source of government funding ensured that markets would not be rattled too much 
by any announced deficiencies, which also made the stress tests more credible as an 
exercise, as regulators would be more likely to honestly identify deficiencies if doing 
so was unlikely to roil markets.

No funds were actually disbursed under the Capital Assistance Program, and 
the program was terminated in November 2009, but the capital deficiencies identi-
fied by the May 7, 2009, stress test announcement did produce additional capital 
raising in private markets and also were associated with major restructuring of the 
Treasury’s investment in Citigroup. In June 2009, Citigroup and Treasury agreed to 
swap $20 billion in cumulative perpetual preferred stock (issued under the Targeted 
Investment Program and the Asset Guarantee Program) for a form of preferred 
stock (so-called trust preferred securities) that counts for regulatory purposes 
as providing more protection to deposits than other preferred stock, which had 
the effect of raising Citigroup’s tier-1 capital ratio. Citigroup also agreed to swap 
$25 billion in its Capital Purchase Program preferred stock for an equal amount 
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of various interim securities, which were converted into common stock shares 
on September 3, 2009, making the US government a major junior stakeholder in 
Citigroup. The Treasury Department sold its common stock in Citigroup in 2010, 
with the last of those sales completed in December 2010. It auctioned its Citigroup 
warrants in January 2011, and liquidated the last of its Citigroup-related securities 
(subordinated notes it had received from the Federal Deposit Insurance Corpora-
tion in 2012 as part of the compensation for Citigroup’s Asset Guarantee Program 
coverage) on February 4, 2013. All told, the Treasury received $58.4 billion from its 
$50 billion investments in Citigroup.5

How “Junior” Was Born: Bagehot’s Rule Meets “Too-Big-To-Fail”
During the post-election phase of TARP, common stock became an important 

part of the Treasury’s portfolio of investments in financial institutions. Interestingly, 
the returns earned on the common stock investments in AIG and Citigroup were 
similar to the returns on the Capital Purchase Program investments made in other 
financial institutions. As Table 1 shows, total cumulative income on investments in 
AIG and Citigroup were 12.8 percent of maximum exposures ($28.4 billion relative 
to $222.4 billion), while the income on the remaining investments (which did not 
include common stock) were only 5.3 percent of maximum exposures ($10.5 billion 
relative to $199.6 billion). On an annualized basis, the returns for these two subsets 
of investments were similar, reflecting the fact that the durations of the Citigroup 
and AIG common stock investments were longer than the roughly one-year average 

5 The Treasury improperly refers to its return relative to a $45 billion investment in Citigroup, which omits 
its $5 billion of loss exposure on the AGP program. For the details of the timing of the various Treasury 
sales of Citigroup’s shares, warrants, and debt, see Braithwaite and Guerrea (2010), Griffen (2011), and  
US Treasury (N.d.).

Table 1 
Cumulative Income by Program, 2008–2013 
($billions)

Program Maximum exposure Income a

Capital Purchase Program (CPP) 204.6 16.0
Systemically Significant Failing 
 Institutions (SSFI)/AIGb

172.4 15.0

Asset Guarantee Program (AGP) 5.0 3.9
Targeted Investment Program (TIP) 40.0 4.0
Total 422.0 38.9
Total for only Citigroup and AIG 222.4 28.4
Total subtracting Citigroup and AIG 199.6 10.5

Sources: US Government Accountability Office (various).
a Cumulative income on CPP includes estimates on income and losses 
expected for outstanding investments.
b Includes some non-TARP programs.
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duration of the portfolio of CPP investments in other banks. The duration of the 
Treasury’s investments in Citigroup were more than two years, and the average dura-
tion of the government’s investments in AIG was even longer. However, neither of 
these returns compares favorably with Berkshire Hathaway’s 74 percent cumulative 
return over 4.5 years on its preferred investment in Goldman Sachs.

Of course, the success of TARP should not be measured solely or even primarily 
on the basis of realized returns. Realized returns on common stock investments 
generally should be higher than realized returns on preferred stock investments, but 
in the case of TARP, that was not true because investments in common stock were 
made selectively. Preferred stock and debt investments were converted into common 
stock in Citigroup and AIG precisely because of the continuing weak financial condi-
tion of these firms in 2009 and 2010. Thus, it is no surprise that realized returns 
on their common stock were meager. In other words, any TARP investment in a 
too-big-to-fail bank had always been an implicit contingent common stock investment, 
which would convert to common stock as needed to preserve the “too-big-to-fail” 
institution. It was unlikely that the government would use its preferred status in the 
states of the world where it would be financially useful to do so (in bankruptcy or 
receivership) because the government would convert to common stock in order to 
prevent bankruptcy or receivership.

This contingent equity aspect of TARP investments in too-big-to-fail institu-
tions highlights one of the respects in which TARP differed from conventional debt 
or preferred stock programs of bank assistance like, for example, collateralized 
lending by a central bank under “Bagehot’s Rule,” or the Reconstruction Finance 
Corporation’s (RFC) preferred stock program initiated in March 1933.6 Collateral-
ized lending to banks relies upon the use of relatively high-quality assets to make 
government loans less risky to the central bank or taxpayers. This form of assis-
tance can be effective in resolving pure liquidity problems (where banks lack cash 
but their problems do not reflect a significant increase in their risk of insolvency). 
Collateralized lending does not work, however, when bank illiquidity is a symptom 
of substantially increased default risk of the bank. In such circumstances, the use of 
collateralized lending can actually exacerbate the liquidity problems of a bank by 
effectively subordinating the bank’s depositors to the central bank or government 
lender (as depositors’ claims become effectively junior to the new lender and are 
backed by relatively risky assets). Under such circumstances, a collateralized loan 
that raises the riskiness of deposits might even cause a depositor run rather than 
prevent one.

With that specific problem in mind, the Roosevelt administration implemented 
a preferred stock program for assistance to financial institutions as part of the Emer-
gency Banking Relief Act of March 9, 1933. Investments of preferred stock were not 

6 For studies of policies of the Reconstruction Finance Corporation and their effects on bank survival and 
lending see Mason (2001), Calomiris and Mason (2004), Calomiris, Mason, Weidenmier, and Bobroff 
(2013), and additional references in these studies. On theory of preferred stock as an effective tool, see 
Philippon and Schnabl (2013).
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collateralized, were junior to all bank debt, including deposits, and failure to pay a 
preferred stock coupon did not force a bank into conservatorship. Thus, preferred 
stock added protection to deposits. At the same time, preferred stock was senior to 
common stock, which served as a buffer against losses on assets.

Preferred stock investments in banks, however, are not appropriate for assisting 
all banks. As fixed income investments that are senior to common stock, they 
contribute to highly leveraged banks’ risk-management incentive problems, which 
are also known as the “debt overhang” problem ( Jensen and Meckling 1976; Myers 
1977; Hoshi and Kashyap 2010). The existing shareholders/managers of a bank that 
is close to insolvent or actually insolvent see little gain to themselves from limiting 
the risk of bank investments or finding good loan customers that would raise the 
bank’s revenues as reductions in risk or expansions of cash flow would mainly accrue 
to other (senior) bank claimants. Providing more preferred stock to such a bank will 
add to its debt overhang problem and further discourage efforts to raise common 
stock, identify good loan customers, and manage risk properly and therefore may be 
socially wasteful.7

What can the government do when debt overhang makes preferred stock an 
undesirable means of assistance? One option is to force the bank to become a target 
in an assisted merger. This approach is often taken by the Federal Deposit Insur-
ance Corporation for undercapitalized or insolvent banks, but it may not be feasible 
for a large bank given the difficulty in finding a large acquirer quickly (a problem 
further complicated by concerns about the increased concentration of banking in 
an already highly concentrated banking system). It is important to emphasize the 
speed with which resolution of a financial institution should occur. Global banks 
are counterparties in numerous short-term transactions; in order to avoid disrup-
tion to their operations and the operations of their counterparties, a bank must be 
resolved immediately upon any regulatory intervention that places it into conserva-
torship. Another option would be to place the bank into receivership and liquidate 
its assets without trying to find an acquirer. But institutions like Citigroup or AIG 
were regarded as “too big to fail,” owing to their global scope, the complexity of 
their subsidiary structures, and their widespread linkages throughout the global 
financial system.

Still another option in the presence of debt overhang would be to purchase the 
institution’s assets at above-market values, or to provide a subsidy to the institution 
in a way that guarantees those assets’ values. Either of those actions would raise the 
market value of the equity of the institution, thereby alleviating its debt overhang 
problem. In a similar vein, the government could attach guarantees (effectively 
offering a put option) to public offerings of common stock issues by the institution, 

7 The debt-overhang problem can be solved in some cases by requiring issues of subsidized preferred 
stock to be matched by new common stock issues (Calomiris 1998, 2008). However, when banks are 
in a very severe debt overhang situation, the ability to offer subsidies on preferred stock to encourage 
such matching is limited by the zero-coupon bound (the maximum subsidy that can be given for 
issuing preferred stock), and severely indebted banks may not be willing or able to satisfy such 
matching requirements.
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which would raise the price of those offerings to an extent that would make offer-
ings of new equity appealing to existing shareholders. In a later section, we assess 
these sorts of interventions. When neither speedy acquisition nor liquidation seem 
appropriate, and when subsidized put options on assets or new stock offerings are 
unappealing for some reason, government common equity investments become the 
path of least resistance for providing assistance to an insolvent, or nearly insolvent, 
“too-big-to-fail” institution like Citigroup or AIG.

The Objectives of Government Intervention to Assist Financial 
Institutions

Given the financial costs and design challenges of assisting banks, what 
prospective benefits may justify such costs? During the Depression, Irving Fisher 
and John Maynard Keynes articulated various channels through which weak banks 
can amplify macroeconomic downturns through reduced lending and asset price 
declines. This thinking became more integrated into macroeconomic thinking (not 
coincidentally) during the 1980s, particularly as the result of Bernanke’s (1983) 
work on the Great Depression and his and others’ empirical work on the macroeco-
nomic consequences of US banks’ losses of bank capital in the 1980s (for example, 
Bernanke and Lown 1991).8

Banks are highly leveraged entities that act as repositories of private informa-
tion about borrowers and securities issuers. Theories of financial intermediation 
show why their role as information repositories tends to be associated with high 
leverage (Diamond 1984; Calomiris and Kahn 1991; Krasa and Villamil 1992; 
Diamond and Rajan 2009). High leverage, however, also means that banks play a 
central role in propagating economic downturns (Bernanke and Gertler 1989). 
When shocks to banks’ borrowers produce loan losses, some banks fail and survi-
vors’ capacity to bear risk declines, forcing cuts in lending.

As Adrian and Shin (2009) show, the real effects of intermediaries’ behavior 
are not confined to declines in lending. Because intermediaries play central roles 
in asset markets, their shrinkage can have dramatic effects on the prices of risky 
assets. For example, when hedge funds specializing in emerging market securities 

8 For an early review of the literature on financial factors during the Depression, see Calomiris (1993). 
Bernanke’s (1983) time series study of the links between bank distress and economic activity has been 
criticized, but subsequent work, using panel data at the level of states or counties, confirms the impor-
tance of banking distress as a propagator of shocks during the Depression and also confirms the positive 
role that assistance to banks via the Reconstruction Finance Corporation played in mitigating the conse-
quences of bank distress (Calomiris and Mason 2003; Calomiris, Mason, Weidenmier, and Bobroff 2013). 
In addition to the effects of bank condition on lending and securities pricing, Anari, Kolari, and Mason 
(2005) point to another channel through which bank distress magnified the economic downturn during 
the 1930s: the protracted process of liquidating the assets of banks that were placed into receivership. 
Liquidating assets depresses asset values in local markets. Those asset-pricing consequences created an 
incentive for postponing liquidation, which resulted in protracted delays in depositors’ ability to receive 
repayment of their deposits in failed banks.
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lost money during the Russian crisis of 1998, Brazilian international bonds held 
by these funds were sold off massively. Because other investors not specializing in 
emerging markets had limited knowledge and consequently limited capacity for 
bearing emerging market risks, Brazilian sovereign debt prices fell dramatically. 
These connections between “funding liquidity” of intermediaries and “market 
liquidity” of securities have been formalized in Brunnermeier and Pedersen (2009). 

Many of the debt instruments that banks rely upon for funding require them 
to maintain near-zero default risk. Because financial intermediaries depend upon 
risk-intolerant debt instruments (such as interbank deposits, repo, and commer-
cial paper), they are especially vulnerable to adverse shocks to their asset values, 
which makes shocks to the value of banks’ assets (as in the case of subprime mort-
gages) especially likely to produce sudden declines in credit and in risky asset 
prices. These channels of transmission were visible in the recent crisis (Gorton 
2009; Schwarz 2015; Calomiris 2009a; Heider, Hoerova, and Holthausen forth-
coming; Ivashina and Scharfstein 2010; Gorton and Metrick 2012; Covitz, Liang, 
and Suarez 2013).

If the condition of financial intermediaries is an important propagator of 
shocks, then it may be useful to shore up the condition of intermediaries as part 
of a program of combating a recession caused by a major shock to the banking 
system. There is empirical evidence identifying favorable consequences for lending, 
asset pricing, and economic activity from assistance to financial intermediaries, 
policies that seek to improve the financial condition of intermediaries indirectly 
(for example, through debt re-denominations), or interventions to improve the 
liquidity of markets in the wake of bank failures (for example, government-spon-
sored asset management companies).9 Of course, this argument was used by Paulson 
and Bernanke in support of Congressional approval of TARP.

The debates over TARP, however, did not only reflect economic concerns and 
arguments, but also other considerations, which affected the process of approving 
TARP. Deep resentment toward banks—precisely because of their central role in 
precipitating the crisis—constrained public willingness to assist them. Deep suspi-
cion of government policies to assist banks, which reflected legitimate concerns 
that government policies may serve special interests rather than the public 
interest,10 complicated any attempt by the government to assist banks. Nor was it 
obvious that government assistance to banks would actually be implemented wisely. 
For example, it is hard to make sense of the government’s decisions to bail out 

9 For a general review, see Calomiris, Klingebiel, and Laeven (2005), who discuss the relative advan-
tages of different policy approaches in different economic environments. See also the aforementioned 
studies of the operation of the Reconstruction Finance Corporation as a particular example of the 
effects of preferred stock assistance to banks, and Kroszner (1999) and Calomiris (2007) on the positive 
macroeconomic consequences of redenomination. Bayazitova and Shivdasani (2012) show that capital 
injections into banks can be useful as a signal of favorable private information, which can reduce asym-
metry of information in public markets.
10 History confirms that government regulations and government assistance should be understood  
as political outcomes reflecting the creation of coalitions sufficiently powerful to enact programs, not as 
the politically neutral application of economic ideas (Calomiris and Haber 2014, chap. 6–8).
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Bear Stearns, AIG, and Citigroup, but to refuse to bail out Lehman. Furthermore, 
it is far from obvious that “too-big-to-fail” bailouts always make sense, especially 
when one considers the hard-to-measure moral-hazard costs in the future that 
come from such bailouts today.

The Economic Consequences of TARP

To fulfill TARP’s statutory requirements, the Office of Management and  
Budget and the Congressional Budget Office estimated the costs of TARP’s asset 
purchases and guarantees using procedures similar to those specified in the Federal 
Credit Reform Act of 1990 with an adjustment for “market risk,” as required by the 
authorizing legislation. The agencies interpreted market risk to be the premium 
that a private investor would require as compensation for the risk of the cash flows 
of the underlying transaction. Nominally, there were profits. As of March 12, 2014, 
the CBO estimated the net cost of TARP to the federal government, measured  
on the basis of nominal outlays and receipts, to be $27 billion.11 For the most part, 
the transactions with the banks, the focus of this paper, yielded a net cash flow gain. 
The net cash flow costs were largely from the assistance provided to AIG, the auto-
motive industry, and the programs aimed at avoiding home mortgage foreclosures. 
The net cash flow gain estimated for the Cash Purchase Program was $16 billion 
with only $2 billion of preferred stock remaining outstanding. The CBO estimated 
a net cost of $15 billion to the Treasury for the assistance provided to AIG under 
the Systemically Significant Failing Institutions program. All of the supplementary 
support provided to Citigroup and Bank of America through the Targeted Invest-
ment Program had been paid back and resulted in a net gain of roughly $4 billion 
dollars to the federal government. Finally, the loss-sharing agreement with Citigroup 
through the Asset Guarantee Program yielded a net gain of $3.9 billion.

But in evaluating the costs and benefits of TARP, as the authorizing legislation 
recognized, it is important both to adjust cash flows for the risk borne by taxpayers 
and to look beyond the net risk-adjusted cash flows received by taxpayers to examine 
the impact of TARP on the broader economy. After all, the first stated purpose of the 
program was “to restore liquidity and stability to the financial system of the United 
States.” But measuring risk adjustment on TARP funds (and the implied subsidy 
received by TARP recipients) and gauging the benefits to the economy from TARP 
are challenging, to say the least.

The most relevant measure of the subsidy received by TARP recipients is the 
estimate made at the time the funds were disbursed. The Congressional Budget 
Office used the market yields on actively traded preferred stock to gauge the size of 
the subsidy received by preferred stock issuers, and used the Black–Scholes option 

11 The White House Office of Management and Budget estimated the cost of TARP to be $39 billion. The 
additional estimate of $12 billion from the Congressional Budget Office largely related to CBO’s higher 
projection of costs for the mortgage programs under TARP. 
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pricing model to value warrants. When no preferred stock was available for the 
issuer, it used a market index. On the first $247 billion of TARP disbursements to 
banks, the implied subsidy received by program participants, estimated as of the 
end of 2008, was $64 billion (Congressional Budget Office 2009, p. 1). The Office 
of Management and Budget’s methods for calculating the implied subsidy arrive at 
comparable numbers. Veronesi and Zingales (2010) calculate a subsidy of between 
$21 billion and $44 billion on the first $130 billion of TARP disbursements, which 
implies a comparable proportional value of the subsidy.

One would arrive at a higher subsidy cost estimate if one appropriately recog-
nizes that TARP investments in the largest banks never were just preferred stock. 
As the experience of Citigroup and AIG show, taxpayers were effectively forced to 
convert preferred stock to junior equity positions in those institutions because their 
prospects were slow to improve. In that sense, taxpayers were effectively receiving 
a fixed income instrument but bearing the risk of losing their senior status on an 
as-needed basis.

Did the passage of TARP have positive effects on the financial system? Leading 
up to its passage, market credit spreads had increased to unprecedented levels as 
investors became increasingly risk-averse due to worries about the health of the 
banking system and the economy in general. Figure 1 shows the TED spread: that 
is, the difference between the bank-to-bank overnight lending rate embodied in the 
London Interbank Offered Rate (LIBOR) and the Treasury bill rate, which captures 
the extent to which the banking system experienced a crisis of confidence and a 
reduction in liquidity. The spread increased to 450 basis points, at its highest, in the 
aftermath of the bankruptcy of Lehman Brothers. Following the announcement 

Figure 1 
TED Spread

Source: Federal Reserve Bank of St. Louis.
Notes: The TED spread is defined as the difference between the three-month LIBOR and the three-month 
Treasury bill yield. The shaded area marks the 2007–2009 financial crisis..
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of the Capital Purchase Program on October 14, 2008, the first program of TARP 
announced in the pre-election phase, there were broad improvements in the credit 
markets. Between Friday, October 10 and Tuesday, October 14, the Standard and 
Poor’s 500 rose by 11 percent and the common stock prices of the nine large finan-
cial institutions that were the very first participants of TARP increased by 34 percent 
(Veronesi and Zingales 2010). From October 13, 2008 (before the announcement 
of the CPP) to September 30, 2009, the LIBOR rate fell by 446 basis points and 
TED spread fell by 434 basis points. Costs of credit and perceptions of risk declined 
significantly in corporate debt markets as well. By the end of September 2009, the 
Baa bond rate and spread had fallen by 263 and 205 basis points, respectively (US 
GAO 2009, p. 37).

A specific goal of the Capital Purchase Program was to improve the banks’ 
balance sheets by infusing banks with capital and thereby enhance the ability of banks 
to borrow and lend. The US Government Accountability Office (2009) reports that 
capital ratios at institutions that received CPP investments rose more than the ratios 
at nonparticipating institutions. Between December 31, 2008, and March 31, 2009, 
the Tier 1 risk-based capital ratio increased by, on average, 300 basis points in bank 
holding companies receiving CPP assistance relative to an increase of only 40 basis 
points in nonparticipating bank holding companies. The evidence also suggests that 
participating banks were more willing and able to increase lending than nonpartici-
pating banks (US GAO 2009; Taliaferro 2009; Ng, Vasvari, and Wittenberg-Moerman 
forthcoming; Berger and Roman forthcoming; Li 2013). The 21 largest CPP recipi-
ents reported extending almost $2.3 trillion in new loans as of July 31, 2009, since 
receiving CPP investments of $160 billion.

How can one weigh and compare the costs and benefits associated with TARP 
to arrive at a net benefit estimate? Using an event study analysis of bank enterprise 
values, Veronesi and Zingales (2010) analyze the effect of the initial announcement 
of TARP assistance to the financial sector. They estimate that the October 13, 2008, 
announcement resulted in a net social benefit to financial intermediaries, after 
subtracting the cost to taxpayers, of between $86  billion to $109  billion, perhaps 
capturing the benefit of avoiding costly liquidation of financial intermediaries, 
among other things. This is a lower bound estimate of the social gains from TARP. 
The authors include in their measure of costs the $125 billion preferred equity infu-
sion in the nine largest US commercial banks via the Capital Purchase Program and 
a three-year government guarantee on new unsecured bank debt issues provided by 
the Federal Deposit Insurance Corporation. They find that banks that were more at 
risk of experiencing a sudden outflow of funding benefited the most from the govern-
ment’s intervention. More specifically, enterprise bank value increased the most for 
the three former investment banks (Goldman Sachs, Morgan Stanley, and Merrill 
Lynch) and Citigroup following the October 13 announcements, while the relatively 
healthy JP Morgan—which stood to gain from the continuing weakening of its trou-
bled rivals—experienced the largest decrease.

The most important limitation of the Veronesi and Zingales (2010) calculation 
of the net gains from TARP is the authors’ assumption that the only anticipated 
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costs to taxpayers under TARP as of October 14, 2008, were the outlays announced 
under the Capital Purchase Program (and the Federal Deposit Insurance Corpo-
ration debt-guarantee). In the event, as initial assistance proved inadequate for 
Citigroup, AIG, and Bank of America, several more assistance programs were 
announced by the federal government. To the extent that the potential weakness of 
these banks was known, and to the extent that the potential additional expenditures 
in response to that weakness were also forecastable, Veronesi and Zingales (2010) 
underestimate the expected costs of TARP as of October 13, 2008. The first round 
of assistance provided to the big banks effectively committed the government to a 
“whatever it takes” approach to keep AIG, Citigroup, and Bank of America alive, 
and therefore, the continuing cost to taxpayers actually experienced in 2008–2012 
was predictable, at least to some degree. In other words, if TARP assistance would 
be forthcoming (and more junior in form over time) in response to worsening bank 
condition, the recipients effectively possessed a put option from the government 
to issue equity in addition to the explicitly recognized preferred stock investments 
made by the government. Veronesi and Zingales (2010) do not include the value of 
this put option in their measure of cost (Kane 2014).

With regard to TARP’s gross benefits, a credible evaluation of the impact of 
TARP assistance to financial institutions remains elusive. First, it is difficult, if not 
impossible, to isolate the effects of TARP from other initiatives of the Federal 
Reserve, Federal Deposit Insurance Corporation, and other financial regulators, 
or from other influences on the economy unrelated to government programs. For 
example, on October 14, 2008, the Capital Purchase Program was announced jointly 
with the Fed’s Commercial Paper Funding Facility Program and FDIC’s Temporary 
Liquidity Guarantee Program. Furthermore, it is hard to know to what extent the 
financial markets would have stabilized and the economy would have recovered in 
the absence of an activist government response. Some have argued that government 
support for financial institutions during the crisis confused and frightened market 
participants and was itself possibly a net negative for the economy. For example, 
Taylor (2010 p. 170; see also 2009) argues that the initial proposed structure of TARP 
was a further source of shock to markets as many people “were skeptical about how 
[the buying up of toxic assets] would work and government officials had difficulty 
explaining how it would work” (p. 171), but he concludes by conceding that after it 
became clear that TARP would take the form of capital injections, “conditions began 
to improve” (p. 172). Others point out that the failure of Lehman affected markets 
primarily by changing perceptions of the scale of loss associated with exposures to 
subprime and Alt-A mortgages. Lehman’s derivatives were liquidated in an orderly 
fashion, and no major intermediary actually failed as the result of interconnections 
with Lehman. From that perspective, Secretary Paulson’s view that the economy was 
teetering at the edge of Armageddon may have been a gross exaggeration.

Finally, it is possible to argue that there were additional social costs associ-
ated with the way TARP was administered and that alternative policies might 
have produced greater gross benefits. These questions are the topics of the next 
two sections.
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Was TARP Administered Properly?

Corruption is a social cost, as it entails both a misallocation of resources and a  
diminution of justice. Did TARP adhere to objective eligibility requirements and  
a credibly fair and impartial process of allocation funds, or did it also reflect polit-
ical influences that were unrelated to objective criteria?

The Capital Purchase Program was the first and primary initiative under TARP 
through which the Treasury made preferred stock purchases in qualified financial 
institutions. The final decision to make CPP investments rested with the Treasury, 
but federal banking regulators also played an important and influential role in 
the CPP application and approval process. The approval process began with the 
interested financial institution consulting with its primary federal bank regulator 
about being included in the CPP. The regulator assessed the applicant’s strength 
and viability based on bank examination ratings, financial performance ratios, and 
other factors.12 Institutions that were deemed to be the strongest, received presump-
tive approval and their application was forwarded to the Treasury’s Investment 
Committee. Institutions deemed to be less strong required further review and were 
referred to the CPP council, which was comprised of representatives from the four 
primary banking regulators with Treasury officials as observers. Following the CPP 
council’s evaluation, institutions that were approved by a majority of the council 
members were recommended to the Treasury’s Investment Committee.13 The 
institutions with the lowest banking ratings and poor financial ratios were deemed 
ineligible for participation in the CPP, received a presumptive denial recommenda-
tion, and were not forwarded to the Investment Committee.

The Office of Financial Stability reviewed documentation of applications 
recommended by the regulators or the CPP Council and at times collected addi-
tional information about the applicants before submitting the applications to the 
Investment Committee. The Investment Committee made recommendations to 
the Assistant Secretary for Financial Stability for final approval after completing its 
review (US GAO 2010). Clearly, discretionary judgments played a significant role in 
the approval process.14

12 Six performance ratios were identified to evaluate applicants. Three related to regulatory capital 
levels: the Tier 1 risk-based capital ratio, total risk-based capital ratio, and Tier 1 leverage ratio. The 
quality of assets was assessed using the ratio of classified assets, nonperforming loans, and construction 
and development loans to capital and reserves.
13 The Treasury provided guidance to the Capital Purchase Program council to use in assessing appli-
cants that allowed consideration of additional factors (such as signed merger agreements, confirmed 
investments of private capital beyond, and others) beyond examination ratings and financial ratios 
(US GAO 2010, pp. 11–147).
14 The nine largest financial institutions that were included in the Capital Purchase Program at the time 
of its establishment did not follow the application process described above. These were Bank of America, 
Bank of New York Mellon, Citigroup, Goldman Sachs, JP Morgan Chase, Merrill Lynch, Morgan Stanley, 
State Street, and Wells Fargo. They were offered assistance by virtue of their systemic importance and 
were asked to participate in the program even if they did not want to do so.
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The US Government Accountability Office’s (2010) review of the approval 
process for participation in the Capital Purchase Program revealed that almost 
all of the reviewed institutions had satisfactory or better overall ratings. However, 
a quarter of the examination ratings used for making approvals were more than 
one year old, 5 percent were more than 16 months old, and 104 of 567 reviewed 
applications lacked a date of the most recent bank examination. Several approved 
institutions also exhibited weaker characteristics that made their viability doubtful. 
The Government Accountability Office discovered that 12 percent of the approved 
cases reviewed (66  institutions) either: 1) did not meet the performance ratio 
guidelines; 2) had an unsatisfactory bank examination rating; or 3) had a formal 
regulatory enforcement action involving safety and soundness concerns. This could 
partly be a result of limited communication and guidance from the Treasury to 
the CPP council regarding how to assess viability during the early stages of the 
CPP. A 2009 audit of the CPP review and approval process by the Federal Reserve’s 
Inspector General found that applicants would have been analyzed consistently and 
completely if the Treasury had provided formal and detailed procedures to evaluate 
applicants (Board of Governors 2009).

Marginal cases that were approved for the Capital Purchase Program displayed 
more financial weaknesses than others. The US Government Accountability Office 
(2010) reports that 39 percent of the 66 approved institutions with marginal charac-
teristics missed at least one CPP dividend payment. In comparison, only 20 percent 
of all CPP participants had missed at least one dividend payment. By August 2010, 
several marginal cases also had received formal enforcement actions.

Not all of the administrative shortcomings of TARP can be attributed to inno-
cent oversights or incompetence, and political connections seem to have played a 
part in the approval and allocation of TARP funds.15 Congressional campaign contri-
butions from the financial services industry were associated with a higher likelihood 
of voting in favor of the Emergency Economic Stabilization Act of 2008 (Mian, Sufi, 
and Trebbi 2010). Institutions that employed ex-regulators or federal government 
employees, or were headquartered in the election districts of House members on key 
finance committees were more likely to be approved for participation in the Capital 
Purchase Program (Duchin and Sosyura 2012; Blau, Brough, and Thomas 2013). For 
example, Duchin and Sosyura (2012) report that banks employing a director who 
worked at the Treasury or one of the banking regulators were 9.1 percentage points 
more likely to be approved for participation in CPP. Campaign contributions and 
lobbying expenditures by institutions increased the likelihood of receiving CPP 
investments. Political connections also influenced the amount and timing of invest-
ments under TARP. Politically connected institutions received a greater amount 

15 Some readers will remember the infamous Keating Five, a previous example where it appeared that 
there had been political interference in financial regulation. Five US Senators were accused of improp-
erly intervening in 1987 on behalf of Charles H. Keating, Jr., Chairman of the Lincoln Savings and Loan 
Association. Lincoln was a target of regulatory investigation by the Federal Home Loan Bank Board 
(FHLBB). Following the intervention of the Senators, FHLBB backed off from taking action against 
Lincoln and subsequently it failed in 1989 at a cost of $3 billion to the taxpayers.
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of TARP support, and it was provided earlier, relative to firms that lacked political 
connections. Politically connected recipients subsequently underperformed uncon-
nected firms based on both stock returns and on accounting-based performance 
measures (Duchin and Sosyura 2012).

Alternative Policies, Inefficiencies, and Political Constraints

TARP was crafted in a volatile political and economic environment, in the 
middle of a financial crisis, and just prior to a major election (Swagel 2009). Its 
architects were in a hurry to enact TARP and knew that it was not going to be 
easy to get agreement on a blank check for hundreds of billions of dollars to 
assist “fat cats” on Wall Street. TARP’s main design challenge was to balance the 
often conflicting objectives of shoring up banks while ensuring “social justice” 
by limiting how much banks’ owners, creditors, and employees would benefit 
personally at taxpayers’ expense. Here we consider several of the alleged short-
comings of TARP’s design that gave rise to inefficiencies relative to alternatives, 
and also consider the extent to which those shortcomings were the product of 
political compromise.16

Should the Structure of TARP Have Been Debated More Broadly?
One of us suggested to a senior Congressional staff member in September 2008 

that Congress should invite economists to offer views on how TARP might be struc-
tured. This could have been accomplished very quickly, as many knowledgeable 
people were interested in participating. The staffer explained that an election was 
coming. Democrats anticipated control of both houses of Congress and the White 
House. They had little to gain, and much to lose, from becoming vocal propo-
nents of a new plan or vocal opponents of Secretary Paulson’s plan. Although the 
Democratic leadership had serious doubts about the asset purchase plan, they did 
not want independent testimony to put them “on the spot.” They did not want to 
have to create or politically “own” new ideas about assisting banks. The path of least 
political resistance was to let Secretary Paulson take the lead and the responsibility. 
This explains why no independent testimony or substantive public policy debate 
over the structure of TARP occurred during the crucial days from mid-September 
until early October 2008. It may also explain the Treasury’s ill-fated advocacy of the 
asset purchase approach—an idea that was untested and viewed by many as unwork-
able. In contrast, capital injections had been used successfully in the United States 
in the 1930s and in Scandinavia in the 1990s. Problems in Japan’s implementation 

16 We consider broad design features below. There are also several narrower design issues that have 
been considered in the literature. For example, Wilson (2013) finds that permitting some banks to issue 
noncumulative preferred stock was associated with a greater probability of missing a dividend payment.
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of capital injections were also well known (Calomiris 1998; Calomiris and Mason 
2004; Hoshi and Kashyap 2010).17

Those experiences provide evidence in favor of the efficacy of capital injections, 
and identify some design errors in TARP’s capital injection program that might have 
been corrected. Specifically, we consider: 1) the requirement that warrants be issued 
alongside preferred stock, 2) permitting common dividends to be maintained by 
recipients of TARP assistance, 3) debt overhang problems (which ultimately led to 
the government’s common stock holdings in Citigroup and AIG), and 4) compensa-
tion limits for recipients of assistance.

Should Warrants Have Been Required?
Requiring recipients of TARP assistance to issue warrants alongside preferred 

stock had political appeal as it allowed taxpayers to participate in the upside once 
the crisis ended. But did the use of warrants make economic sense as part of TARP 
assistance? The purpose of TARP was not to create profit opportunities for taxpayers, 
but to stabilize the banking system and the economy. From that perspective, 
requiring warrants was not helpful because the inclusion of warrants discouraged 
private stock issuance by taking away some of the upside available to stockholders 
(Calomiris 1998, 2009a, b; Calomiris and Mason 2004). A much better approach 
would have been to reward banks that received preferred stock assistance for raising 
new common stock in the market (for example, by making coupons on preferred 
stock fall with new common stock issues). That approach would have magnified the 
effects of TARP preferred stock through higher common stock offerings, resulting 
in greater bank stability and more protection against loss to taxpayers. It would 
have meant an even larger subsidy on the preferred stock coupon, but subsidy is the 
essence of government assistance—that subsidy would have been directly linked to 
the economic improvements that were the goal of TARP. Warrants were a popular 
tool for politicians who wanted to make speeches about how bankers’ profiteering 
would be limited, but they also were an impediment to encouraging the more rapid 
private recapitalization of banks, which would have reduced taxpayers’ risks and 
increased banks’ stability and lending capacity.

Should Common Stock Dividends of TARP Recipients Have Been Reduced?
Participants in the Capital Purchase Program should not have been permitted 

to pay common stock dividends. If banks are undercapitalized enough to warrant 
taxpayer-funded recapitalization, then they should be forced to accumulate capital 
through retained earnings. Also, the protection taxpayers enjoy through the 
seniority of preferred shares is lessened, and debt overhang problems are exacer-
bated, by paying dividends.

This feature of TARP is generally explained as the result of a political deal 
between the Treasury and the healthy large banks (such as JP Morgan Chase) which 

17 For a summary of some of the literature on crisis-management policies, see Calomiris, Klingebiel, and 
Laeven (2005).
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otherwise would not have bent to Treasury’s pressure to participate in TARP. But 
that explanation raises a deeper question: what was the presumed advantage from 
getting healthy banks to participate in TARP? One explanation is the desire to 
mask differences among banks so that weak banks are not identified by virtue of 
their participation. But the market was well aware of the differences in the relative 
strength of various financial institutions. The 90-day moving average of Citigroup’s 
market equity-to-asset ratio fell to about 2 percent in late 2008 and reached 1 percent 
in early 2009, while JP Morgan Chase’s market equity-to-asset ratio consistently 
remained several times as high (Calomiris and Herring 2013). Having JP Morgan 
Chase sign up for assistance did nothing to make Citigroup seem stronger.

Should Compensation Limits Have Been Less Onerous?
Limits on participating banks’ compensation rules were part of TARP from the 

beginning and the limits became more binding with the passage of ARRA in February 
2009. Like the use of warrants, compensation limits served the political purpose 
of building support for TARP assistance programs, but increasingly binding limits 
encouraged strong banks to avoid TARP. That policy generated the early exodus 
from TARP by many big banks in mid-2009 and reduced other relatively strong 
banks’ willingness to apply for assistance in the program (Bayazitova and Shivdasani 
2012; Cadman, Carter, and Lynch 2012), which lessened the impact of TARP  
in increasing the supply of lending. Cadman, Carter, and Lynch (2012) find that 
increasing compensation from the 25th to the 75th percentile of banks was associ-
ated with a doubling of a bank’s unwillingness to accept TARP funds. They also find 
that TARP recipients tended to suffer larger managerial turnover and the presence 
of severance agreements made banks hesitant to participate in TARP, consistent 
with concerns about a talent drain related to compensation limits.18 Bayazitova 
and Shivdasani (2012, p. 390) find that the presence of highly compensated 
CEOs reduced the chance of being approved for TARP: “A one-standard-deviation 
increase in the log of CEO compensation in excess of $500,000 is associated with an 
11.4-percentage point reduction in Treasury approval, or roughly one-sixth of the 
size of the unconditional approval probability.”

Better Ways of Addressing Debt Overhang?
The debt overhang problem arises when debts are so large that any gains to 

banks are likely to benefit only debtholders rather than shareholders. In the cases of 
AIG and Citigroup, the debt overhang problem ultimately led to the transformation 
of government assistance into common stock ownership. Might better alternative 
solutions have avoided such a high degree of taxpayer exposure to potential loss? At 
least three viable alternatives were known and discussed. The problem with each of 

18 Cadman, Carter, and Lynch (2012) do not find any difference in lending between TARP recipients 
and other banks, but as they recognize, this likely reflects selectivity bias; TARP recipients likely would 
have cut lending if they had not received TARP. Li (2013) finds that TARP funding did in fact increase 
the supply of lending.
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them is that they would have required an explicit payment of a subsidy rather than 
the implicit payment associated with TARP’s more politically palatable willingness 
to bear downside risk.

One approach would have used out-of-the-money guarantees to boost the value 
of distressed assets, thereby raising the value of banks’ assets and overcoming the 
debt overhang. One of us proposed such an approach for especially weak banks in 
late 2008 and early 2009 (Calomiris 2009b), and argued that such subsidies could be 
combined with requirements that banks receiving such guarantees raise common 
stock to bolster their resiliency and enable them to expand their lending. To be 
concrete, in late 2008, as the result of the collapse of market liquidity, many portfo-
lios of subprime and Alt-A mortgages were being priced very low (in rarely observed 
market transactions) compared to their expected recovery values. If the govern-
ment had offered a free put option on, say, Citigroup’s entire portfolio of subprime 
and Alt-A mortgages and mortgage-backed securities (to prevent cherry picking) 
at 50 percent of face value, that would have substantially raised the market value of 
Citigroup’s shares. Even if 50 percent of the mortgages underlying that portfolio 
had gone to foreclosure with a loss, given default, of 50 percent, the recovery value 
of the portfolio would have been 75 percent, implying no cash flow cost to taxpayers 
from providing a put option at 50 percent of face value. Of course, if this guarantee 
had been priced on market terms, there would have been no subsidy, and also no 
effect on Citigroup’s stock price.

A second approach would be to attach put options to new stock offerings. The 
government could offer buyers of new shares a put option at, say, 30 percent below 
the price paid for those shares in the market. This step would raise the price of new 
offerings, substantially improving the ability of banks to raise common stock, and 
would limit taxpayers’ exposure to extremely unlikely states of the world (where 
cumulative losses on shares exceeded 30 percent).

A third approach would be to copy Mexico’s “Punto Final” program of 
1999, which helped to end the Mexican banking system’s financial gridlock 
(Calomiris, Klingebiel, and Laeven 2005; Calomiris 2009b). The Mexican govern-
ment matched loan write-downs that were agreed between creditors and debtors 
so long as they were agreed quickly (within six months). For example, the US 
government could have agreed to pay 30 cents to a creditor for every dollar that 
the creditor decided to forgive in troubled mortgages, leaving it to the creditor 
to decide which mortgages to include in the subsidized write-down program. 
Value-maximizing creditors would have used this subsidy to write down mortgages 
that were close calls—those for which (absent the subsidy) foreclosure was the 
best strategy for the creditor, but for which a subsidy would make it worthwhile for 
the creditor to agree to a moderate write-down. A Punto Final approach not only 
would have raised bank asset and equity values, it would have improved the wealth 
of many mortgage holders and eliminated some of the uncertainty that plagued 
the housing and mortgage markets.

Despite discussions of all three approaches, including by Secretary Geithner in 
early 2009, political opposition to subsidizing the big banks blocked these subsidy 
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proposals. Ricardo Caballero, a vocal proponent of using subsidized out-of-the-
money guarantees of bank assets or stock offerings, complained in frustration in an 
article published in February 2009: “Politics require that a ‘good deal for taxpayers’ 
is added to . . . [the] . . . principles [guiding TARP], but the truth is that the best 
deal for taxpayers, once one considers the endogenous response of the economy, is 
anything that works to stabilize the financial system . . .”

Should Assistance to Banks Have Been More Generous or More Selective?
Li (2013) shows that TARP recipients increased the supply of credit they 

provided to the economy. Local markets in which a higher proportion of banks 
received TARP funds experienced improved economic conditions (Berger and 
Roman 2015). Croci, Hertig, and Nowak (2015) argue that more forgiving stan-
dards for TARP assistance to voluntary participants would have reduced resolution 
costs for the Federal Deposit Insurance Corporation, and that on net, this would 
have been desirable.

These analyses tend to support the view that TARP should have been more 
generous. However, there are some counterbalancing considerations. Financial insti-
tutions that can reasonably expect to receive assistance if they take risks that could 
lead to insolvency, will have a moral hazard incentive to engage in riskier behavior, 
which means that the costs of providing such incentives are potentially large (Duchin 
and Sosyura 2014). Furthermore, the ability to survive the crisis after receiving assis-
tance sets too low a standard because it neglects the long-term social gains that come 
from transferring poorly performing banks to relatively efficient management. Berger 
and Roman (forthcoming) find that TARP funds were a source of major competitive 
advantage in local markets, and as such they could be used inappropriately to offset 
the disadvantages that come from poor management. Cornett, Li, and Tehranian 
(2013) found that relatively weak banks that received TARP tended not to make as  
much high-quality loans in response to receiving funding, or to reduce expenses  
as much, and were less likely to repay their funding. Bayazitova and Shivdasani (2012) 
found no evidence of certification gains from receiving Capital Purchase Program 
infusions, indicating little belief among those out in the market that government 
selections conveyed useful positive private information about bank quality.

With respect to large banks, counterfactual resolution costs from allowing 
failure are hard to gauge. It is hard to find an acquirer for a global behemoth, and 
liquidation is particularly costly for complex organizations with cross-border reach 
(which substantially complicates regulatory jurisdictional challenges). On the other 
hand, moral-hazard costs from predictable too-big-to-fail protection may be espe-
cially great (Black and Hazelwood 2013).

Conclusion

Six years after the passage of TARP, it remains hard to measure the total social 
costs of the assistance to banks provided under TARP programs. While TARP’s 
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passage was associated with significant improvements in financial markets and the 
health of financial institutions, from an economic perspective TARP could have 
been better designed to achieve more benefits at lower costs. Several of the design 
choices made under TARP—the lack of strict limits on common dividend payments, 
the use of strict limits on executive compensation by participants, the contingent 
use of common stock investments to replace preferred stock investments in espe-
cially weak, too-big-to-fail banks instead of subsidized guarantees for troubled assets 
or new stock issues—all reflected fundamental political obstacles that constrained 
the mechanisms that were chosen.

Any evaluation of TARP must look beyond its effects on GDP and recognize that 
democracies also value justice, which further complicates any evaluation of TARP’s 
design. Beyond its economic costs and benefits, TARP clearly entailed other social 
costs. Many found assistance to bankers unjust, or insisted on attaching conditions 
to that assistance that weakened its effectiveness. Evidence of corruption in choosing 
which banks received TARP funds also added to the noneconomic social cost.

The implementation of TARP was hasty and heavily influenced by the imme-
diate political backlash produced by the financial crisis, especially in the crucial 
weeks between Lehman’s failure and the election. From that perspective, perhaps 
the clearest lesson from TARP is that it would be useful to evaluate TARP and reach 
agreement within our democracy about the difficult tradeoffs involved in designing 
crisis assistance to banks before another crisis is upon us. That way, our discussion of 
the myriad economic and noneconomic costs and benefits can be more complete, 
informed, and thoughtful. This is particularly important in light of the new limits that 
the Dodd–Frank Act of 2010 has placed on Federal Reserve assistance to troubled 
financial institutions under Section 13(3) of the amended Federal Reserve Act. The 
Fed was actively involved throughout the financial crisis in taking on risk through 
guarantees, purchases, and loans. In the future, the ability of the Fed to do so will 
be substantially more constrained. Although it is reasonable and appropriate to  
limit Fed discretion on fiscal matters, having done so, it is all the more necessary 
to plan ahead transparently and wisely for the next crisis. The United States has 
suffered 17 major banking crises since 1792; it is unlikely that the subprime mort-
gage crisis will be our last.

■ The authors would like to thank David Autor, Allen Berger, Jerry Caprio, Stijn Claessens, 
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T he near-failure on September 16, 2008, of American International Group 
(AIG) was an iconic moment of the financial crisis. AIG, a global insurance 
and financial company with $1 trillion in assets, lost $99.3 billion during 

2008 (AIG 2008, p. 194) and was rescued with the help of the Federal Reserve, the 
Federal Reserve Bank of New York, and the US Treasury. The rescue played out over 
many months and involved the extension of loans, the creation of special purpose 
vehicles, and equity investments by the Treasury, with the government assistance 
available to AIG ultimately totaling $182.3 billion. The decision to rescue AIG was 
controversial at the time and remains so. AIG’s fate also provided an important 
touchstone in discussions of financial reform. AIG motivated the enactment of new 
rules governing nonbank financial institutions, as well as rules about the treatment 
of financial derivatives.

In this paper, we begin with an overview of AIG’s main corporate financial 
indicators from 2006–2009. However, most of the attention paid to AIG—and our 
focus—concerns the two main activities that caused the insurance company to 
be driven to the edge of bankruptcy by falling real estate prices and mortgage 
foreclosures: AIG’s securities lending business and its credit default swap busi-
ness. Although much of the discussion concerning AIG has centered on its credit 
default swap business, we will show that losses from its securities lending business 
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were of a similar magnitude. On September 16, 2008, the cumulative losses from 
these two activities were on the order of $50 billion, and both appear to have 
played important roles in AIG’s near-failure (as also emphasized by Pierce 2014; 
Taibbi 2011, chap. 3).

We then turn to a description of the government rescue of AIG, including the 
special purpose vehicles “Maiden Lane II” and “Maiden Lane III” that the New York 
Fed created to deal with the assets related to AIG’s securities lending and credit 
default swap operations, respectively. In particular, we examine the write-downs on 
the assets in these portfolios from each asset’s inception to October 2014. AIG’s 
real estate positions were apparently motivated by the belief that these investments 
would not default. The analysis sheds light on a claim often made by AIG execu-
tives that their mortgage-related investments might have suffered a decline in their 
market value in the short-term, but that they would pay off over time. This claim 
implicitly attributes any price decline in such securities to short-term illiquidity. The 
head of the AIG Financial Products subsidiary, Joseph Cassano, often referred to 
the mortgage-related securities that AIG insured through credit default swaps as 
“money good” (for example, see American International Group Investor Meeting 
2007). Mark Hutchings (2010), who ran AIG’s securities lending business, made 
similar statements about the real estate–related investments financed by securities 
lending. However, this stark claim that assets were “money good” is not borne out: 
a number of AIG’s mortgage-related investments suffered principal write-downs. 
In our concluding section, we discuss the question of how to think about AIG as a 
financial firm.

It is important to be clear about what we do not do in this paper. We do not 
analyze AIG’s regulatory oversight prior to the crisis. We discuss what happened in 
the AIG rescue, but we do not analyze alternative policies or capital structures for a 
rescue. We discuss the specific parties who benefited most from the rescue, but we do 
not address the broad question of what might have happened to the financial system 
had AIG failed. There was certainly reason for concern: In testimony about the AIG 
rescue, Federal Reserve Chairman Ben Bernanke noted that AIG had $20 billion 
of commercial paper outstanding and $50 billion of exposure to other banks via 
loans, lines of credit, and derivatives. Lehman Brothers had around $5.7 billion in 
commercial paper, and its failure wreaked havoc on money market mutual funds 
(FDIC 2011). Policymakers and academics have written extensively about potential 
systemic consequences from the failure of a large, interconnected financial firm 
like AIG: for example, Acharya, Gale, and Yorulmazer (2011), Brunnermeier and 
Pedersen (2009), Kacperczyk and Schnabl (2010), Duarte and Eisenbach (2014), 
and Ellul, Jotikasthira, Lundblad, and Wang (2014), among many others.

AIG Financials: 2006–2009

AIG was an international insurance conglomerate with four main lines of busi-
ness: 1) General Insurance, including property/casualty and commercial/industrial 
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insurance; 2)  Life Insurance and Retirement, including individual and group 
life insurance and annuities; 3)  Asset Management, including private banking, 
brokerage, and investment advisory services; and 4) Financial Services, including a 
capital markets division, consumer finance, and aircraft leasing. Looking at that list 
of lines of business, it is not at all obvious why AIG had significant exposure to risks 
from falling real estate prices and default rates on subprime mortgages.

Each year, public firms must file a 10K report with the Securities and Exchange 
Commission with an in-depth presentation of their financial position. In its 2007 
10K report, AIG listed $1.06 trillion in assets (AIG 2007b, p. 130). Table 1 presents 
financial indicators for 2006–09, which help to put AIG’s 2008 performance into 
perspective. The firm was showing some reasons for concern in 2007, including 
losses in the Financial Services division and unrealized losses in its credit default 
swap business. But in 2008, AIG lost money in all of its main lines of business, with 
the largest losses in the Life Insurance and Financial Services divisions. In both 
cases, the losses stemmed from heavy bets on real estate–related financial products. 

Table 1 
AIG Financial Indicators by Operating Segment, 2006–2009 
(billions of dollars)

Item 2006 2007 2008 2009

Revenues 113.39 110.06 11.10 96.00
Earnings 14.05 6.20 −99.29 −12.31
Realized capital gains 0.11 −3.59 −55.48 −6.86
Unrealized CDS losses (AIGFP) 0 −11.47 −28.60 1.42
Operating Income
 General Insurance 10.41 10.53 −5.75 0.17
 Life Insurance & Retirement Services 10.12 8.19 −37.45 2.04
 Financial Services 0.38 −9.52 −40.82 0.52
 Asset Management 1.54 1.16 −9.19 NA
Assets
 General Insurance 167.00 181.71 165.95 154.73
 Life Insurance & Retirement Services 550.96 613.16 489.65 553.49
 Financial Services 202.49 193.98 167.06 132.82
 Asset Management 78.28 77.27 46.85 NA

Sources: AIG 2008 10-K, pp. 71, 194, and 225 and AIG 2009 10-K, pp. 72, 195, and 230.
Notes: In 2009, results from asset management activities were included in the Life Insurance 
& Retirement Services category. Revenue is composed of premiums and other income, net 
investment income, realized capital gains (or losses), and unrealized credit default swap (CDS) 
losses. Earnings are equal to net income (or losses) as reported on AIG’s consolidated statement 
of income. Realized capital gains are primarily comprised of sales of securities and other 
investments, foreign exchange transactions, changes in the fair value of non-AIGFP derivative 
instruments that do not qualify for hedge accounting treatment, and other-than-temporary 
impairments on securities. Unrealized CDS losses are the unrealized market valuation loss on 
AIGFP’s super senior credit default swap portfolio. Operating income is equal to pre-tax income 
(or loss) for each business segment. Assets are equal to year-end identifiable assets for each 
business segment.
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The Life Insurance division lost money primarily because of securities lending 
($21 billion in losses), where life insurance company assets were loaned in exchange 
for cash that was used to invest in mortgage-related securities. In the case of finan-
cial services, AIG had written credit default swaps on mortgage-related bonds, losing 
$28.6 billion in 2008 (AIG 2008, p.  265). The securities lending business will be 
discussed in the next section; the credit default swap business will be discussed in 
the section after that. AIG’s reported 2008 revenue of $11.1 billion incorporates the 
losses from securities lending, credit default swaps, and other sources.

AIG’s Securities Lending Business

During 2008, AIG’s life insurance subsidiaries lost approximately $21 billion 
from securities lending, in which the life insurance subsidiaries loaned out assets 
and invested the proceeds in risky assets, including assets backed by subprime resi-
dential mortgage loans. In this section, we discuss AIG’s securities lending activity, 
which created unique problems because of its links to AIG’s state-regulated life 
insurance subsidiaries. Recently, Pierce (2014) has examined the securities lending 
business in detail. We argue that it is impossible to evaluate the potential conse-
quences of an AIG failure without understanding AIG’s life insurance and securities 
lending activities.

What Is Securities Lending?
In a securities lending transaction, one party borrows a security from another 

and deposits collateral, typically cash, with the securities lender. The borrower may 
use the security as part of a short-selling strategy or to deliver a particular security to 
a customer. The securities lender invests the cash collateral and earns a yield from 
these investments, less a rebate paid to the securities borrower. Absent default, the 
lender remains the economic owner of the security that is on loan, earning its return 
including any dividend or coupon payments. The cost to the security borrower is 
the difference between the return the borrower could have earned investing the 
cash collateral and the rebate fee, which is a market price determined by the scar-
city of the security on loan. The term of a securities lending transaction may extend 
for various periods up to several months, but in many cases either party can termi-
nate the transaction early. The borrower can end the transaction by returning the 
security to the lender, at which time the lender must also return the cash deposit to 
the borrower. A problem can arise if many borrowers simultaneously decide to end 
transactions and the securities lender does not have, or cannot raise, sufficient cash 
to meet these demands in a timely fashion.1

1 Securities lending transactions are very similar to repurchase agreements, as discussed in Adrian, 
Begalle, Copeland, and Martin (2013). For additional background on securities lending, see Aggarwal, 
Saffi, and Sturgess (2012) and Bank of England (2010).
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Characteristics of AIG’s Securities Lending
AIG’s securities lending activities were conducted “primarily for the benefit 

of certain AIG insurance companies” (AIG 2007b, p. 108). These activities were 
centralized in a noninsurance subsidiary, AIG Global Securities Lending (GSL), 
which served as an agent for AIG’s subsidiary life insurance companies. The life 
insurance companies provided securities, primarily corporate bonds, to GSL. These 
securities were loaned to banks and broker-dealers in return for cash collateral that 
was invested by GSL. The investment proceeds were used to fund the rebate to 
the security borrower, and the remainder was split 50–50 between GSL and the 
insurance companies. Nearly all of AIG’s security loans had a one-month term 
(Hutchings 2010).2

AIG expanded its securities lending rapidly in the run-up to 2008. At the end 
of 2003, the firm had less than $30 billion in securities lending outstanding. At 
the peak in 2007Q3, AIG had securities lending outstanding of $88.4 billion (AIG 
2007a, p. 2). AIG had securities lending of $70 billion during the second quarter of 
2008, which then fell almost to zero by the fourth quarter of 2008.

AIG consistently lent more than 15 percent of its domestic life insurance assets: 
in 2007, for example, the figure was 19 percent. By comparison, Metlife, another 
active insurance securities lender, never had more than 10 percent of its domestic 
life insurance assets on loan.

Typically, securities lending collateral is invested in short-term, highly liquid 
securities: A firm cannot easily lend its securities for cash collateral if possible 
borrowers of those securities fear that their cash collateral may not be secure. 
However, AIG invested a substantial portion of the cash collateral it received from 
securities borrowers in longer-term, illiquid instruments, including securities depen-
dent on the performance of subprime residential mortgages. At the end of 2007, 
65 percent of AIG’s securities lending collateral was invested in securities that were 
sensitive either directly or indirectly to home prices and mortgage defaults. These 
securities included some backed by residential and commercial mortgages, as well as 
others backed by credit card, auto, and home equity loans. It also included collater-
alized debt obligations (CDOs), which are structured financial instruments that are 
backed by a pool of financial assets, often the riskier tranches of mortgage-backed 
securities. Cash flows to collateralized debt obligations are divided into tranches 
ranked from junior to senior. Any losses are first allocated to the more junior 
tranches until their value is exhausted, a structure which offers a degree of protec-
tion to senior tranches.

Of the remainder of AIG’s securities lending collateral, 19 percent was invested 
in corporate bonds and 16 percent was in cash or other short-term investments (AIG 
2007b, p. 108). For comparison, a Risk Management Association (2007) survey of 
securities lenders shows that on average 33 percent of lending proceeds was invested 

2 Term arrangements can be fixed or indicative. If they are indicative, they can be terminated early 
without penalty (Bank of England 2010). We do not have information about whether AIG’s arrange-
ments were fixed or indicative.
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in mortgage-backed securities, asset-backed securities (a broad category of securi-
ties backed by credit card receivables, auto loans, and the like), and collateralized 
debt obligations, with the remainder invested 42 percent in corporate bonds and 
25 percent in cash and short-term investments.

AIG’s use of securities lending collateral to purchase residential mortgage-backed 
securities and collateralized debt obligations is similar to the broader phenom-
enon described in Krishnamurthy, Nagel, and Orlov (2014) of financial firms using 
short-term funding like repurchase agreements and securities lending to fund assets 
that had previously been funded through insured bank deposits. AIG’s investments of 
securities lending collateral in real estate–related instruments accelerated after 2005. 
On the other hand, the AIG Financial Products (AIGFP) subsidiary decided to stop 
increasing its exposure to real estate–related risk near the end of 2005. It took some 
time to implement this decision, however, and deals that were in the pipeline were 
completed, and as a result AIGFP’s real estate exposure continued to grow. In addition, 
some of the collateralized debt obligations that AIGFP insured were “actively managed,” 
which meant that the manager of the security could replace maturing, refinanced, and 
defaulting mortgages with new ones, including the particularly default-prone mort-
gages that were made in 2006 and 2007.

The AIG securities lending business was characterized by a large liquidity and 
maturity mismatch. Securities borrowers can demand the return of their cash collat-
eral on short notice. However, AIG was investing this cash in long-term assets whose 
market values and liquidity could vary substantially in the short run. As long as AIG 
could make new security loans when existing ones came due, it could maintain its 
investments in long-run, illiquid assets. But an arrangement based on a liquidity and 
maturity mismatch, like this one, is clearly vulnerable to bank-run dynamics. The secu-
rity borrowers have incentives that are similar to bank depositors who lack deposit 
insurance. Depositors will rush to withdraw cash when they are concerned about their 
bank’s solvency. They want to make sure that they get their funds before the bank runs 
out of money. Similarly, security borrowers who are worried about the AIG’s ability to 
return their cash on demand are likely to ask for it to be returned. Efforts to satisfy 
these demands will further erode AIG’s liquidity and generate losses that will prompt 
other securities borrowers to demand the return of their cash collateral.

Indeed, before AIG was rescued on September 16, 2008, securities lending 
counterparties began to terminate these lending agreements. Standard and Poor’s, 
Moody’s, and Fitch all lowered AIG’s credit rating in May or June 2008. AIG announced 
large second-quarter losses on August 6, 2008. The possibility of further losses and 
still-lower credit ratings appears to have accelerated the efforts of counterparties to 
reduce their securities lending exposure to AIG. Because the combination of falling 
real estate prices and higher mortgage foreclosures had reduced the market price of 
securities tied to these underlying assets, and because it did not have access to other 
sources of liquidity, AIG was unable to generate sufficient funds to meet redemption 
requests and to return the cash collateral. Moreover, its losses on securities lending 
threatened the regulatory capital positions of AIG’s life insurance subsidiaries, a point 
we discuss later and one that is also emphasized by Pierce (2014).
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Like many episodes during the crisis, AIG’s securities lending problems can be 
viewed through the lenses of both liquidity and solvency. AIG (2008, p. 4) summed up 
its dilemma with respect to securities lending with considerable understatement in its 
2008 10K report: “During September 2008, borrowers began in increasing numbers 
to request a return of their cash collateral. Because of the illiquidity in the market 
for RMBS [residential mortgage-backed securities], AIG was unable to sell RMBS at 
acceptable prices and was forced to find alternative sources of cash to meet these 
requests.” On Monday, September 15, 2008, alone, AIG experienced returns under its 
securities lending programs that led to cash payments of $5.2 billion (AIG 2008, p. 4).

On September 16, 2008, AIG received “alternative sources of cash” from the 
Federal Reserve Bank of New York. The cash was initially in the form of loans. 
However, the New York Fed soon set up several limited liability companies as 
financial vehicles to handle its rescue of AIG. In December 2008, one of these 
companies called Maiden Lane II purchased AIG’s remaining portfolio of residen-
tial mortgage-backed securities, in which it had invested securities lending collateral, 
for $20.5 billion—a 48 percent discount relative to their par value of $39.3 billion. 
According to the Congressional Oversight Panel report (2010, p. 45), AIG’s securi-
ties lending counterparties demanded the return of $24 billion in cash collateral 
between September 12 and September 30, 2008. Ultimately, AIG reported losses 
from securities lending in excess of $20 billion in 2008.

Securities Lending and Bankruptcy
What would have happened to AIG’s insurance companies and securities lending 

counterparties in the event of an AIG bankruptcy? Generally, if a securities lender 
seeks bankruptcy protection, the borrower simply takes ownership of the security that 
it borrowed; any additional claims associated with the transaction would be resolved in 
bankruptcy. The value of the security on loan is marked to market daily, and the collat-
eral is adjusted accordingly, so any additional claims if a security lender goes bankrupt 
would typically be small. Because securities lending transactions are exempt from 
the “automatic stay” provisions of the bankruptcy code—that is, the rule that once 
bankruptcy has been declared, creditors cannot move to collect what they are owed—
resolving these securities lending transactions should be fast and straightforward.

However, AIG’s securities lending was conducted largely on behalf of its life 
insurance companies, which were regulated at the state level. If AIG had declared 
bankruptcy, the resolution of claims related to securities lending would likely have 
depended on the actions of state insurance regulators. When a life insurance 
company cannot meet its financial obligations, a state insurance commissioner 
will take control of the company’s operations and place it in receivership.3 Federal 

3 The state receivership process has three stages: 1) conservation, 2) rehabilitation, and 3) liquidation. 
The receivership process can involve transfers of blocks of assets and liabilities to other companies.  
If the company cannot be rehabilitated or sold, it is declared insolvent and the commissioner liquidates 
the company and distributes assets or the proceeds from asset sales to approved claimants in the manner 
prescribed by the state’s receivership laws. 
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bankruptcy law does not apply to insurance companies, although the actions taken 
under state receivership statutes are generally patterned after federal bankruptcy. 
However, certain important exceptions to this practice may have been material for 
AIG in 2008.

If AIG had sought bankruptcy protection, state insurance commissioners would 
probably have seized AIG’s insurance subsidiaries (Dinallo 2010). In these circum-
stances, the status of securities lending transactions might have varied depending 
on where a particular AIG insurance subsidiary was located. As of 2008, of the ten 
states where AIG’s life insurance subsidiaries were located, only Texas had passed 
a version of the Insurer Receivership Model Act (IRMA) written by the National 
Association of Insurance Commissioners (NAIC), which allows securities lending 
and other qualified financial contracts to receive the same exemption from the 
automatic stay provisions in an insurance resolution that would apply in bank-
ruptcy.4 Texas-domiciled companies supplied the securities for 58 percent of AIG’s 
securities lending. However, the legal treatment of counterparties to the remaining 
42 percent of the securities supplied by life insurers located in other states would 
have been uncertain in an insurance insolvency. AIG’s 2007 10K points out that 
“the securities on loan as well as all of the assets of the participating companies are 
generally available to satisfy the liability for collateral received” (AIG 2007b, p. 108).

An additional protection for some securities borrowers would have arisen from a 
unique aspect of AIG’s lending program. Rather than the typical practice of requiring 
collateral of 102 percent of the value of the security being lent, AIG began lending 
securities with less than 100 percent collateral, with the AIG parent company making 
up the difference to the insurance subsidiary (AIG 2008, p. 3). AIG seems to have 
accelerated this practice as its liquidity issues grew more acute. For example, in an 
August 14, 2008, email, a Federal Reserve Bank of New York employee noted that 
“CSG [Credit Suisse Group] does not need the securities it borrows but instead AIG 
is using the deals to raise cash. As such CSG is looking to take a haircut on AIG’s 
securities as opposed to posting cash to AIG in excess of the securities value which 
is the market standard” (available at http://fcic-static.law.stanford.edu/cdn_
media/fcic-docs/2008-09-12%20FRBNY%20Email%20re%20AIG%20Meeting%20
with%20OTS.pdf). By 2008, AIG had also boosted rebate fees paid to securities 
borrowers and was making losses on securities lending arrangements but felt this was 
warranted in order to avoid a “run on the bank” scenario (Hutchings 2010).

When the borrowing firm does not post enough cash to fund “substantially all 
of the cost of purchasing replacement assets,” then from an accounting perspec-
tive, the transaction will be treated as a sale, rather than as a securities lending 
transaction. AIG (2008, p. 166) reported losses of $2.4 billion on securities lend-
ing transactions that had to be reclassified as “sales” in 2008.

Overall, this analysis suggests that losses for AIG’s securities lending counter-
parties would have been small had AIG sought bankruptcy protection and if the 

4 See Fitch Ratings (2006) and “Expanding Insurance Regulation One State at a Time,” available at 
http://www.law360.com/articles/295760/expanding-insurance-regulation-one-state-at-a-time.

http://fcic-static.law.stanford.edu/cdn_media/fcic-docs/2008-09-12%20FRBNY%20Email%20re%20AIG%20Meeting%20with%20OTS.pdf
http://fcic-static.law.stanford.edu/cdn_media/fcic-docs/2008-09-12%20FRBNY%20Email%20re%20AIG%20Meeting%20with%20OTS.pdf
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counterparties were able to take possession of the securities that they had borrowed. 
Securities borrowers who held securities worth more than the cash they were due 
from AIG would not have suffered losses in an AIG bankruptcy, barring uncertain-
ties associated with state insurance law. Note that this conclusion only takes into 
account the potential for direct losses. Counterparties needing to unwind or liqui-
date positions quickly might have suffered indirect losses as well.

Impact of Securities Lending on AIG’s Domestic Life Insurance Subsidiaries
The losses for life insurance companies engaged in securities lending can be 

attributed to two factors: losses on sales of assets incurred when those securities 
were sold for cash when borrowed securities were being returned, and unrealized 
mark-to-market losses on similar assets that had not yet been sold. Together, these 
losses put AIG’s domestic life insurance companies under considerable regulatory 
pressure. Life insurance regulators establish minimum levels of capital that take into 
account each company’s asset risk, insurance risk, market risk, interest rate risk, and 
business risk (along with an adjustment to account for the fact that these risks are not 
perfectly correlated). When capital falls below a certain threshold, state insurance 
regulators are required to intervene to protect policyholders.

Looking at their official end-of-the-year balance sheets, AIG’s life insurance 
subsidiaries appear to have made it through 2008 with a comfortable cushion of 
capital relative to regulatory minimums. However, these figures include over 
$19 billion in capital infusions in the third and fourth quarters of 2008 that were 
only possible because of the rescue of AIG. Table 2 shows the capital positions of 
the eleven AIG life insurance subsidiaries that had more than $5 billion in assets 
at the end of 2007. For each company, the table shows 2007 assets and the share 
of those assets that were on loan through AIG’s securities lending business, secu-
rities lending losses in 2008, and the company’s regulatory capital as of the end 
of 2008, both with and without the capital infusions made possible by the rescue. 
Eight of these eleven companies would have had negative capital without the capital 
in fusions. The rescue funds recapitalized the life insurance companies and kept 
them solvent, despite their securities lending losses. This ultimately benefited AIG’s 
life insurance policyholders.

The urgency of the problems in AIG’s life insurance subsidiaries is reflected in the 
rapidity with which they were recapitalized: by September 30, 2008, just 14 days after 
the initial loan to AIG, $13.3 billion of the loan proceeds from the Federal Reserve 
Bank of New York had already gone toward recapitalizing the life insurance subsid-
iaries (Congressional Oversight Panel 2010, p. 84). Ultimately, at least $58 billion 
of the total government assistance to AIG went to addressing problems related to 
securities lending: $19 billion in capital infusions to the life insurance subsidiaries 
to address securities lending losses; $36.7 billion to repay collateral to securities 
lending counterparties ($19.5 billion from Maiden Lane II plus $17.2 billion from 
the revolving credit facility that the New York Fed established in the initial stages 
of the rescue) as well as an additional $3.1 billion from the revolving credit facility to 
repay securities obligations (Congressional Oversight Panel 2010, p. 237).
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AIG’s Credit Default Swap Portfolio

We now turn to AIG’s credit default swap business, with the goal of under-
standing the position in which AIG and its counterparties found themselves on 
September 16, 2008.

Credit Default Swaps
A credit default swap is a derivative financial instrument that behaves like 

an insurance contract on a bond or a similar financial security. The writer of the 
credit default swap, who is the insurance seller, promises to pay to the buyer of  
a credit default swap the difference between the market value and the par value  
of the insured bond if a “credit event” occurs. For present purposes, setting aside the 
sometimes arcane details of these contracts, it is sufficient to think of a credit event 
as the failure of the bond to make a promised payment, as in a default. There are 
two ways that the writer of a credit default swap like AIG can suffer a loss. Obviously, 
a loss can occur if a credit event means that the bond or security no longer makes its 
promised payments. But in addition, a loss can occur when the probability of a future 
credit event rises, and so the price of buying a new credit default swap for protection 
against that loss also rises. In this case, the firm that originally sold the credit default 

Table 2 
The Role of the Rescue in Recapitalizing AIG’s Life Insurance Subsidiaries

2007 2008

Company State
Assets

($ millions)

% of 
Assets in 
securities 
lending

Realized 
securities 
lending 
losses

($ millions)

Post-rescue 
capital 

infusions 
($ millions)

Regulatory 
capital  
with  

rescue
($ millions)

Regulatory 
capital  
without 
rescue  

($ millions)

ALICO DE 101,632 4.5% 470 967 4,332 3,365
VALIC TX 63,999 15.1% 3,563 3,621 2,940 −681
AIG Annuity TX 50,553 39.7% 7,109 6,048 3,242 −2,806
American General Life TX 33,682 31.3% 3,790 3,084 2,844 −240
SunAmerica Life AZ 39,455 27.1% 2,281 1,366 4,805 3,439
AIG SunAmerica Life AZ 35,072 6.1% 425 281 1,317 1,036
AIG Life DE 10,790 23.6% 870 679 465 −214
American General 
 Life & Accident

TN 9,134 33.9% 977 786 594 −192

First SunAmerica NY 6,479 30.3% 654 947 550 −397
American International NY 7,093 35.1% 771 801 458 −343
United States Life NY 5,315 25.1% 395 456 305 −151
Total: AIG Life 364,770 19.0% 21,305 19,036 22,393 3,357

Sources: Authors’ calculations from insurance regulatory filings accessed through SNL Financial and 
March 5, 2009, Hearing before the Senate Committee on Banking, Housing, and Urban Affairs, http://
www.gpo.gov/fdsys/pkg/CHRG-111shrg51303/pdf/CHRG-111shrg51303.pdf (page 43). Table includes 
details for active securities lending participants with assets of at least $5 billion. The “Total: AIG Life” row 
includes all AIG life insurance subsidiaries.
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swap at a lower price has suffered a loss on a mark-to-market basis, and that loss is 
incorporated in its accounting statements. The use of mark-to-market accounting 
was controversial during the financial crisis (Heaton, Lucas, and McDonald 2010), 
but it is standard practice for most derivatives. Mark-to-market losses on AIG’s credit 
default swap contracts were $28.6 billion in 2008 (AIG 2008, p. 265).

AIG’s Credit Default Swaps
As of December 31, 2007, AIG had written credit default swaps with a notional 

value of $527 billion. Due to accounting conventions, the credit default swaps do 
not directly show up on AIG’s balance sheet. These swaps were written on corpo-
rate loans ($230 billion), prime residential mortgages ($149 billion), corporate 
debt/collateralized loan obligations ($70 billion), and multisector collateralized 
debt obligations ($78 billion) (AIG 2007b, p. 122). (AIG also had an additional 
$1.5 trillion of other derivative exposures, including over $1 trillion in interest rate 
swaps.) The credit default swaps written on multisector collateralized debt obliga-
tions proved the most troublesome. Again, a collateralized debt obligation is a 
financial security backed by an underlying stream of debt payments, which can 
be from mortgages, home equity loans, credit card loans, auto loans, and other 
sources. The payments on this security are then divided into tranches, so that junior 
tranches will bear losses before senior tranches do—allowing the senior tranches 
to receive a higher credit rating. It is even possible to create a new collateralized 
debt obligation by combining tranches of other collateralized debt obligations, a 
so-called “CDO-squared.” AIG insured collateralized debt obligations backed by 
a variety of assets, but including a substantial share backed by mortgages—both resi-
dential and commercial as well as prime, subprime, and Alt-A (which fall between 
prime and subprime on the risk spectrum) (AIG 2008, p. 139).5 It is important 
to realize that AIG’s credit default swap exposure resulted in a “one-way” bet on 
real estate: that is, a decline in real estate prices and a rise in foreclosures would 
impose costs on AIG, but AIG had no offsetting hedging position that would show 
gains if real estate prices fell. In contrast, market-making financial firms (like a 
stockbroker-dealer) typically seek to hedge any significant directional exposure, so 
that they make profits regardless of whether the price of the underlying asset (say, 
the price of a stock) rises or falls.

AIG (2007b, p. 122) characterized $379 billion of its credit default swaps (out 
of $527 billion)—those on corporate loans and prime residential mortgages—as 
used for “regulatory capital relief rather than risk mitigation,” primarily by European 
banks. These do not appear to have been especially risky; in its 2008 10-K, AIG (2008, 
p. 118) reported a mark-to-market loss of $379 million on this portfolio, 0.1 percent of 
the notional value. Moreover, AIG (2007b, p. 122) expected that the swaps would be 
terminated by the counterparties once they were operating under the Basel II capital 

5 Details of AIG’s insured multisector collateralized debt obligations and others are available online at 
http://fcic.law.stanford.edu/resource/staff-data-projects/cdo-Library. 
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rules. This suggests that the counterparty banks considered themselves compliant 
with Basel II, although they were not yet regulated under those rules.

AIG began originating multisector credit default swaps in 2003, at a time when 
the firm was rated AAA. Over half of AIG’s cumulative issuances of credit default 
swaps, however, occurred after the firm’s credit rating was downgraded twice in 
2005. The AIG Financial Products subsidiary reportedly decided to stop originating 
credit default swaps in December 2005, at which point it still had $80 billion of 
commitments (Polakoff 2009, p. 5).

Collateral and Variation Margin
AIG’s credit default swap contracts were traded over-the-counter—that is, 

directly with counterparties—as opposed to being traded on an exchange and cleared 
through a clearinghouse. The standard master agreement for over-the-counter 
derivatives is provided by the International Swaps and Derivatives Association and 
includes a credit support annex, which specifies how counterparty credit risk will be 
addressed. Both the master agreement and annex can be customized when negoti-
ating a deal.

By construction, many derivatives contracts have zero market value at incep-
tion; this is generally true for futures, swaps, and credit default swaps. When a 
position has zero market value, the two parties to a contract can, by mutual consent, 
exit the contract without any obligation for either to make any further payment to 
the other. Note that one or both parties may be using the contract to hedge a posi-
tion, in which case exiting would leave at least one party with some unhedged risk 
to consider.

As time passes and prices move, a contract initiated with zero market value will 
generally not remain at zero market value: fair value will be positive for one counter-
party and negative by an exactly offsetting amount for the other. In such cases, it is 
common for the negative value party to make a compensating payment to the posi-
tive value counterparty. Such a payment is referred to as margin or collateral; in this 
context, the two terms mean the same thing.6 Collateral can flow back and forth as 
market values change. It is important to note that this transfer of funds based on  
a market value change is classified as a change in collateral and not as a payment. 
The reason is that the contract is still active, so collateral is held by one party against 
the prospect of a loss at the future date when the contract matures or makes payment 
on a loss. If the contract ultimately does not generate the loss implied by the market 
value change, the collateral is returned. The accounting treatment of collateral 
recognizes this description, and the reporting of collateral on the balance sheet 
depends upon the existence of a master netting agreement. When full variation 
margin is regularly exchanged, the value of the contract is in effect regularly reset 

6 Technically, payments due to market value changes are variation margin. Another use of collateral is 
to protect against possible future market value changes. This kind of collateral, called “initial margin” 
or the “independent amount,” was typically not used in over-the-counter markets in dealer-to-dealer 
transactions prior to the crisis and is not relevant for discussing AIG.
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to zero, meaning that the counterparties can agree to exit the contract without any 
further payments.

AIG’s Collateral Practices
The post-crisis investigation shed light on AIG’s collateral arrangements 

with various counterparties. Most of the credit default swap contracts written by 
AIG did not call for full exchange of variation margin. Rather, they carried a 
wide range of collateral provisions (details are summarized in AIG 2007c, d, and 
market standards for collateral are discussed in ISDA 2010). Some contracts made 
no provision for any exchange of collateral. Most often, AIG would make collat-
eral payments only if the decline in value of the insured assets exceeded some 
predefined threshold. These thresholds often depended on AIG’s credit rating, 
which meant that a corporate ratings downgrade could lead to a large required 
collateral payment. Selected examples from December 2007 (AIG 2007d) illus-
trate agreements ranging from full mark-to-market to an 8 percent threshold 
with various credit rating triggers for AIG and in some cases for the underlying 
collateral. Here are three examples. Goldman Sachs had 44 transactions with AIG, 
with a total notional value of $17.09 billion. The threshold (level of market value 
change required to trigger a collateral payment) was “4% as long as AIGFP is rated 
in the AA/Aa category” (AIG 2007d, p. 4). Societe Generale had 38 transactions 
with AIG, with a total notional value of $18.64 billion. The threshold was “8% 
as long as AIGFP is rated AA/Aa2 and Reference Obligation is rated at least in 
the AA/Aa category; the Threshold is reduced based on a matrix that takes into 
account lower ratings of AIGFP and/or the Reference Obligation” (AIG 2007d, 
p. 6). Finally, RBS had four transactions with AIG, with a total notional value of 
$1.35 billion. AIG had to make variation payments for any market value change; 
the threshold for these was zero (AIG 2007d, p. 6).

The assets underlying the multisector collateralized debt obligations were not 
easily traded. As a consequence, there were running disagreements between AIG 
and its counterparties, later documented by the Federal Crisis Inquiry Commission, 
about their mark-to-market value at any given time and hence the amount of collat-
eral that AIG owed counterparties.

Because many of the AIG credit default swap agreements did not include full 
payment of mark-to-market variation margin, AIG could and did accumulate unpaid 
losses. An unpaid variation amount is economically equivalent to a loan from the 
counterparty to AIG. If AIG has $1 billion in unpaid variation margin, it is as if 
AIG borrowed $1 billion from the counterparty. In addition, a party accumulating 
unpaid losses may be unwilling to exit a derivatives contract, because doing so would 
force it to make full collateral payments. Presumably this is why the credit support 
annex of swap agreements will often contain provisions that allow the purchaser of a 
credit default swap to terminate the agreement if the issuer of the swap experiences 
a credit downgrade.

AIG had first reported a loss on its written credit default swaps in 2007, losing 
$11.5 billion on all such swaps for the year—$11.1 billion in the fourth quarter 
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alone—with 98 percent of the total coming from credit default swaps on multisector 
collateralized debt obligations (AIG 2007b, p. 83).7 Losses continued in 2008. Table 3 
depicts the evolution of collateral calls between June and September 2008 for Goldman 
Sachs and Societe Generale (AIG’s two largest credit default swap counterparties), 
as well as for all counterparties combined. As of June 30, 2008, counterparties had 
called $15.78 billion and AIG had posted $13.24 billion. The totals climbed gradually 
until on September 12, 2008, total calls amounted to $23.44 billion, with AIG having 
posted $18.92 billion. Thus, prior to the rescue, AIG had already provided almost 
$20 billion to counterparties.

The effect of triggers from changes in credit ratings is evident in a comparison 
of collateral calls for September 12, 2008, and those for September 15, 2008, the 
day on which all three credit ratings agencies downgraded AIG below AA−. Total 
collateral calls increased by $8.6 billion, to $32 billion. AIG’s collateral shortfall 
rose from $4.5 billion to $12.4 billion. Societe Generale’s call on that day rose by 
$5.5 billion.

What Would Have Happened to Credit Default Swap Counterparties If AIG Had 
Declared Bankruptcy?

If AIG had declared bankruptcy on September 16, 2008, what would have 
been the direct effect on credit default swap counterparties? It is of course impos-
sible to answer this question definitively, but some straightforward observations 
are possible.

7 AIG’s credit default swap business was barely disclosed prior to 2007. The phrase “super senior” refer-
ring to tranches of collateralized debt obligations appears four times in the 2006 annual report and 
114 times in 2007; “multisector” does not appear in 2006, but appears 23 times in 2007; “CDO” (for  

Table 3 
Evolution of Collateral Calls and Collateral Posted for AIG’s Credit Default Swaps 
(CDS) on Multisector Collateralized Debt Obligations (CDOs) 
(millions of dollars)

Goldman Sachs Societe Generale
Total for all 

counterparties
Total

shortfallDate Call Posted Call Posted Call Posted

6/30/2008 7,493 5,913 1,937 1,937 15,780 13,241 2,539 
9/12/2008 8,979 7,596 4,280 4,008 23,441 18,922 4,519 
9/15/2008a 10,072 7,596 9,833 4,320 32,013 19,573 12,440 
9/16/2008 10,065 7,596 9,818 5,582 33,879 22,445 11,434 

Source: “AIG/Goldman Sachs Collateral Call Timeline,” Financial Crisis Inquiry Commission (FCIC). 
http://fcic.law.stanford.edu/documents/view/2172.
a AIG was downgraded on September 15, 2008, and this meant that many multisector CDS counterparties 
were contractually entitled to additional collateral.

http://fcic.law.stanford.edu/documents/view/2172
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AIG had 21 counterparties for its multisector credit default swaps. Of those, 
nine had collateral calls exceeding $500 million, and six of those—Goldman Sachs, 
Societe Generale, Merrill, UBS, DZ Bank, and Rabobank—had a difference greater 
than $500 million between the collateral they had requested and the amount AIG 
had posted. Table 4 shows these collateral shortfalls for the six largest counter-
parties to AIG’s multisector credit default swaps as of September 16, 2008, and 
also shows the shortfall relative to shareholder equity for each counterparty. Of 
the $11.4 billion that AIG owed to counterparties on its credit default swaps on 
September 16, 2008, these six banks accounted for $10 billion.

If AIG had defaulted, the counterparty banks to the credit default swaps on 
the multisector collateralized debt obligation would have likely faced three direct 
consequences. First, the banks would have kept the collateral already posted by AIG. 
This is a result of the rule mentioned earlier that derivatives are exempted from 
the automatic stay in bankruptcy (for discussion, see Edwards and Morrison 2005; 

collateralized debt obligation) appears twice in 2006 and 93 times in 2007. AIG’s 2006 annual report 
discloses that it had written $483.6 billion in credit default swaps, but provides no details, whereas the 
2007 report reports notional values of credit default swap by category. AIG’s first public disclosure of 
credit default swaps written on the multisector collateralized debt obligations came on August 9, 2007, 
during a second-quarter earnings call (Federal Crisis Inquiry Commission 2011, p. 268). The lack of 
disclosure is surprising given that the credit default transactions increased the size of AIG’s balance sheet 
by 50 percent in economic terms.

Table 4 
Multisector Credit Defalt Swap (CDS) Counterparty Collateral Shortfall Relative 
to Equity and Asset Sales Necessary to Maintain Pre-shortfall Equity-to-Asset Ratio

Total assets
($ billions)

[1]

Total 
shareholders 

equity
($ billions)

[2] 

AIG shortfall
as of  

9/16/2008
($ billions)

[3]

Shortfall/  
equity
[3]/[2]

[4]

Asset sales to return to 
pre-AIG-shortfall  

equity-to-assets ratio
($ billions)

[5]

Goldman Sachs 1,081.8 45.6 2.5 5.41% 58.5
Societe Generale 1,694.4 56.0 4.2 7.56% 128.1
Merrill Lynch 875.8 38.4 1.0 2.70% 23.6
UBS 1,784.5 41.5 1.0 2.41% 43.0
DZ Bank 677.0 10.6 0.7 7.00% 47.4
Rabobank 894.0 45.0 0.6 1.31% 11.7
Total 312.4

Source: Federal Crisis Inquiry Commission “AIG/Goldman-Sachs Collateral Call Timeline,” available 
at http://fcic.law.stanford.edu/documents/view/2172 and author calculations using 2008 Q2 and Q3 
financials. Goldman Sachs, Merrill Lynch, and UBS assets, shareholders equity, and tier 1 capital come 
from 2008Q3 financial statements. Societe Generale, DZ Bank, and Rabobank values come from 2008Q2 
financial statements. For each counterparty, to get the number shown in column 5, multiply total assets 
shown in column 1 by the percentage shown in column 4. Column 5 represents the assets sales that 
would be necessary if the AIG collateral shortfall from column 3 was realized and the firm in question 
chose to preserve its original equity-to-asset ratio.

http://fcic.law.stanford.edu/documents/view/2172
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Bolton and Oehmke forthcoming). Second, the banks would have been treated as 
general creditors for any collateral that had been requested but AIG had not yet 
posted. Third, the banks would have retained the asset or position that had been 
hedged by the defaulted credit default swap.

Assuming that assets were valued correctly and that the September 15, 2008, 
downgrade of AIG to an A rating eliminated any remaining thresholds that might 
have further increased collateral calls, the economic cost of an AIG default for its 
counterparties would be equal to the collateral shortfall: that is, the difference 
between called and posted collateral. How significant would this shortfall have been 
for the counterparty banks? As can be seen in Table 4, even for the six banks that 
were individually owed more than $500 million, in no case did the shortfall exceed 
10 percent of their equity capital.

However, comparing the actual loss with counterparty equity may be too 
sanguine, because it assumes that counterparties would simply absorb the loss. 
This assumption faces at least three potential problems. First, Brunnermeier and 
Pedersen (2009) and Duarte and Eisenbach (2014), among others, emphasize the 
possibility of fire-sale spillovers. Institutions might respond to the loss in capital by 
selling assets in order to return to their pre-loss leverage ratios. This could lower 
asset prices and lead to mark-to-market losses at other firms who might in turn 
sell assets to get back to target leverage ratios. Our back-of-the-envelope calcula-
tions presented in Table 4 suggest that if these six banks had chosen to respond by 
selling assets to get back to their pre-AIG default debt to equity ratios, they would 
have needed to sell $312 billion in assets. Second, the cancellation of the credit 
default swaps would leave many of the counterparties with unhedged exposure to 
real estate risk. Retaining this risk could reduce the capacity for other risk-taking. 
Third, even if one concludes that counterparties could have absorbed losses due to 
an AIG failure, other market participants would not have known at the time who 
was exposed and in what amount. For this reason, the failure of any large financial 
firm can be stressful for the financial system—a conclusion that is not particular to 
credit default swaps or AIG.

Another consequence of AIG’s failure would have been cancellation of the 
$387 billion of other credit default swaps mainly held by European banks. Collat-
eral calls related to these positions totaled just $500 million on September 16, 2008 
(Congressional Oversight Panel 2010, p. 42), and as noted above, the institutions 
were apparently anticipating the swaps to expire when they adopted Basel II capital 
rules. The cancellation of these swaps would have created a regulatory capital defi-
ciency, but it is not clear that this would have been economically important. In any 
event, European financial regulators would have had the option to forebear from 
enforcing the capital rules for a time, thus allowing for a period of adjustment.

Overall, how much did the rescue of AIG benefit its multisector credit default 
counterparties? Some media reports suggest that $62 billion in taxpayer funds were 
paid to AIG’s multisector credit default swap counterparties (for example, Orol 
2010). In fact, the direct counterparty benefit from the rescue is smaller. We can 
divide the payments to AIG’s credit default swap counterparties into three categories. 
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First, there are collateral payments AIG made prior to the rescue. These payments 
would have been retained by counterparties in a bankruptcy and therefore cannot be 
attributed to the rescue. These payments totaled $22.4 billion with $18.5 billion associ-
ated with multisector collateralized debt obligations that became part of the Maiden 
Lane III Fed-created special purpose vehicle (see also Congressional Oversight Panel 
2010, p. 93). Second, there are collateral payments made by AIG after the rescue. 
These payments could only be made because of the rescue and clearly offset losses that 
counterparties would have sustained in the absence of a rescue. This amount provides 
a lower bound on the assistance received by counter parties to the credit default swaps 
due to the rescue. AIG’s 2008 10-K reports total collateral payments for credit default 
swaps of $40.1 billion for 2007 and 2008, suggesting that $17.7 billion was paid after 
the rescue. (As confirmation of this amount, the Congressional Oversight Panel (2010, 
p. 93) found that collateral payments of $16.5 billion were made after the rescue 
for the assets that became part of Maiden Lane III.) Finally, Maiden Lane III made 
cash payments of $26.8 billion in exchange for the assets that AIG had insured. These 
payments were equal to the estimated fair market value of the assets at the time (Office 
of the Special Inspector General 2009). While there may not have been many buyers 
for these assets, even at 47 percent of face value in the fall of 2008, it is inappropriate 
to consider the entire amount of the price that Maiden Lane III paid for the credit 
default swap as a direct benefit to the counterparties. Indeed, as we discuss in the next 
section, this portfolio of assets appreciated and was later sold for a modest gain.

Performance of Maiden Lane Assets

The Federal Reserve Bank of New York created several special purpose vehicles 
as part of the rescue of AIG. Among them, Maiden Lane II purchased the remaining 
securities lending invested collateral from AIG, and Maiden Lane III acquired from 
AIGFP’s counterparties the collateralized debt obligations that AIG had insured.
This acquisition terminated the associated credit default swaps. Maiden Lane II was 
funded by a $19.5 billion loan from the New York Fed and $1 billion from AIG that 
would absorb the first $1 billion in losses. Maiden Lane III was funded by a loan from 
the New York Fed of $24.3 billion and $5 billion in equity from AIG (Congressional 
Oversight Panel 2010, pp. 87, 91). The New York Fed has thoroughly documented 
the resulting cash flows at http://www.newyorkfed.org/markets/maidenlane.html. 
These data, in combination with information from various other sources, allow us to 
examine how the value of these securities evolved both while they were held in the 
Maiden Lane vehicles and afterward.

Maiden Lane II and III Performance
The New York Fed managed the Maiden Lane vehicles and assets with the goal 

of selling the assets once markets stabilized. Both Maiden Lane vehicles were ulti-
mately liquidated for a total gain of $9.5 billion. While held in the Maiden Lane 
vehicles, the underlying securities paid interest and also repaid principal and 

http://www.newyorkfed.org/markets/maidenlane.html


98     Journal of Economic Perspectives

experienced write-downs, both of which reduced their face value. They were ulti-
mately sold by auction. The Maiden Lane II assets were bought in December 2008 
for $20.5 billion (53 percent of par value), returned $8.9 billion in interest and 
principal while held, and the residual claims were sold for $15.1 billion (51 percent 
of par) for a nonannualized return of 16.9 percent. The securities were sold prin-
cipally in 2011 and 2012. Table 5 summarizes the size, purchase and sale discount, 
and returns of the individual Maiden Lane II and III securities. There is significant 
variation in the size and discounts of securities.

It is not obvious whether the overall return of 16.9 percent is “good,” given 
the risk of the assets. We can ask, however, whether the Maiden Lane securities 
performed especially well or poorly compared to a broader universe of residential 
real estate. To perform this comparison while controlling for different liquidation 
dates, we use as a benchmark an index of AAA-securitized subprime mortgage loans 
originated in the last six months of 2005, the ABX.HE.AAA.06-1 index. The median 
security in Maiden Lane II had a 13 percent return and underperformed the ABX 
by 7 percent. It is worth noting that AIG had begun to sell its securities lending 
collateral prior to the creation of Maiden Lane II, and the securities acquired by the 
special purpose vehicle were likely the poorest assets.

The securities in Maiden Lane III—primarily the multisector collateralized debt 
obligations that AIG had insured through its credit default swaps—were bought 
in November and December 2008 for $29.3 billion (47 percent of par), returned 
$17.1 billion in interest and principal, and were sold for $22.6 billion (50 percent of 
par), for a nonannualized return of 35.1 percent. The securities were sold primarily 
in 2012. The median security in Maiden Lane III returned 35 percent, exceeding the 

Table 5 
Summary Statistics for Assets in Maiden Lane II and Maiden Lane III Portfolios

Maiden Lane II
assets

Maiden Lane III
assets

Min. Median Max. Min. Median Max.

Notional (millions $) 0.02 31.00 266.00 0.04 201.00 5,400.00
Purchase percentage 0.01 0.56 0.99 0.10 0.48 0.94
Sale percentage 0.00 0.58 1.02 0.03 0.49 0.96
Gain (millions $) −70.50 1.53 76.40 −172.00 36.80 779.00
Return (Gain/Purchase Price − 1) −0.95 0.13 4.06 −0.85 0.35 1.24
Benchmark return −0.15 0.22 0.23 0.03 0.21 0.23
Return less Benchmark return −1.18 −0.07 3.84 −0.91 0.14 1.02

Source: Authors’ calculations using data from the Federal Reserve Bank of New York and Markit.
Notes: “Purchase percentage” is the ratio of the price paid for each asset to its notional value. “Sale 
percentage” is the ratio of the price received for each asset to its notional value. The “Benchmark 
return” for Maiden Lane II is the return on the ABX.HE.AAA.06-1, an index of AAA-securitized 
subprime mortgage loans originated in the last six months of 2005. For Maiden Lane III the “benchmark 
return” is 70 percent ABX.HE.AAA.06-1 and 30 percent CMBX.NA.AAA.1-1, an index of commercial 
mortgage-backed obligations.
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benchmark return by 14 percent. Returns on the Maiden Lane III securities were 
greater than those on Maiden Lane  II, even after adjusting for the return bench-
mark. (The benchmark for Maiden Lane III was 70 percent ABX.HE.AAA.06-1 and 
30 percent CMBX.NA.AAA.1-1, an index of commercial mortgage backed obligations. 
We obtained almost identical results using this benchmark and using ABX alone.)

Post–Maiden Lane Performance
Table 6 shows the performance of the securities lending invested collateral 

portfolio that eventually became part of Maiden Lane II and the super senior 
tranches of the collateralized debt obligations that were insured by AIGFP and 
eventually became part of Maiden Lane  III.8 The table provides information at 

8 Figures reported in Table 6 reflect the full outstanding amount for any security that was included in 
Maiden Lane II or III and not the share of the security purchased by those vehicles. Please see the notes 
to Table 6 for additional details.

Table 6 
Aggregate Performance of Maiden Lane Asset: Origination through October 31, 2014

Date

At  
origination

Beginning of 
Maiden Lane

Maiden Lane 
sale Most recent

ML2 notional (billions) $137.7 $85.9 $62.6 $43.2
ML2 amortization (billions) $0.00 $51.8 $72.6 $87.4
ML2 write-down (billions) $0.00 $0.05 $2.5 $7.0
ML2 write-down since start (%) 0.00% 0.04% 1.8% 5.1%
ML2 securities with write-downs (%) 0.00% 0.5% 17.5% 36.0%

ML3 notional (billions) $82.5 $68.8 $45.8 $29.5
ML3 amortization (billions) $0.00 $13.7 $31.0 $43.1
ML3 write-down (billions) $0.00 $0.00 $5.7 $9.9
ML3 write-down since start (%) 0.00% 0.00% 6.9% 12.0%
ML3 securities with write-downs (%) 0.00% 0.00% 47.2% 59.0%

Source: Authors’ calculations based on data from the Federal Reserve Bank of New York and from 
summaries derived from Intex data. Analysis using the Intex data was performed by Larry Cordell and 
Yilin Huang of the Federal Reserve Bank of Philadelphia.
Notes: Data were available for each of the 855 securities in Maiden Lane II and 146 of the 155 securities 
in Maiden Lane III, accounting for 97 percent of the original Maiden Lane III face amount. Omitted 
securities were either not present in the Intex data (seven securities) or had partially missing data 
(two securities). “Origination” is the date the security was created; “Beginning of Maiden Lane” 
is the approximate time at which the asset was purchased by a Maiden Lane; “Maiden Lane Sale” is 
the approximate time at which the asset was a sold by a Maiden Lane; and “Most Recent” refers to 
information as of October 31, 2014 or the most recent prior data available. (Some assets matured or 
were written down completely prior to October 31, 2014. Once a security has been paid off or written 
down completely, no additional data are reported for it.) Figures reflect the full outstanding amount for 
any security that was included in Maiden Lane II or III and not the share of the security purchased by 
those vehicles. For example, Maiden Lane II might have owned 10 percent of a particular security and 
100 percent of the outstanding amount of the security is used to compute the figures in the table.
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four points: when the securities were originated (various dates); when the Maiden 
Lane vehicles were created; when the securities were sold from the Maiden Lane 
vehicles (various dates); and as of October 2014 (or the most recent prior date for 
which information is available). Thirty-six percent of the Maiden Lane II securities 
and 59 percent of the Maiden Lane  III securities in the table have experienced 
write-downs. A sizeable share of write-downs have occurred during the post–Maiden 
Lane period. As explained earlier, senior tranches will be the last to experience 
actual losses, and for this reason, actual losses in these tranches will appear later 
and will likely increase over time. With approximately one-third of principal still 
outstanding, future substantial writedowns for the assets in both Maiden Lanes II 
and III remain possible.

Reported write-downs to date are 5.1 percent of the original face value of the 
securities that ended up in Maiden Lane II and 12 percent for Maiden Lane III. 
These estimates were calculated from information provided by Larry Cordell and 
Yilin Huang from the Federal Reserve Bank of Philadelphia, following the meth-
odology in Cordell, Huang, and Williams (2011). The Maiden Lane III assets are 
harder to assess because issuers of collateralized debt obligations do not report 
writedowns prior to maturity. It is thus necessary to look for writedowns on the indi-
vidual instruments constituting the collateralized debt obligation. The fact that the 
Maiden Lane II and III assets have suffered write-downs means that we can reject 
the stark claim that they were “money good.”

Was AIG Special?

Given the drama surrounding AIG, it is natural to ask how AIG compared to 
other financial firms at the time. Was AIG unusual in its risk-taking or was it just 
unlucky? It turns out that AIG resembled some large banks in important respects: 
its real estate holdings were comparable to those of Citigroup and Bank of America, 
banks which also received considerable official support in 2008 and 2009. In addi-
tion, AIG’s financing of its real estate positions was fragile and prone to runs in 
times of financial difficulty. Making a comparison with other firms requires first 
that we assess AIG’s position prior to the rescue, especially its exposure to housing. 
A notable feature of AIG was its large position in written credit default swaps and we 
need to take these into account when comparing firms.

Issuing a credit default swap is economically equivalent to borrowing in order 
to finance the purchase of the same risky bond that the credit default swap would 
insure. To see this, suppose that you have excellent credit, that you borrow $50 at 
a 5 percent rate of interest, and that you use the proceeds to buy $50 in one-year 
bonds that might default, and which consequently pay a 15 percent rate of interest. 
If the bonds pay in full, you have a $57.50 asset (50 + .15 × 50 = 57.50), offset by 
a $52.50 liability (50 + .05 × 50 = 52.50), and you will have earned the 10 percent 
interest differential ($5). However, if the bonds lose $20, for example, you have a 
$30 asset and a $52.50 liability—and you face a loss of $22.50. This pattern of gains 
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and losses is precisely that faced by the seller of a credit default swap on the bonds. 
If the bonds pay in full, the seller earns the credit default swap premium ($5), and 
if the bonds default, the credit default swap seller bears the loss ($22.50) that is paid 
to the bondholder.9

To relate this insight to AIG, consider the simplified example of a firm 
with $100 in assets—$90 of debt and therefore $10 of equity. The firm has an 
asset-to-equity ratio of 10:1 (that is, $100/$10). This firm now sells a credit default 
swap on $50 of mortgage-backed securities. In the contract, the buyer of the credit 
default swap agrees to make an annual payment of $5, and the seller bears the loss 
if the mortgage-backed securities fail. The economic result is the same as if the 
firm had $150 in assets ($100 plus the $50 in mortgage-backed securities insured 
by the credit default swap), financed with $140 in debt, $50 of which is implicit in 
the credit default swap. The issuance of a credit default swap implicitly changes 
assets and debt, but not equity.

This was approximately AIG’s situation: the firm as a whole had $1.06 trillion 
of assets and about $964 billion in liabilities at the end of 2007, so it had equity of 
$96 billion. It issued $527 billion in credit default swaps. It was therefore economi-
cally equivalent to a firm with $1.59 trillion in assets and $96 billion in equity. Taking 
into account the credit default swaps, AIG’s ratio of assets to equity was 16:1 rather 
than 11:1.

AIG was not the only financial firm with off-balance sheet real estate hold-
ings. Citigroup, Bank of America, and JPMorgan Chase all had off-balance-sheet 
asset-backed commercial paper conduits used to fund real estate holdings (Acharya, 
Schnabl, and Suarez 2013). The effective asset-to-equity ratio for these banks was 
also higher than reported.

Using these insights, we compared AIG’s total real estate exposure with 
Citigroup, Bank of America, and JPMorgan Chase and with that of another large 
insurance company, Metlife. Our calculations appear in an online Appendix avail-
able with this paper at http://e-jep.org, in Appendix Table X1. After adjusting 
the balance sheets as discussed above, we find that AIG’s real estate exposure was 
24 percent of assets, comparable to that of Bank of America (32 percent) and 
Citigroup (21 percent). AIG’s effective real estate holdings were almost four times 
its book equity.

Was AIG effectively acting like a bank? Banks typically employ short-term 
financing to fund holdings of long-term illiquid assets. AIG did have some explicit 
short-term financing, in particular $20 billion of commercial paper. But AIG’s 
illiquid real estate positions were also financed in a way that was not as transpar-
ently fragile as demand deposits, but which could create large liquidity needs if AIG 
suffered losses.

9 In economic terms, a credit default swap is economically equivalent to a purchase of the insured asset 
financed by issuing floating rate debt (Duffie 1999). For a general discussion of credit default swaps, see 
McDonald (2013, chap. 27).

http://e-jep.org
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As discussed earlier, AIG’s securities lending agreements had a relatively short 
maturity and could be subject to early termination. As AIG suffered downgrades and 
as the real estate investments made with securities lending proceeds suffered losses, 
securities lending counterparties became increasingly likely to terminate these 
agreements, culminating in a $5.2 billion redemption request on September 15, 
2008. This desire by counterparties to unwind their exposure to AIG resembled 
a bank run, as counterparties sought to unwind the positions rather than be left 
with collateral and possibly involved in lawsuits. AIG effectively used collateralized 
short-term financing to buy real estate assets.

Although the mechanism was different, AIG’s multisector credit default swap 
positions also suffered from something akin to a bank run. AIG’s credit default 
swap counterparties could not unilaterally terminate credit default swap agree-
ments, but they were entitled to collect collateral as the values of insured assets 
declined and these counterparty rights could sometimes be accelerated if AIG’s 
credit rating was lowered. When AIG was downgraded on September 15, 2008, 
collateral calls on AIG’s multisector credit default swaps increased by $8.6 billion 
as a result. Thus, while AIG was not literally a bank, it undeniably had bank-like 
characteristics as it employed financing (both explicit and implicit) that was 
subject to termination and cash demands when asset values fell.

Conclusions

Insurance companies are traditionally less vulnerable to financial crises than 
banks, in large part because they have relatively low-risk assets and do not rely 
heavily on short-term funding. However, AIG made itself vulnerable in a number 
of ways. Notably, AIG’s near-failure was a result of two outsized bets on real estate, 
both of which generated large needs for liquidity. First, AIG used securities lending 
to transform insurance company assets into residential mortgage-backed securities 
and collateralized debt obligations, ultimately losing $21 billion and threatening 
the solvency of its life insurance subsidiaries. On one day in 2008, AIG was required 
to pay $5.2 billion in cash to satisfy redemption requests. Second, AIG issued credit 
default swaps on real estate–backed multisector collateralized debt obligations, 
ultimately losing more than $30 billion and facing a one-day $8.6 billion collateral 
demand due to a downgrade in its credit rating. Securities lending and writing credit 
default swaps were both “carry trades:” that is, bets that long-term assets would earn 
a higher return than the short-term cost of funding. AIG’s use of financial markets 
to transform itself from a traditional insurance company to a bank-like firm ulti-
mately proved disastrous.

The rescue of AIG had many beneficiaries. The broader financial system was 
spared the unpredictable consequences of a large and complicated firm failing at 
a time when financial markets were very fragile. Direct beneficiaries of the rescue 
included the life insurance subsidiaries that received $20 billion in capital infu-
sions, protecting their policyholders. The counterparties to the credit fault swaps 
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AIG had sold on multisector credit default obligations (CDOs) were also benefi-
ciaries, although their direct benefit was the $17.7 billion in collateral payments 
made after the rescue rather than much larger figures that sometimes have been 
emphasized. In addition to addressing problems with securities lending and the 
multisector credit default swap portfolio, rescue funds provided to AIG directly 
benefited numerous other counterparties including AIG’s employees, holders of 
AIG’s commercial paper and other AIG debt holders and repo counterparties, 
states and municipalities who had AIG-sponsored Guaranteed Investment Agree-
ments, as well as defined contribution pension plans holding stable “value wraps” 
(which smooth the volatility of the pension plan) issued by AIG.

AIG’s near failure is often described as a liquidity event: that is, it found itself 
in 2008 holding a number of mortgage-based securities that were impossible to 
sell—except perhaps at unreasonably low “fire sale” prices. But AIG sustained a loss 
of $99 billion in 2008, exceeding the firm’s end-of-2007 equity of $96 billion (AIG 
2008, p. 36), raising the question of whether it experienced a liquidity problem, a 
solvency problem, or both. Despite its reliance on fragile sources of funding, AIG 
had no specialized liquidity risk committee until 2007 (AIG 2007b, p. 99). It is 
tempting to attribute this to the company’s insurance origins together with the belief 
of senior management that the real estate-related investments were “money good.” 
Our examination of the performance of AIG’s underlying real estate securities 
indicates that AIG’s problems were not purely about liquidity. While we cannot say 
whether prices in 2008 were “correct” in any meaningful sense, the assets repre-
sented in both Maiden Lane vehicles have experienced substantial write-downs, 
with the possibility of more in the future. With hindsight, it may seem obvious that 
AIG’s real estate assets were not “money good” and would suffer real losses, but the 
belief that they would not, and that liquidity would not be a problem, was an impor-
tant factor in their creation and purchase by AIG and others.
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A s the financial crisis manifested itself and peaked in 2007 and 2008, the 
response of US policymakers and regulators was shaped in important ways by 
legal and political constraints. Policymakers lacked certain legal authorities 

that would have been useful for addressing the crisis, notably to use public capital to 
stabilize the banking sector or to deal with the failure of large financial firms such 
as insurance companies and investment banks that were outside the scope of bank 
regulators’ authority to resolve deposit-taking commercial banks. US policymakers 
had long been aware that new legal authorities might be useful and even neces-
sary, but political constraints meant that such changes could only be enacted after 
a financial market crisis actually threatened the economy. Analyzing the response 
to the crisis and considering improvements to future efforts thus requires under-
standing the political and legal constraints that narrowed the available options or 
affected the timing of actions taken.

Legal constraints were keenly felt at the US Department of the Treasury, where 
I served as a senior official from December 2006 to January 2009. Treasury had virtu-
ally no emergency economic authority at the onset of the crisis in 2007, with the 
exception of the Treasury’s Exchange Stabilization Fund, which was intended for 
use in exchange rate interventions. Even while options such as the capital injections 
ultimately undertaken through the Troubled Asset Relief Program (the TARP) were 
being developed at the Treasury in spring 2008, policymakers felt that it was possible 
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to propose the necessary changes in the law to authorize the response only when 
the Secretary of the Treasury and the Chairman of the Federal Reserve could tell 
Congress that action was necessary to avoid an economic collapse. This constraint 
explains why, as the systemic risks of the financial crisis became apparent, the initial 
policy response largely fell to the Federal Reserve, which had the authority to act 
under emergency circumstances.

The story of the financial crisis response can be told through the lens of evolving 
legal and political constraints. In late 2007 and early 2008, while policymakers 
recognized weaknesses in the system, they believed that conventional monetary 
and fiscal responses such as Fed lending and a modest fiscal stimulus would suffice 
to buoy the US economy while the imbalances that had built up during the housing 
bubble were resolved (indeed, Broda and Parker 2014 show that the early 2008 
stimulus increased consumption). By the time of the Bear Stearns bailout in March 
2008, the usual methods were clearly perceived to be inadequate, and the Fed 
was making discretionary choices to invoke authority reserved for “unusual and 
exigent” circumstances to respond to the potential collapse of a nonbank financial 
firm. In September 2008, the Fed’s ability to use this discretionary authority had 
reached its limits, and the imminent risk of financial crisis led to the Troubled 
Asset Relief Program, which authorized public money to be used to purchase trou-
bled assets such as subprime mortgage-backed securities from banks or to inject 
capital into the banking system by purchasing shares of preferred stock in banks. 
The advent of the TARP capital injections facilitated a program of guarantees by 
the Federal Deposit Insurance Corporation to support bank funding, undertaken 
with existing legal authority but in an extraordinary way. Together, these actions 
reassured market participants that the US financial sector would not collapse and 
marked the beginning of the stabilization from the crisis.

There will inevitably be another financial crisis, and the response will be 
shaped by both the lessons learned from recent history and the statutory and 
political changes in the wake of the crisis. The paper thus concludes by discussing 
changes in constraints since the crisis, with a focus on two developments: 1) the 
political reality that there will not in the near future be another wide-ranging grant 
of fiscal authority as was given with the Troubled Asset Relief Program, and 2) the 
new legal authorities provided in the Wall Street Reform and Consumer Protection 
Act of 2010, commonly known as the Dodd–Frank law.

August–September 2007: The Initial Policy Response

By August 2007, policymakers at the Fed and Treasury recognized (belatedly, 
critics might say) that impending credit losses from poor lending during the run-up 
to the housing bubble were not just problems for individual firms or investors but 
posed a broader threat to the financial system and economy.

The initial response to the manifestation of the crisis in August 2007 relied 
on conventional tools of monetary policy and moderate regulatory discretion. For 
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example, the Fed made clear in August 2007 that the discount window was avail-
able for banks in need, and followed in September with a modest cut in the federal 
funds interest rate. Treasury officials encouraged efforts by private market partici-
pants to avoid fire sales of assets, and shepherded voluntary efforts by mortgage 
lenders to avoid foreclosures in instances in which the cost of a mortgage modifi-
cation was less than that of a foreclosure. In Swagel (2009), I discuss these efforts.

With the benefit of hindsight, these policy changes look underwhelming. But 
at the time, policymakers did not see the need for the extraordinary steps that were 
eventually taken to respond to the crisis, even setting aside the several legal and 
political constraints to action that were widely understood to exist. The Treasury 
could not have gotten the authority to undertake capital injections into private 
banks in August 2007 even if policymakers had thought this was necessary, and the 
Fed would have faced a political backlash had it tried under its emergency authority 
to put into place lending programs for investment banks before Bear Stearns faced 
failure. Still in late 2007, policymakers did not believe extraordinary action was 
required, which implies that these legal and political constraints did not bind.

For example, Treasury officials long had been urging financial firms to 
consider their capital positions, but only the independent bank regulators—notably 
the Federal Reserve and the Office of the Comptroller of the Currency—had the 
authority to require banks to fund themselves with more capital rather than by 
borrowing, or to require that they change their behavior in ways like reducing divi-
dend payments to build capital. Indeed, Timothy Geithner (2014), who as President 
of the New York Fed was the primary federal regulator for Citigroup, a firm that 
eventually required extraordinary assistance to survive the crisis, expressed regret 
in his memoir at not doing more with regard to bank capital. In fairness, given the 
scope of losses from bad lending and the depth of the subsequent panic, it is not 
clear that moderate additional amounts of capital would have allowed Citigroup or 
other firms to avoid the turmoil of 2008. Still, more capital would have helped. More-
over, the Federal Reserve at this time did not regulate the then-investment banks 
and so could not have required Bear Stearns, Lehman Brothers, Merrill Lynch, 
Goldman Sachs, or Morgan Stanley to raise more capital—though the US Securities 
and Exchange Commission could have required this step.

Similarly, the Federal Reserve and the Office of the Comptroller of the Currency 
(OCC) did not supervise the American International Group (AIG), the insurance 
company that would require a mammoth bailout. Both regulators did, however, 
have authority over some of AIG’s counterparties in the credit default swaps and  
securities lending transactions that led to the bailout. With better information  
and greater foresight, the Fed or OCC might have intervened to limit the accumula-
tion of risk at AIG from the other side (though even here, the Fed and OCC did not 
supervise investment banks such as Goldman Sachs that were also involved with the 
AIG transactions).

The failure to respond more strongly to the budding financial crisis in late 
2007 reflects many factors, but among them is that policymakers did not fully appre-
ciate the depth of what was to come. Through 2007 and even up to the end of the 
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summer of 2008, mainstream economic forecasts such as from the Congressional 
Budget Office were for little or no growth in late 2008 and early 2009, but then for 
a recovery as difficulties in housing and credit markets subsided. Perhaps contrib-
uting to the lack of action by financial regulators during the run-up to the crisis is 
the political reality that it is difficult to rein in financial activity when markets are 
in an upswing.

The Collapse of Bear Stearns

The response to the collapse of Bear Stearns in March 2008 constituted the first 
bailout of the financial crisis. Bear Stearns had come to rely on raising short-term 
liquidity through mechanisms such as repurchase agreements. According to the 
Securities and Exchange Commission, the firm was meeting its capital requirements 
in early 2008 (Cox 2008). However, mounting concerns regarding its expo-
sure to real estate–related losses led many investors to stop renewing short-term 
funding—the functional equivalent of a bank run, as explained in this journal by 
Brunnermeier (2009). Thus, regulators thought that Bear was solvent, and yet the 
firm faced collapse within days.

Bear Stearns was not a commercial bank, and so the usual policy responses 
for a bank facing either liquidity problems or outright failure were not available. 
As an investment bank, Bear Stearns had neither stable deposit funding backed 
by Federal Deposit Insurance Corporation (FDIC) deposit insurance nor access 
to the Fed’s discount window for emergency lending support. In addition, if Bear 
Stearns went broke it would not be resolved like a bank through the time-tested 
FDIC process discussed by Bovenzi (2015), but instead would go through a stan-
dard commercial bankruptcy. Many government policymakers feared that if such a 
bankruptcy proceeded, Bear’s operations would implode as its short-term funding 
disappeared or through an exodus of clients while the bankruptcy proceeded. In 
the eyes of policymakers, Bear Stearns was so interconnected with other institutions 
that its failure could have had systemic consequences as failures on one end of trans-
actions rippled through the financial system. Whether this fear was correct remains 
a subject of debate. But this belief and the constraint of inadequate legal authority 
to deal with a failing nonbank financial firm, combined with the sheer rapidity of 
Bear’s collapse, fostered a blunt Fed intervention to facilitate the acquisition of Bear 
Stearns by JP Morgan Chase.

The Fed turned to its emergency authority under Section 13(3) of the Federal 
Reserve Act, which at the time said that in “unusual and exigent circumstances,” 
the Federal Reserve could lend to “any individual, partnership, or corporation” 
so long as the loan was made against adequate collateral in the judgment of the 
Fed. Note that the requirement was not that the Fed could not actually take losses, 
but only that the Fed would not expect to take a loss. (As noted below, use of the 
Fed’s emergency lending would later be constrained by the passage of the 2010 
Dodd–Frank law.) JP Morgan was willing to buy Bear Stearns, but did not want the 
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transaction to include certain illiquid assets with a notional value of $30 billion. 
The Fed’s solution was to provide financing on these illiquid Bear Stearns assets, 
with JP Morgan exposed to the first $1  billion of losses.1 Shareholders of Bear 
Stearns took large losses, but the bailout ensured that holders of Bear Stearns 
commercial paper and other obligations were made whole.

The Treasury Department did not have the legal authority to commit taxpayer 
funds to an intervention—this was granted only in October 2008 with the enact-
ment of the Emergency Economic Stabilization Act that created the Troubled Asset 
Relief Program. Instead, the Treasury could only provide the Fed with a letter from 
the Secretary of the Treasury to the Chairman of the Federal Reserve noting that 
any losses suffered by the Fed would eventually mean smaller transfers of profits 
from the Fed to the Treasury—that is, the letter offered political cover by acknowl-
edging that the Fed and Treasury were both part of the public balance sheet. In the 
end, the Fed’s loan for the Bear Stearns assets was repaid in full with a $765 million 
gain from interest payments and increases in the value of the underlying assets. The 
Fed’s action did not require Congressional approval, and the firm’s rapid collapse 
and use of nonrecourse lending to a special purpose vehicle meant that, initially, 
the transaction was poorly understood in Washington. The backlash against bail-
outs, however, would build.

Following the collapse of Bear Stearns in March 2008, the Fed put in place 
the Primary Dealer Credit Facility (PDCF), through which the Fed for the first 
time since the Great Depression stood ready to lend to the broker-dealer units 
of investment banks. Though other investment banks such as Lehman Brothers 
and Merrill Lynch were viewed as vulnerable to large mortgage-related losses, the 
PDCF was widely seen as ensuring that these firms would not face the sort of 
funding run that doomed Bear Stearns. In spring 2008, policymakers believed 
that there would be time instead for these firms to raise additional capital or 
sell themselves off to stronger institutions while a gradual improvement of the 
economy would help to stabilize the housing market and asset values with it.

Given the need to rely on the Fed’s emergency authority for Bear Stearns, 
a  natural question is whether the Bush administration should have approached 
Congress in spring 2008 to obtain additional legal power. In March and April 2008, 
policies discussed inside the Treasury included the possibility of large-scale govern-
ment purchases of illiquid assets or public capital injections into banks in the event 
of a broader market crisis. But until such a crisis actually arose, the belief was that 
lawmakers from both parties would be loath to grant discretionary power to execu-
tive branch officials to intervene in private firms and put taxpayer money at risk. 

1 The actual transaction involved a $29 billion Fed loan to a limited liability corporation established 
by the New York Fed that was combined with $1 billion from JP Morgan to purchase the assets. The 
corporation was named Maiden Lane LLC; it was named after the street behind the New York Fed main 
building. If the value of the assets turned out to be less than $30 billion, JP Morgan was exposed to the 
first $1 billion in losses, after which the Fed took any further losses. In making this loan, the Fed thus 
asserted that the assets would eventually be worth at least $29 billion. This assumption turned out to be 
correct, though it was a tenuous assumption at the time.
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Indeed, many members of Congress would object to proposals that could be seen as 
encouraging bailouts by making them more possible.

Others proposed that changes to the bankruptcy code could prove useful for 
dealing with the crisis, like an idea from Zingales (2008) that the power to convert 
bondholders into equity shareholders could “immediately make banks solid, by 
providing a large equity buffer.” However, changing the legal constraint preventing 
such an approach ran into the political constraint. Changes to the bankruptcy 
code had been enacted with considerable controversy in 2005 after at least seven 
years of Congressional efforts. Further such changes were simply not possible in a 
timeframe relevant to dealing with the financial crisis.

The Collapse of Lehman Brothers: Constraints on the Fed and 
Treasury

The bankruptcy of Lehman Brothers in September 2008 marked the onset of 
a broad financial panic, leading to questions of why the Federal Reserve did not 
invoke Section 13(3) to save Lehman. After all, the Fed had made loans for Bear 
Stearns previously and would make another set of loans within two days of Lehman’s 
failure to prevent the collapse of AIG. The difference between the three situations 
is that the Fed saw Lehman as insolvent, not only that it was holding illiquid assets, 
and thus the Fed believed it lacked the legal authority to lend to the firm. This argu-
ment raises several questions.

Was the Fed correct in its assessment of Lehman’s financial situation? Of 
course, it was difficult for anyone to determine the valuation of Lehman’s assets and 
liabilities in the fall of 2008, at a time of severe credit market strains under which 
assets comprised of subprime mortgages were characterized by low liquidity and 
possibly fire-sale prices. Claims that Lehman’s assets might have been worth enough 
to make the firm solvent or nearly so, such as in Stewart and Eavis (2014), are based 
on six-year-old recollections and do not match documentary evidence and contem-
porary accounts. At the time, policymakers and market participants widely believed 
that Lehman was insolvent, and not merely illiquid, with the firm suffering a capital 
hole of several tens of billions of dollars (for example, according to Paulson 2010; 
Geithner 2014). The Fed thus hewed to the law.

Should the Fed have loaned to Lehman Brothers even though central bank 
officials believed that the firm was insolvent? After all, the law left the evaluation of 
collateral quality up to the Fed itself and did not provide a mechanism for a third 
party to object. The law did not prohibit the Fed from taking losses but only from 
making loans on which it expected to make losses—a vital distinction. This question 
begins with a recognition that the Fed faced legal constraints and asks whether it 
should in some cases disregard those constraints. This question might be especially 
relevant if Fed officials suspected that Lehman’s failure would spark a panic and 
play a role in transforming an economic slowdown into the Great Recession. At 
the time, however, the Fed and the Treasury did not expect this outcome. While 
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it was widely recognized that Lehman’s failure would be challenging for markets 
because the firm was widely connected to other market participants through deriva-
tive contracts and repurchase agreements and because Lehman’s failure would call 
into question the viability of other firms with illiquid assets, the Lehman bankruptcy 
led to financial panic through two unexpected channels.

First, the Reserve Primary Fund, a large money market fund, had taken a 
large position in Lehman commercial paper, and the Lehman bankruptcy meant 
that the fund was forced to “break the buck” by declaring that it could not return 
investors’ money at par. The result was a flight from money market mutual funds 
as a group. In turn, firms that relied on funding through short-term commercial 
paper found that it was difficult for them to obtain routine liquidity, because money 
market mutual funds, which were typically large purchasers of commercial paper, 
were selling their existing paper to meet redemptions and not buying new issues. 
The panic in money market funds thus constituted a spillover from the financial 
sector to the real economy—from Wall Street to Main Street. The Securities and 
Exchange Commission regulates money market funds, and in principle, could have 
been aware that the Reserve Fund’s exposure to Lehman securities put it at risk, but 
Lehman paper remained highly rated in the days ahead of the firm’s bankruptcy 
and thus within the scope of allowable assets for money market funds.

Second, the Lehman bankruptcy meant that the assets of many Lehman clients 
were tied up in London as a result of the UK bankruptcy system, which unlike that 
in the United States, did not distinguish between the firm’s resources and those of 
its clients for which Lehman was a custodian. This especially affected investment 
firms such as hedge funds, which in turn sold other assets to generate cash, leading 
to further downward pressure on asset prices. US policymakers were not prepared 
for this feature of the British legal system; indeed, the investors whose funds were 
trapped apparently did not anticipate their dilemma, either.

The panic in money market funds and impact on commercial paper markets 
was at that time viewed as a grave danger, and Treasury and the Fed both responded 
by finding ways to use their existing discretionary power. The US Department of 
the Treasury (2008) used the $50 billion Exchange Stabilization Fund—originally 
established back in the 1930s to address issues affecting the exchange rate of 
the US dollar—to set up an insurance program to insure depositors in money 
market funds. A measure of the panic during that week is that even money market 
mutual funds that only purchased US government securities bought the Trea-
sury insurance, despite the fact that the federal balance sheet standing behind  
the insurance was no different than the one standing behind the Treasury securi-
ties to be insured. Use of the Exchange Stabilization Fund for this purpose was 
plausibly legal—after all, a panicked flight from US dollar-denominated securities 
could be seen as posing a threat to the exchange value of the dollar—but its use 
in this way was without precedent. Use of the Exchange Stabilization Fund had not 
been contemplated for dealing with Bear Stearns earlier that year—the rapidity 
of Bear’s collapse and the Fed’s response precluded this discussion. In the week 
following Lehman’s collapse when every option was considered, it was clear to 
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Treasury officials that there would be only one opportunity to use the Exchange 
Stabilization Fund during the financial crisis because the size of the fund was 
modest relative to the trillions of dollars that were ultimately guaranteed. This 
cannon could fire only a single shot. Indeed, Congress was to restrict future use 
of the Exchange Stabilization Fund as part of the post-crisis reforms, and also 
limited unexpected uses of government authorities, such as actions by the Federal 
Deposit Insurance Commission discussed below.

The Fed responded to the related problems in money market funds and 
commercial paper by developing emergency liquidity programs aimed at these 
particular markets—steps allowed under the 13(3) emergency authority but extraor-
dinary in that the Fed was offering loans to support an asset class rather than for 
particular firms. The Money Market Investor Funding Facility provided liquidity to 
money market mutual funds so that they could avoid fire sales of assets to satisfy the 
flood of redemptions, and the Commercial Paper Funding Facility effectively served 
as a buyer of last resort for the new issuance of commercial paper. Together, these 
programs from the Treasury and Fed were to stanch the redemptions from money 
market funds. But these programs could only be put in place when the crisis had 
flared to the point that they were critical—and not beforehand.

While the problems in money markets and commercial paper abated, the 
panic begun in the week following Lehman’s failure continued. Nonetheless, a 
continuing panic does not suffice to prove that the Fed should have bailed out 
the firm’s funders—this claim requires foresight of the channel through which 
Lehman’s failure affected the economy.

Behind the scenes, top officials from the Treasury and Fed went to extraor-
dinary lengths in seeking to arrange a private solution for Lehman. We will never 
know for sure because the decision did not have to be taken, but it is possible 
that the Fed might have been willing to provide some public financing for 
a transaction if there was a buyer for Lehman that included private capital to 
absorb potential losses ahead of taxpayers. In the end, and in contrast to the 
situation with Bear Stearns, no firm was prepared both to absorb at least some of 
Lehman’s losses (perhaps bolstered by Federal Reserve lending) and also actually 
to continue Lehman’s operations. A possible acquisition by the UK firm Barclays 
would have required a vote by its shareholders at a minimum. It is not clear 
that British regulators would have allowed the deal in the first place, but they 
certainly did not allow for the decision to be made rapidly as would be needed for 
a Fed-assisted transaction.

Having the Fed decide to break its own rules and lend directly to Lehman, despite 
a lack of sufficient collateral, was not a workable solution. An investment bank depen-
dent on short-term funding implodes rapidly once confidence is lost, and lending 
by the Fed to Lehman in the absence of a definite plan to sell the firm and have it 
backed by private capital would probably not have reassured the firm’s private sector 
providers of funding. The end result would have meant that funding from Lehman’s 
private creditors would be replaced by loans from the Fed, leaving American taxpayers 
exposed to the firm’s losses. Moreover, Fed lending to Lehman further would have 
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made market participants expect similar treatment for other teetering firms such as 
Merrill Lynch (which instead sold itself to Bank of America).

AIG

The Federal Reserve provided some $85 billion in loans to avert the failure of 
AIG on September 16, 2008, less than two days after not providing support when 
Lehman Brothers filed for bankruptcy early in the morning on September 15. AIG 
faced collateral calls from the counterparties to its credit default swaps and securi-
ties lending operations. AIG was already pressed to come up with cash and could not 
meet the additional collateral obligations that followed a September 15 downgrade 
in its credit rating by Standard & Poor’s.

The decision to rescue AIG was driven by two factors. First, the Fed believed 
that loans to AIG would be adequately secured by a claim against the firm’s 
well-capitalized and profitable global operating subsidiaries. The Fed’s judgment 
that the loan to AIG was made against adequate collateral seems to have been borne 
out, with the insurer returning to profitability and paying back the government 
investment with a taxpayer profit. (Taxpayers became involved when Treasury took 
on the exposure after using resources from the Troubled Asset Relief Program to 
replace the Fed’s lending.)2 Second, as the world’s largest insurance company, AIG 
was considerably more interconnected with other firms than Lehman, and had 
substantial consumer- and business-oriented operations so that its failure would 
have immediate impacts on the real economy.

Legal constraints shaped the way in which the AIG rescue was carried out. The 
structure of the deal meant that AIG did not declare bankruptcy but instead received 
loans from the Federal Reserve under a number of onerous conditions. Specifically, 
the Fed received a one-time fee of 2 percent on its $85 billion loan commitment, 
an 8.5 percent interest rate on the $85 billion amount, an additional interest rate at 
the three-month LIBOR yield for cash actually drawn by the company, and rights to 
79.9 percent ownership of AIG common stock. AIG presumably accepted the terms 
at the time because the outcome was better for shareholders and other firm stake-
holders than the alternative of bankruptcy. However, these terms are the subject of 
ongoing litigation as of early 2015.

This intervention by the Fed meant that AIG counterparties such as banks and 
other counterparties to AIG credit default swaps did not face losses. Shareholders 
suffered, as was appropriate, but AIG bondholders and others did not. A number 
of observers have asserted that the Fed should have done more to ensure that at 

2 In this issue, McDonald and Paulson suggest that AIG was perhaps not in fact solvent, and thus that the 
Fed’s decision to lend was based on a mistake in judgment. Placing an accurate valuation on assets and 
liabilities in September 2008, and distinguishing insolvency from illiquidity, can often involve controver-
sial decisions. As noted above, the key for the Fed was that it believed at the time that its loans to AIG 
were secured.
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least some of the costs and risks of supporting AIG were borne by private investors. 
Here, legal constraints bound heavily, because no legal authority existed to impose 
such losses on the counterparties of AIG as a condition of receiving a loan from the 
Federal Reserve. Indeed, financial regulators in France had forbidden French banks 
from agreeing to concessions on their claims against AIG. The liabilities of the AIG 
financial products division were collateralized by the overall AIG balance sheet, so 
that a refusal by any counterparty to accept a loss would have meant a collapse of 
the entire firm. Regulators of AIG insurance units across the United States and 
around the world would have had a fiduciary obligation to grab assets to satisfy poli-
cyholders in their local jurisdictions. Counterparties that had already hedged their 
exposure might actually have ended up worse off had they agreed to concessions 
than in the event of an AIG default, which meant that they had no incentive to agree 
to a voluntary haircut. AIG’s rapidly deteriorating cash position meant that there 
was insufficient time to negotiate with its counterparties en masse.3 The choice was 
thus to support the firm as a whole or to let it collapse, with the attendant risk of 
broad negative implications.

Important elements of the Dodd–Frank financial reform legislation in 2010 
(officially, the Wall Street Reform and Consumer Protection Act) were put in place 
in reaction to the constraints highlighted by the Lehman and AIG situations: notably, 
government officials now have the ability to commit taxpayer funds to prevent the 
collapse of a systemically important firm that is not a bank, and not just the ability 
but the obligation to impose losses on equity owners and other counterparties such 
as bondholders to ensure that the public resources are paid back in full. In future 
crises, these changes mean that private investors rather than taxpayers will take on 
the risk and bear the consequences of firms’ failures.

TARP and Constraints on Bank Interventions

The Troubled Asset Relief Program (TARP) was proposed on September 18, 
2008—the same week as the Lehman collapse and the AIG bailout—and passed 
into law as part of the Emergency Economic Stabilization Act on October 3, 2008. 
The TARP provided authority for the Treasury to purchase or guarantee up to 
$700 billion of troubled assets; in Swagel (2009), I provide details on the develop-
ment, proposal, and features of the TARP.

3 One possibility raised by some commentators to sidestep these constraints was for government offi-
cials to pressure particular institutions: for example, the Fed and Treasury could have leaned on, say, 
Goldman Sachs, Merrill Lynch, Bank of America, Citigroup, and Wachovia to accept less than the full 
amount they were owed by AIG—with those firms specified because they were American institutions that 
received billions of dollars of collateral posted by AIG (for discussion, see Walsh 2009). Such an action 
would have treated singled-out firms unequally with others not singled out—including foreign firms with 
more at stake than these American ones. Fed and Treasury officials brushed off this possibility, making 
clear both during and after the bailout that there was no alternative in their view but to support AIG as a 
whole, even with the frustrating implication that all counterparties would be made whole.
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The TARP as originally envisioned by Treasury Secretary Paulson was to 
purchase illiquid mortgage-backed securities to relieve strains in credit markets 
and provide clarity regarding firms’ balance sheets by restarting a process of price 
discovery for illiquid securities. Implementing the asset purchases involved tech-
nical hurdles, including the need to develop a mechanism by which the government 
would buy the securities and to ensure that the details of the law were followed 
regarding who could sell to the government.4 The plan in late September (with 
work on reverse auctions to purchase assets having begun even before enactment 
of the legislation) was that small asset purchases could get under way as a proof of 
concept at the end of 2008 or early 2009. It would take longer for the approach 
to buy a sizable amount of assets, but there could still be a positive impact sooner 
than this if the advent of the TARP helped to boost asset values and coax hesitant 
investors back into the market. Indeed, the mention of the TARP proposal had 
precipitated a stock market rally.

While the intent of the TARP when it was proposed was to purchase illiquid 
assets, its switch in focus to capital injections was driven by events and political reali-
ties. By the time the TARP was enacted in early October 2008, two more large banks 
had failed (WAMU and Wachovia). Confidence in the financial system continued 
to wane, as indicated by measures such as the spread between the low yields on 
Treasury securities and elevated interest rates for banks to borrow from one another. 
It became clear to policymakers that a more rapid approach was needed to shore 
up confidence in the financial system. The switch from asset purchases to capital 
injections fit within the TARP’s legislative language, because shares of banks that 
originated loans represented troubled assets related to mortgages. Indeed, some 
members of Congress had urged the Treasury from the start to carry out capital 
injections rather than asset purchases.

Capital injections could be put in place faster than asset purchases. In addi-
tion, each dollar of TARP capacity used for capital injections provided for a greater 
increase in the loss-absorbing capacity of US banks than a dollar used for asset 
purchases or guarantees. This is because under the Emergency Economic Stabiliza-
tion Act of 2008, the purchase or guarantee of an asset such as a mortgage-backed 
security counted in the same amount against the $700 billion allocated by Congress 
as the provision of an equal amount of capital directly to financial institutions 
through the purchase of equity positions. Asset purchases would help cleanse bank 
balance sheets of illiquid mortgages and contribute to price discovery but would 
raise firms’ net worth only if Treasury intentionally overpaid for assets (which was 
not the plan) or if asset prices rose following the TARP purchases (a possibility if 
the implementation of the reverse auctions lifted confidence and thereby improved 
asset prices).

The Capital Purchase Program (CPP) was announced in a meeting with the 
chief executive officers of nine large American banks at the Treasury Department 

4 For example, sellers of assets were required to provide the Treasury with warrants on the firm itself, and 
obey strictures relating to executive compensation.
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on October 13—the Columbus Day holiday. The eight institutions ultimately 
receiving capital injections (after Bank of America’s acquisition of Merrill Lynch) 
together accounted for more than half of both the assets and deposits of the US 
banking system. The existence of these mega-firms, while giving rise to concerns 
over institutions that were too big to fail, also made it possible to strengthen a 
broad swathe of the banking system rapidly. Each firm received public capital 
equal to 3  percent of its risk-weighted assets, for a total of about $125  billion. 
The remaining thousands of US banks together would be eligible for another 
$125 billion in capital.

The use of a broad capital injection, rather than capital provided only to 
the institutions that needed it most, was driven by policymakers’ desire to signal 
their confidence in the banking system as a whole while providing the resources 
necessary to reinforce this confidence with loss-bearing capacity. The terms of the 
capital injections were thus made relatively attractive to ensure broad participa-
tion, with banks paying only a 5 percent yield on preferred shares for five years, 
after which the yield would increase to 9 percent for banks that had not by that 
time repaid the Treasury. These terms reflected both a legal constraint and a policy 
purpose: the constraint that it was not possible to require a healthy financial insti-
tution to accept a TARP investment, and the policy purpose of encouraging broad 
participation that would reassure market participants about the overall health of 
the US financial system. The US approach was in contrast with capital injections 
in the United Kingdom, which were made on more onerous financial terms, such 
that relatively strong banks declined to participate.

In 2009, TARP funds were again set to be used to shore up the financial system, 
serving as the source of public capital backstopping the so-called “stress tests,” in 
which bank balance sheets were evaluated to see whether they could withstand an 
additional period of financial stress. Banks that lacked the appropriate capital as 
determined by the stress test would be given a chance to raise additional capital 
from the private sector after which they would be required by their regulator to 
accept it from the TARP (on onerous terms meant to induce private capital-raising). 
Such a mandate was possible for regulators because banks failing the stress tests 
could be deemed as operating in an unsafe condition. The availability of TARP 
capital was essential to making the stress tests credible in that public capital was 
available to be forced on firms that could not (or would not) raise their own in 
response to the results of the stress test.

Institutional and legal constraints further affected Treasury decisions to provide  
additional assistance to Citigroup and Bank of America in 2008 and 2009 beyond the  
initial capital investment of $25 billion for each institution. These two banks (and 
perhaps others) appeared to be insolvent at points during the crisis, and were to 
require extraordinary assistance from the TARP, and yet the government propped 
them up rather than invoking the usual bank resolution authority of the Federal 
Deposit Insurance Commission. These decisions reflected several factors. First, there 
was the concern that a government takeover of Citigroup would lead to a renewed 
flight from other still-fragile banks. Second, while the Federal Deposit Insurance 
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Corporation had the legal authority to take over each firm’s commercial bank, there 
was little confidence across the government in the agency’s ability to run a mega-bank. 
Taking over a large bank was easier said than actually done—at least before the new 
powers granted in the Dodd–Frank law. In the end, the shareholders of Citigroup had 
their ownership stakes substantially diluted by the government investment (including 
through the conversion of the Treasury preferred stock holdings into common stock), 
but the firm did not fail. Meanwhile, bondholders and other counterparties avoided 
losses entirely, which was in some ways less than fully desirable, but did have the posi-
tive effect of limiting further financial contagion.

At the same Columbus Day meeting at which the capital injections were 
announced, the Federal Deposit Insurance Commission introduced the Temporary 
Liquidity Guarantee Program (TLGP), under which it would insure senior debt 
issued by banks. The FDIC further extended its deposit insurance to provide an 
unlimited backstop on business transactional checking accounts that were previ-
ously uninsured. The TLGP program was undertaken using the FDIC’s emergency 
authority, which allowed the FDIC to put taxpayer money behind a bank to avoid 
serious adverse systemic economic or financial effects without the usual requirement 
to act in a manner that ensured the least cost for taxpayers. Use of this authority 
required approval by the boards of the FDIC and the Federal Reserve, and the Trea-
sury Secretary was required to consult with the President—all as part of an effort 
to ensure that the authority was not used lightly. Introduced in the Federal Deposit 
Insurance Corporation Improvement Act of 1991, the systemic risk exception had 
not been used until earlier in September 2008, when the FDIC sought to use it as 
part of the transaction by which Citigroup was to buy the failing Wachovia bank (in 
the end, Wells Fargo instead purchased Wachovia without government assistance). 
The Dodd–Frank legislation was later to prohibit a repeat of the TLGP without 
explicit Congressional approval.

Veronesi and Zingales (2010) calculate that the guarantees from the Federal 
Deposit Insurance Corporation account for most of the benefits in terms of stabili-
zation of the financial system. This raises the question of whether the TARP capital 
injections could have been avoided in favor of just the FDIC guarantees along with 
the expansions of Fed liquidity, such as for commercial paper and eventually secu-
ritized assets under the Term Asset-Backed Securities Loan Facility (TALF), and 
the Fed purchases of Treasury and mortgage-backed securities under its quanti-
tative easing policies. After all, the FDIC and Fed actions were undertaken with 
existing emergency powers and did not require Congressional action. Indeed, one 
can argue that the TARP legislative process itself may have contributed to increased 
uncertainty in late September 2008 that could have been avoided by limiting action 
to the Fed and FDIC.

However, this scenario of proceeding without something like the TARP pro-
gram was infeasible. The guarantees from the Temporary Liquidity Guarantee 
Program of the Federal Deposit Insurance Corporation would never have been put 
in place without the existence of the TARP program. While all sources of taxpayer 
funds are on the same balance sheet, the FDIC in practice acts as if this is not the 
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case, seeking to protect its deposit insurance fund to avoid having to utilize the 
statutory authority to borrow from the Treasury.5 Without the advent of the TARP 
and its use for capital injections, the FDIC would have feared that its expanded bank 
guarantees would create too high a risk of needing to borrow from the Treasury, 
and thus the FDIC have not agreed to put in place the TLGP.

Another suggestion is that the capital injections should have been put into place 
sooner—that such action had been part of other financial rescues and the Treasury 
should have learned this lesson from other nations such as Sweden. The difficulty 
is that the Emergency Economic Stabilization Act legislation that allowed the even-
tual capital injections would not have been enacted if the proposal presented to 
Congress were for the US government to purchase $700 billion stakes in private 
banks. This was a hard political constraint. The legal constraints preventing the  
TARP capital injections—the response that was ultimately essential to resolving  
the crisis—could only be addressed when the crisis had become serious enough 
that political constraints dropped aside. And this was the case only when the use of 
pre-existing emergency authority by the Fed and FDIC was not enough to arrest the 
mounting financial sector panic.

Conclusion: Implications for the Next Crisis

What constraints will policymakers and regulators face when the next finan-
cial crisis arrives? It seems safe to conclude, based on political considerations, 
that there will not soon be another Troubled Asset Relief Program, with its broad 
grant of authority for the government to put taxpayer money into the financial 
system. Attacks on the bank bailouts in particular have become a staple of political 
campaigns. Moreover, some emergency actions taken during the crisis are no longer 
available to policymakers as a result of provisions in the 2010 Dodd–Frank financial 
reform bill. The Treasury is no longer permitted to use the Exchange Stabilization 
Fund to guarantee money markets. The Federal Deposit Insurance Corporation 
must now obtain Congressional approval to provide broad debt guarantees. The 
Federal Reserve can no longer make emergency loans to individual nonbank insti-
tutions but must instead devise broad-based programs.

At the same time, the Dodd–Frank law provided important new powers 
for government regulators to respond to a future financial crisis. Title II of the 
Dodd–Frank law creates a nonbank resolution authority under which the govern-
ment can put taxpayer funds into a failing institution to prevent a collapse. 
Government officials are required to recoup taxpayer funds by imposing losses 
on shareholders, bondholders, or other counterparties of the failing firm, and 

5 The desire of the FDIC to avoid borrowing from the Treasury could be seen in the September 2009 
action to have banks pre-pay for future deposit insurance premiums as a way of adding resources to the 
insurance fund (Labaton 2009), even though this imposed a drag on bank resources at the same time as 
banks were being urged to expand their lending to support the recovery.
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ultimately through assessments on other financial sector participants if needed. 
The Federal Deposit Insurance Corporation is still developing the tools for such 
an intervention. However, the broad approach is similar to that taken with AIG, in 
which taxpayer funds go to the parent company and stabilize the firm as a whole. 
Bovenzi, Guynn, and Jackson (2013) discuss this Title  II authority, including the 
relationship with the bankruptcy code.

Other legal and institutional changes also address weaknesses highlighted by 
the financial crisis. The Financial Stability Oversight Council (FSOC) was put in 
place by the Dodd–Frank legislation to avoid the situation with AIG, in which risks 
developed in a lightly regulated part of the financial system. The FSOC is meant to  
give all regulators, but especially the Fed, the affirmative duty to pay attention  
to risks anywhere in the financial system, while the Office of Financial Research 
established under Dodd–Frank is meant to contribute to this effort as well. These 
institutional innovations so far do not appear to have had much effect, though it is 
too soon to know the eventual outcome.

Banks in the wake of the financial crisis are funded with considerably more 
capital than previously, and are required to ensure that they have stable access to 
increased sources of liquidity. Many derivative transactions are required to take 
place on exchanges and through clearinghouses, providing financial regulators 
with greater ability to assess risks that were previously opaque. A Consumer Finan-
cial Protection Bureau was created to address problems highlighted by the crisis, 
including a lack of clarity or disclosure in financial products.

Given these new legal authorities, it seems clear that the policy response to a 
future crisis would face different constraints and thus would unfold in a different 
way. It could be that the increased and altered ability of government officials to 
intervene during a time of crisis leads to unexpected negative consequences. Bond-
holders in the last crisis assumed that some banks were too big to fail—and they 
were right—and thus counted on an intervention that made them whole. With the 
Title  II resolution authority, however, the government can seize a large troubled 
firm and impose losses on bondholders while maintaining the firm’s operations to 
avoid a broader financial market fallout. In the future then, it could be that systemi-
cally important firms subject to the Title II resolution authority will find that their 
funding dries up rapidly in the face of difficulties, as bondholders and sources of 
liquidity pull away to avoid the losses. In other words, the ability of policymakers 
to seize a large financial firm could cause such firms to lose their funding more 
quickly, thereby making this kind of intervention more likely. It will be hard to know 
until the next crisis.

In the meantime, I prefer to think of the glass as half full. Political constraints 
meant that the essential step of the TARP was proposed only when the financial 
crisis was severe enough to make possible Congressional action to avoid economic 
meltdown. While there will not be another TARP, the post-crisis reforms have given 
policymakers certain essential authorities that did not exist in 2007 to 2009—the 
ability to stabilize a troubled but systemically important firm while imposing losses 
on private market participants. Indeed, the understanding that such losses are 
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required in the future should affect markets today; potential lenders to large banks 
will likely reassess the returns they require knowing that by law they must take losses 
in a future crisis rather than receiving a bailout. In sum, an understanding of the 
political and legal constraints that affected the policy response in 2007 to 2009 has 
the potential to make the future response yet more effective and the next crisis 
less damaging.

■ I thank David Autor, Chang‐Tai Hsieh, Randy Kroszner, Ann Norman, Hank Paulson, 
and Timothy Taylor for comments that improved the paper.
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T he share of working-age Americans receiving disability benefits from the 
federal Disability Insurance (DI) program has increased significantly in 
recent decades, from 2.2 percent in the late 1970s to 3.6 percent in the 

years immediately preceding the 2007–2009 recession and 4.6 percent in 2013.
Some experts have interpreted the increase as evidence of a need for signifi-

cant reform. In this journal, Autor and Duggan (2006) describe the growth in 
the disability insurance rolls as “a fiscal crisis unfolding,” report that “abuse [has] 
reached unsustainable levels,” and conclude that “the DI screening process is effec-
tively broken.” In their view, changes in program rules enacted in 1984 made it 
easier for applicants to receive benefits for hard-to-verify impairments like back pain 
and depression. In conjunction with labor market developments that increased the 
incentive for low-wage workers to apply for benefits, these new program rules led to 
an increase in disability receipt.

Other experts attribute most of the increase in beneficiaries to baby boomers 
reaching their peak disability-claiming years and to increased labor force participa-
tion by women, which has made more women eligible to claim disability benefits 
(Reno 2011). Under this interpretation, disability enrollment rates and spending 
are unlikely to rise much further, because these demographic trends have largely 
run their course. Indeed, both the Social Security Administration actuaries (OASDI 
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Board of Trustees 2014) and the Congressional Budget Office (CBO 2012) project 
that spending on Disability Insurance will fall as a share of GDP in the coming 
decade as baby boomers convert from DI benefits to retirement benefits and are 
replaced in the peak disability-receiving ages by smaller cohorts.

With the federal Disability Insurance Trust Fund currently projected to be 
depleted in 2016, Congressional action of some sort is likely to occur within the 
next several years. It is therefore a good time to sort out the competing explanations 
for the increase in disability benefit receipt and to review some of the ideas that 
economists have put forth for reforming US disability programs.

The resolution of the competing explanations is a tale of two time periods. 
During the 1980s, policy changes caused receipt of Disability Insurance benefits first 
to plummet and then to rebound. In this period, the overwhelming majority of the 
change in disability benefit receipt came from changes in “incidence rates” (of new 
awards among the insured not already receiving benefits), though increased eligibility 
for benefits among women also played a role. Since the early 1990s, incidence rates 
among men, adjusted for the population age distribution and the business cycle, have 
been steady, while those for women have been gradually approaching those of men. 
In this period, population aging and increased eligibility among women account 
for two-thirds of the increase in DI benefit receipt, rising incidence among women 
accounts for one-quarter, and declining mortality rates account for one-sixth.

While adjusted incidence rates have mostly leveled off, there has been a change 
in the composition of DI recipients, with more recipients claiming benefits for 
hard-to-verify impairments and with the program playing an increasingly important 
role in providing income for low-skilled workers whose economic prospects have 
stagnated. Thus, the case for DI reform is not primarily a fiscal one—up until the 
2007–2009 recession, spending on the program as a share of GDP had increased 
by only 0.13 percent of GDP over 30 years. Instead, it is about re-optimizing the 
program in light of the changing characteristics of the beneficiary population.

The US Disability Insurance System

The Social Security Administration projects that one-quarter of today’s 
20 year-olds will become disabled and receive benefits from the Disability Insurance 
program for some period of time before reaching age 67 (Social Security Admin-
istration 2014b). Thus, disability is a major economic risk—typically combining 
less ability to earn income with higher health-related costs—against which people 
should desire insurance. In theory, one could imagine a private system in which 
workers voluntarily purchase disability insurance throughout their careers; in prac-
tice, many if not most workers would fail to purchase such insurance. Moreover, 
the challenge of regulating a private disability insurance market to minimize both 
adverse selection and litigation over eligibility for insurance payments would be 
significant (Mashaw 1983). Thus, there is a rationale for a compulsory disability 
insurance system based on the myopia of consumers and the problems that would 
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be faced by private insurance markets in this area, just as there is for Social Security 
retirement benefits (Feldstein and Liebman 2002).

There are two main federal disability benefit programs in the United States 
that assist individuals with severe impairments. Social Security Disability Insur-
ance (DI), the focus of this paper, is a contributory social insurance program that 
replaces lost wages of people with significant work histories. Supplemental Secu-
rity Income (SSI) is a means-tested program that provides benefits to low-income 
disabled, blind, or aged people regardless of work history; SSI spending on disabled 
individuals accounts for approximately 80 percent of all SSI benefits.1 In addition 
to cash benefits, these programs confer eligibility for government-provided health 
insurance—Medicare in the case of SSDI and Medicaid in the case of SSI.

The Social Security Act defines “disability” as the inability to engage in substantial 
gainful activity because of a medically determinable physical or mental impairment 
that is expected to last at least 12 months or result in death. To operationalize this 
definition, the Social Security Administration uses a five-step sequential process. The 
first two steps disqualify applicants who are currently earning above the substantial 
gainful activity limit ($1,090 per month in 2015) or who do not have a severe impair-
ment or combination of impairments that is expected to last 12 months or result in 
death. The third stage compares the applicant’s impairment to a listing of impair-
ments, for each major body system, that are considered severe enough to prevent an 
individual from gainful activity. For example, someone with aggressive lymphoma 
will meet the listing level of disability and automatically qualify for benefits. For an 
applicant whose impairments do not automatically meet the listings, the SSA moves 
to the fourth stage, which involves assessing the person’s residual functional capacity 
and considering whether the individual’s impairments prevent the person from 
doing his or her past work. If so, the individual then moves to the fifth stage of the 
process, where the SSA considers the applicant’s age, education, and work experi-
ence—known as the “vocational grids”—and decides whether the person’s residual 
functioning capacity together with his or her place in the vocational grids prevents 
the applicant from doing other work that exists in the economy. For example, a 
50 year-old applicant who is restricted by his impairment to do no more than seden-
tary work, has no transferable skills to do other work, and has a high school education 
or less will be found to be disabled, whereas a 50 year-old with more education and 
with transferrable skills to do other work would not be found to be disabled.

These standards are applied in three main stages. Disability examiners at state 
Disability Determination Service (DDS) offices make an initial determination. An 
applicant who is denied can appeal to be reconsidered by another disability exam-
iner at the same DDS office. If the applicant is denied a second time, the applicant 
can appeal for a hearing before an Administrative Law Judge (ALJ).

Determining whether an individual is eligible to receive disability benefits is 
much more complicated and requires significantly more administrative judgment 

1 There are also more narrowly targeted disability benefit programs for veterans, railroad employees, and 
federal civilian employees.
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than the determination of eligibility for other large social insurance programs like 
Social Security retirement benefits, where eligibility is triggered by reaching the 
eligibility age, or Unemployment Insurance benefits, where eligibility is triggered by 
an involuntary job separation. The administrative complexity of the disability system, 
combined with limited agency resources, has resulted in long delays in determining 
eligibility and in disability allowance rates that vary significantly depending on the 
office, examiner, or Administrative Law Judge to which a case is assigned (Rupp 
2012; Maestas, Mullen, and Strand 2013).

Approximately 65  percent of Disability Insurance applications are resolved 
at the initial determination stage, while 35  percent are appealed. Most of those 
who appeal eventually have a hearing before an Administrative Law Judge. In 2008, 
out of every 1,000 initial applications, 366 were allowed at the initial determina-
tion, and 283 of those who were denied did not appeal. Of the 351 applicants who 
appealed (a 55 percent appeal rate among those who were initially denied), 215 
were ultimately allowed at the reconsideration or appeals level. Overall, 58 percent 
of applicants were allowed benefits, 28 percent were denied without appeal, and 
another 14 percent were denied after appeal (Social Security Administration 2014a).

For applications that are resolved at the initial stage, average wait times for a 
determination are generally between 100 and 120 days. However, for those receiving 
an Administrative Law Judge (ALJ) hearing, the delays are often quite long. When 
the backlogs were at their worst in August 2008, applicants had to wait 532 days on 
average for an ALJ hearing, in addition to the time spent waiting for an initial deci-
sion and a reconsideration. Management focus and additional resources for ALJs 
reduced the average wait times to 340 days in October 2011, but recent budget 
cutbacks and the surge in applications during the recession caused wait times for 
ALJ hearings to climb again—to 396 days at the end of 2013.

Benefit levels for Disability Insurance are determined by the same benefit 
formula used for Social Security benefits: that is, benefits (in 2015) replace 90 percent 
of the first $826 dollars of prior monthly earnings, 32 percent of monthly earnings 
between $826 and $4,980, and 15 percent of monthly earnings above $4,980. The 
calculation of prior earnings for disability benefits is based on a worker’s average 
indexed earnings in the years before the person became disabled.2 In addition, 
DI benefits are not reduced when claimed earlier in life, whereas approximately 
80  percent of Social Security retirement beneficiaries claim benefits before the 
“full benefit age” and have their benefits reduced accordingly. The average monthly 
benefit for a disabled worker is $1,146 and the interquartile range on the share of 
pre-tax lifetime indexed earnings that is replaced by these benefits extends from 
approximately 45 percent to 80 percent (Muller 2008). Accounting for taxes and 

2 In calculating the average indexed earnings, only the highest y years of indexed earnings count, where 
y is the number of years between the year the person turned age 22 and the year the person became 
disabled, minus between two and five “dropout” years (those with greater elapsed time between age 22 
and becoming disabled are entitled to more dropout years).
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the Medicare benefits associated with DI receipt would increase these replacement 
rates (Autor and Duggan 2006).

Several major legislative changes in recent decades have altered disability eligi-
bility criteria and how the criteria are administered. During the 1970s, spending on 
Disability Insurance benefits increased rapidly as Congress raised Social Security 
benefit levels and made an error in setting the inflation indexing formula that was 
particularly significant in that high-inflation era. During this period, the median 
DI replacement rate increased substantially, creating an increased incentive for 
workers to apply for DI benefits, and administrative cutbacks reduced the review of 
state disability awards (Kearney 2005/2006). Concern about program costs led to a 
tightening of medical eligibility standards and to the Social Security Amendments 
of 1980. Among other provisions, these amendments required the Social Security 
Administration to conduct Continuing Disability Reviews to reevaluate benefi-
ciary eligibility every three years except for those beneficiaries whose disability was 
expected to be permanent.

In the early 1980s, these Continuing Disability Reviews terminated benefits for 
490,000 beneficiaries, with 200,000 of the terminations reversed upon appeal (Kearney 
2005/2006). These terminations brought a strong political backlash. By 1984, 17 gov-
ernors had suspended the reviews in their states. One reason that the terminations 
were perceived as unfair is that medical standards had been tightened, and the reviews 
applied the new standards—causing beneficiaries to be removed from eligibility even 
though their medical conditions had not improved. The fact that the bulk of the ter-
minations occurred during a deep recession added to their unpopularity.

Congress reacted with the Social Security Amendments of 1984, which restricted 
the circumstances under which disability benefits could be terminated. Under the 
new law, benefits could be terminated only if the beneficiary experienced a medical 
improvement or if the government could demonstrate that the initial determina-
tion was in error. The Amendments also required the Social Security Administration 
to develop new standards for individuals with mental disorders, to evaluate pain 
as part of the disability determination process, to consider the effects of multiple 
nonsevere impairments in determining disability, and to place greater emphasis 
on evidence from the applicant’s treating physician in the disability determination 
process. In the wake of these reforms, the disability rolls expanded, reversing the 
trend of the preceding years. Since then, the basic framework for Disability Insur-
ance has remained much the same.3

The Rise and Shifting Composition of Disability Enrollment

The share of working-age Americans receiving disability benefits from the 
federal Disability Insurance (DI) program is shown in Figure 1 for the years 1975 to 

3 One other significant change occurred in 1996, when legislation was enacted that made individuals 
ineligible for benefits if drug addiction or alcoholism played a significant role in their disability.
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2013. The fraction of men receiving DI increased from 3.0 percent in the late 1970s 
to 3.9  percent in the years immediately preceding the 2007–2009 recession and 
nearly 5 percent in 2013. Among women, DI receipt increased from 1.4 percent in 
the late 1970s to 3.6 percent in 2007 and 4.5 percent in 2013.

Over the same period during which these increases in disability enrollment rates 
were occurring, major demographic changes were occurring as well. As the baby 
boom generation born after World War II has moved through the work force, it first 
increased the number of young workers, who are less likely to be disabled, and then in 
recent years has swelled the number of workers in their late 50s and early 60s, who are 
the group most likely to be receiving disability benefits. Figure 2 shows the number of 
Americans of each age in 1980 and 2010. In 1980, there were approximately 23 million 
individuals between the ages of 50 and 59. By 2010, there were over 42 million. Figure 2 
also shows that the cohorts behind the baby boomers are somewhat smaller, partially 
explaining why the Social Security Administration is predicting spending on Disability 
Insurance to decline over the coming decade. Americans who are between the ages 
of 50 and 64 are four and one-half times as likely as those between the ages of 20 and 
49 to be receiving Disability Insurance benefits (that is, about 9 percent for the older 
age group compared to 2 percent for the younger age group). Thus, an increase in 
the share of the working-age population that is at the peak disability-claiming ages can 
result in significant changes in overall disability enrollment rates.

The other relevant demographic change occurring over this time period is the 
increase in the fraction of women with significant labor market experience. To be 
eligible for Disability Insurance benefits, a worker generally needs to have worked 

Figure 1 
Percent of Working-Age (20–64) Population Receiving Disability Insurance (DI) 
Benefits, 1975–2013

Sources: Social Security Administration, Office of the Chief Actuary; and author’s calculations.
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in five of the past ten years.4 As women entered the labor force in large numbers, 
the fraction of women ages 50 to 64 “covered” by Disability Insurance—that is, 
eligible by their work history to receive disability benefits—rose from 46 percent to 
72 percent between 1980 and 2007.

The increase in spending on Disability Insurance has not been as great as the 
increase in enrollment rates. Figure 3 shows spending on DI benefits from 1975 to 
2013. DI benefits for men were 0.4 percent of GDP in the late 1970s and were also 
0.4 percent of GDP in the years leading up to the 2007–2009 recession. In between, 
spending fluctuated with the business cycle and legislative changes. For women, 
spending increased from 0.14  percent of GDP in the late 1970s to 0.27  percent 
of GDP in 2007, with spending as a share of GDP increasing steadily from 1989 
onward. Overall spending on DI benefits increased by 0.13 percent of GDP between 
the late 1970s and the years preceding the 2007–2009 recession: specifically, from 
0.55 to 0.68 of GDP. In comparison, spending on Medicare and Medicaid increased 
by 3.2 percent of GDP over the same time period, increasing every year by approxi-
mately the same percent of GDP as DI spending increased over the entire 30 years.

The reason that spending relative to GDP has risen by only 22 percent when 
enrollment rates have risen by nearly 80 percent is that benefits have not kept up with 
productivity growth. Average benefits from Disability Insurance have fallen relative to 
per worker GDP because these benefits depend on the prior earnings levels of recipi-
ents, and there has been: 1) a decline in the worker compensation share of GDP; 

4 To be eligible for disability benefits, a worker generally needs to have earned 40 work credits, 20 of which 
need to be earned in the last 10 years ending with the year the worker became disabled. In 2015, workers 
receive one credit for each $1,220 of annual earnings with a maximum of four credits earned in any 
calendar year. The credit requirements are reduced for workers who become disabled at younger ages.

Figure 2 
US Population by Age, 1980 and 2010

Sources: US Census Intercensal Population Estimates (accessed via NBER.org) and author’s calculations.
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2) an increase in health benefits as a share of compensation (and a decline in the 
earnings share); 3) a decline in the ratio of earnings “covered” by Disability Insurance 
to total earnings resulting from a rise in earnings inequality; and 4) a shift in the earn-
ings distribution of the DI-claiming population toward those with lower earnings.5

5 Specifically, spending relative to GDP can be decomposed into average benefits relative to per worker 
GDP and the enrollment rate, where the growth in per worker GDP can be thought of as analogous to 
productivity growth:
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For example, from 1977 to 2006, DI recipients as a share of the working-age population (WAP) grew by 
68 percent, while average benefits relative to GDP per WAP fell by 26 percent. Spending relative to GDP 
rose by 24 percent (1.68 × 0.74 = 1.24). See Liebman (2014) for further details.

Figure 3 
Spending on Disability Insurance (DI) Benefits, 1975–2013 
(as percent of GDP)

Sources: Annual Statistical Report on the Social Security Disability Insurance Program (Social Secu-
rity Admin istration 2011); Annual Statistical Supplement to the Social Security Bulletin (Social  
Security Administration 2012, Table 7.A5; 2013, Table 4.A2); 2013 Economic Report of the President; 
and author’s calculations.
Notes: Allocation between males and females is based on December data from each year. Benefits 
for spouses and dependents are allocated between the sexes in proportion to worker benefits. The 
male–female split in DI benefits is interpolated between 1975 and 1980 and between 1980 and 1985.
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Spending on Medicare benefits provided to recipients of Disability Insurance is 
about two-thirds as large as spending on cash benefits. It has also risen faster than the 
disability enrollment rate—from 0.12 percent of GDP in the late 1970s to 0.39 percent 
of GDP in the pre-recession years—because health care spending per beneficiary has 
historically risen faster than GDP. That said, given the expansions of Medicaid eligi-
bility and subsidies for insurance purchase enacted as part of the Patient Protection 
and Affordable Care Act of 2010, many DI recipients would today be receiving free or 
heavily subsidized health insurance even if they were not receiving disability benefits.

Decomposing the Rise in Disability Enrollment

The rise in disability enrollment has resulted from a mixture of factors: major 
demographic trends, changes in program rules and implementation, and evolving 
economic conditions. But how much of the change in disability enrollments can be 
attributed to each factor?

The methodology I use to answer this question is straightforward. I model 
the number of people of age a who are receiving benefits—“in current payment” 
(ICP)—in year t. The number of people in current payment increases with new 
disability awards and declines with terminations. New awards are the product of 
the incidence rate and the number of exposed individuals (the insured popula-
tion minus those already receiving benefits). Terminations come through death or 
recovery.6 “Recovery” is often an involuntary removal from benefit status that occurs 
when the Social Security Administration performs a Continuing Disability Review 
and determines that benefits were awarded in error or that the individual’s health 
status has improved. In the model, a represents single years of age from 20 to 64.

 ICPat = ICP(a−1, t−1) + new awardsat − terminationsat

 new awardsat = incidenceat((populationat * %insuredat) − ICP(a−1, t−1))

 terminationsat = (death rateat + recovery rateat) * ICP(a−1, t−1) .
  

The model can be used to examine counterfactual scenarios in which one or 
more parameters are held constant so as to analyze the share of the change over 
time that can be attributed to changes in the age distribution of the population, the 
insured rate, the incidence rate, the death rate, and the recovery rate.

The data for the model come from the Office of the Chief Actuary at the 
Social Security Administration. The raw data contain all of the elements in these 
three equations, aggregated to five-year age ranges. I interpolate linearly between 

6 At the Social Security full benefit age, terminations can also occur from individuals transitioning to retire-
ment benefits. The results in this paper are limited to individuals 64 and younger. This avoids complications 
associated with the on-going increase in the Social Security full retirement benefit age from 65 to 67.
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the midpoints of the age ranges to produce data at the level of individual years of 
age. The model successfully captures the evolution of the number of individuals in 
current payment over time.

There are several decisions to make in choosing which counterfactual scenarios 
to analyze. First, which time period to analyze? As discussed above, Disability Insur-
ance enrollment plummeted in the early 1980s before rebounding in the second half 
of the 1980s. An analysis that takes 1985 as the base year will attribute much more of 
the change over time in enrollment to incidence than one that takes 1980 or 1990 
as the base. In this analysis, I focus primarily on the 1985–2007 period in order to 
inform discussions about how enrollment rates have evolved since the 1984 legisla-
tive reforms. However, I also present results for 1977–2007 and for the 1977–1985, 
1985–1993, and 1993–2007 subperiods to highlight the fact that different factors are 
responsible for a different share of the rise in DI enrollment in different time periods. 
I stop the simulations in 2007 because my focus is on the long-run program trends 
rather than the particular impact of the deep 2007–2009 recession. The DI enroll-
ment rate increased by about 1 percentage point during the recession. Cutler, Meara, 
and Richards-Shubik (2012) find that the recession-induced increase in DI claiming 
was similar to that in prior recessions. My own estimates described in Liebman (2014) 
indicate that the rise in DI claiming during the 2007–2009 recession was somewhat 
lower than would have been predicted by the previous relationship between unem-
ployment and incidence. It is possible that the availability of extended unemployment 
insurance benefits in the recent recession prevented some DI claiming (Rutledge 
2011). However, Mueller, Rothstein, and von Wachter (2013) find “no indication that 
expiration of UI benefits causes DI applications.”

A second analytic choice is how to stack the various parameters. The impact of rising 
incidence on the Disability Insurance enrollment rate will be greater if demographic 
changes such as population aging and increased female labor force participation have 
resulted in more insured individuals in the age range in which disability receipt is most 
common. Similarly, the impact of demographic changes on the enrollment rate will be 
larger if incidence is higher. To address this issue, I attribute to incidence the increase 
in enrollment rates that would have occurred absent population aging and chang-
ing insured rates. Separately, I estimate the effect of population aging and changing 
insured rates under a counterfactual scenario in which incidence rates remained con-
stant. The sum of these separate estimates is smaller than the total effect when all three 
factors are held constant together. I classify the difference between the separate effects 
and the total effect as “interaction effects.” For simplicity, I stack the two quantitatively 
less-important factors—mortality rates and recovery rates—at the end of the analysis 
and do not estimate separate interaction effects for them. This results in my methodol-
ogy attributing somewhat less impact to declining mortality rates than would occur if 
I stacked that parameter earlier in the analysis.

A final analytic choice is which year to treat as the base year for each param-
eter. It is not possible to choose a single year like 1985 as the base year for all of the 
factors, because some of them exhibited extreme values immediately after the 1984 
reforms. Most of the choices are straightforward, and I describe them as I present 
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the results below. However, the choice of a base for the incidence rate requires 
more discussion because applications for disability benefits vary considerably over 
the business cycle (Autor and Duggan 2003).

The top left panel of Figure  4A shows the actual incidence rate for men, 
along with an age-adjusted rate that holds the age distribution of the population 

Figure 4 
Incidence Rates for Men and Women, Ages 20–64

Sources: Social Security Administration, Office of the Chief Actuary; and author’s calculations.
Notes: In Figure 4A, the graph on the left shows the actual incidence rate for men, along with an 
age-adjusted rate that holds the age distribution of the population constant at its 1980 level, while the 
graph on the right shows the predicted male age-adjusted incidence rate, under the counterfactual 
assumption that unemployment rates were constant at the 1975–2010 mean value of 6.3 percent for 
the entire period. Figure 4B presents a parallel analysis for women.
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constant at its 1980 level. Four patterns are evident. First, incidence rates are highly 
cyclical, rising sharply in response to the 1990–1991, 2001, and 2007–2009 reces-
sions. Second, incidence plummeted after the late 1970s and early 1980s reforms 
that tightened eligibility and increased the number of continuing disability reviews 
(CDRs), before rebounding after 1982 and particularly after the 1984 legisla-
tion that altered eligibility rules and standards for CDRs. Third, since 1985 there 
appears to be an upward trend in the actual incidence rate. Fourth, the post-1985 
upward trend is less steep in the age-adjusted incidence rate, but it is hard to isolate 
the trend visually given the large business-cycle-related fluctuations that are occur-
ring throughout this period.

To isolate the underlying time pattern of incidence from business cycle fluc-
tuations, the top right panel of Figure 4A shows the predicted male age-adjusted 
incidence rate, under the counterfactual assumption that unemployment rates 
were constant at the 1975–2010 mean value of 6.3 percent for the entire period. 
These predictions use coefficients obtained from separately regressing the annual 
incidence rate for each of nine five-year age ranges on the contemporaneous 
unemployment rate and a one-year lag in the unemployment rate, using a method-
ology similar to that of the Social Security Technical Advisory Panel (2011).7 The 
unemployment-adjusted series reveals a much more pronounced increase in male 
incidence in the years following the 1984 legislation—a pattern that was obscured 
in the top left panel by the high unemployment rates of the 1980s, which inflated 
disability incidence rates relative to what they would have been with more typical 
unemployment rates. In addition, the unemployment-adjusted series indicates that 
there has been no increase in incidence among men since the early 1990s.

Figure 4B repeats this analysis for women. The unemployment-adjusted series 
similarly exhibits a steep rise in incidence after 1984. It also shows that, different 
from men, incidence has continued to rise for women since the early 1990s, but at a 
slower rate than during the 1980s. Indeed, incidence for women is now approaching 
the level for men.

Next we will look at some counterfactual simulations to interpret the impact of 
various factors on the percentage of the working-age population receiving disabil-
ity insurance. The analysis of Figure 4 demonstrated that to interpret the impact 
of incidence correctly, one needs to adjust for the business cycle. Simply using the 
1985 incidence rate as the base year for simulations would lead one to understate 
the contribution of rising incidence rates to the increase in the disability insur-
ance beneficiary ratio because, as just noted, 1985 was a high unemployment year. 
So to begin, I first modify the actual beneficiary to working-age population ratio 
to provide an alternative series that projects the path that the ratio would have 
taken if the unemployment rate had remained steady at its average value for the 
entire time period analyzed for the simulation. This is done by allowing all of 
the parameters other than incidence to take on their actual values in each year, 

7 To fit the underlying time trend in incidence, the regressions also include two-part splines with a break 
point in 1992. Full details of these regressions are available in Liebman (2014).
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while adjusting the incidence rate in each year using the coefficients from my 
regressions of incidence on the unemployment rate.8 This modified beneficiary 
to working-age population series is used as the benchmark for the counterfactual 
simulations. In addition, when I conduct simulations holding incidence constant 
at the value from a base year, I hold it constant at the unemployment-adjusted 
value from that base year.

Men and women are analyzed separately, because of the very different evolu-
tion of their labor market experience in recent decades. Figure 5 shows the results 
of the simulations for men during the 1985–2007 period while Figure 6 will do the 
same for women. In Figure 5, the solid dark line shows the actual evolution of the 
men’s DI beneficiary ratio, rising from 2.46 to 3.93 percent between 1985 and 2007. 
The rise in disability rates during the second half of the 1970s, the fall after the 
late 1970s and early 1980s policy changes, and the subsequent rise starting around 
1985 all appear clearly. The next line in the key shows the beneficiary ratio with the 
actual incidence for each year adjusted to the value predicted if unemployment had 
remained steady at 5.6 percent in each year. Because the unemployment rate was 
relatively high for most of the late 1980s and early 1990s and low in the late 1990s 
and early 2000s, this unemployment-constant series is below the actual values in the 
early part of the analysis period and above it in the later period. The 2007 value for 
this adjusted series is 4.12 percent. The next line in the key holds the population 
age-distribution constant at its 1985 values (chosen because it is the initial year of 
the simulations). Absent the aging of the baby boomers, the DI beneficiary ratio in 
2007 would have been 3.66 percent. The next line in the key shows that addition-
ally holding the male “insured rate” constant at its 1984 level (chosen because it is 
approximately the average level in the 1985–2007 period) has little impact on the 
DI beneficiary level, reducing it only to 3.61 percent—because the share of males 
eligible for DI did not change much during most of this time period. To examine the 
impact of incidence, I adjust 1985 incidence to the value that my regressions predict 
would have occurred if unemployment had been 5.6 percent in that year; then I hold 
incidence constant at this unemployment-adjusted 1985 value (this is in addition 
to holding the age-distribution and insured rate constant). Doing so reduces the 
beneficiary to worker ratio in 2007 to 2.60. Compared to the insured-rate constant 
line, the reduction from 3.61 to 3.53 percent is attributable to the interaction effect 
between the demographic parameters and incidence, while the reduction from 3.53 
to 2.60 percent is the direct effect of rising incidence if the population distribution 
and insured rate had not changed.

Holding mortality rates of DI beneficiaries constant—in addition to holding 
the earlier factors constant—further reduces the simulated 2007 Disability 

8 Specifically, I replace the incidence rate, Iat, for age a and year t, with an unemployment-adjusted 
incidence rate,   I  at  

*    = Iat + βgc(   
_

 U    − Ut) + βgl (   
_

 U    − Ut−1), where βgc and βgl are the coefficients from 
the regression of incidence on contemporaneous and lagged unemployment for the 5-year age group 
that a belongs to. This assumes a simple additive relationship between changes in unemployment and 
incidence. It would be valuable to do additional research, perhaps using state-level data, into the best 
functional form for the relationship between unemployment and DI incidence.
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Figure 5 
Impact of Various Factors on the Percentage of Working Age Men (Ages 20–64) 
Receiving Disability Insurance, 1985–2007

Sources: Social Security Administration, Office of the Chief Actuary; and author’s calculations.
Notes: In this analysis, each factor is analyzed sequentially relative to all of the other factors that are listed 
before it in the key. Thus the vertical distance between a line and the line that comes before it in the key 
represents the additional effect of holding the factor constant on top of holding all of the earlier factors 
constant. I attribute to incidence the increase in enrollment rates that would have occurred absent 
population aging and changing insured rates. Separately, I estimate the effect of population aging and 
changing insured rates under a counterfactual scenario in which incidence rates remained constant. The 
sum of these separate estimates is smaller than the total effect when all three factors are held constant 
together. I classify the difference between the separate effects and the total effect as “interaction effects.” 
I stack the two quantitatively less-important factors—mortality rates and recovery rates—at the end of 
the analysis and do not estimate separate interaction effects for them. Also, I first modify the actual 
beneficiary to working-age population ratio to provide an alternative series that projects the path that the 
ratio would have taken if the unemployment rate had remained steady at its average value for the entire 
time period analyzed for the simulation. The unemployment adjustment uses the mean unemployment 
and lagged (1 year) unemployment from 1985 to 2007. See text for details. 

2.3%

2.8%

3.3%

3.8%

4.3%

1975 1980 1985 1990 1995 2000 2005

Pe
rc

en
t o

f w
or

ki
n

g 
ag

e 
po

pu
la

ti
on

Unadjusted
Unemployment constant (1985–2007 average)
Population distribution constant (1985 levels)
Insured rate constant (1984 levels)
Interaction effect between demographics and incidence
Incidence constant (1985 unemployment adjusted levels)
Mortality rates of DI bene�ciaries constant (1985 trend levels)
Recovery rates constant (1989 levels)



Jeffrey B. Liebman     137

Figure 6 
Impact of Various Factors on the Percentage of Working-Age Women (Ages 20–64) 
Receiving Disability Insurance, 1985–2007

Sources: Social Security Administration, Office of the Chief Actuary; and author’s calculations.
Notes: In this analysis, each factor is analyzed sequentially relative to all of the other factors that are listed 
before it in the key. Thus the vertical distance between a line and the line that comes before it in the key 
represents the additional effect of holding the factor constant on top of holding all of the earlier factors 
constant. I attribute to incidence the increase in enrollment rates that would have occurred absent 
population aging and changing insured rates. Separately, I estimate the effect of population aging and 
changing insured rates under a counterfactual scenario in which incidence rates remained constant. The 
sum of these separate estimates is smaller than the total effect when all three factors are held constant 
together. I classify the difference between the separate effects and the total effect as “interaction effects.” 
I stack the two quantitatively less-important factors—mortality rates and recovery rates—at the end of 
the analysis and do not estimate separate interaction effects for them. Also, I first modify the actual 
beneficiary to working-age population ratio to provide an alternative series that projects the path that the 
ratio would have taken if the unemployment rate had remained steady at its average value for the entire 
time period analyzed for the simulation. The unemployment adjustment uses the mean unemployment 
and lagged (1 year) unemployment from 1985 to 2007. See text for details. 
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Insurance beneficiary rate to 2.44 percent. Age-adjusted mortality rates for male 
DI beneficiaries fell from 4.9 percent in 1982 to 3.2 percent in 2007 a phenom-
enon that is discussed further below. In holding mortality rates constant, I use a 
base that is a weighted average of 1982 mortality rates and 1998 mortality rates, 
with 80 percent of the weight on the 1982 rates. Doing so provides a base level for 
1985 that is on the longer-term mortality trend line, avoiding the spike in actual 
mortality that occurred after the removal of less-impaired individuals from the 
DI beneficiary rolls in the early 1980s and the spike in HIV-related mortality that 
begins in the 1980s and continues into the mid 1990s. In the final step, additionally 
holding “recovery rates”—that is, the rate at which eligibility for benefits termi-
nates for a reason other than death, typically an improvement in health—at their 
1989 level has only a small further impact on the simulated 2007 DI beneficiary 
rate, increasing it to 2.49 percent. 1989 was chosen because recovery rates were 
quite stable over the time period and it is the year with approximately the average 
recovery rate for the 1985–2007 period, excluding the one-year spike that occurred 
in 1997 when beneficiaries whose main impairment was related to drug or alcohol 
use were removed from the rolls.9

The left-most bar in Figure 7 and the first column of the top panel of Table 1 
summarize the simulation results for men by showing the percentage of the distance 
from the 2007 unemployment-adjusted beneficiary ratio of 4.12  percent, to the 
simulated ratio of 2.49 percent with all of the factors held constant, that is attrib-
utable to each factor. For men over the 1985–2007 period, population aging is 
responsible for 28 percent of the increase in the DI beneficiary ratio. The insured 
rate is responsible for a negligible 3 percent. Actual incidence being above the 1985 
unemployment-adjusted level is responsible for 57  percent, with the interaction 
between the demographic factors and incidence responsible for 5 percent. Falling 
death rates are responsible for 10 percent. The recovery rate being higher than the 
base value is responsible for −3 percent.

As I emphasized above, the decomposition results are highly sensitive to the 
incidence base year. Column 6 of the top panel of Table 1 shows that if I had begun 
the analysis in the high incidence year of 1977 (rather than the low incidence year 
of 1985) and studied the entire 1977–2007 period for men and women combined, 
I would have found that changing incidence reduced the DI enrollment rate and 
that population aging and rising insured rates each accounted for approximately 
half of the rise in enrollment over the 30-year period.

There have really been three distinct subperiods, as shown in the bottom 
panel of Table 1. From 1977 to 1985 the male beneficiary ratio fell sharply with 
falling incidence rates explaining 61 percent of the decline and higher recovery 
rates explaining 32 percent. From 1985–1993, rising incidence is responsible for 
105 percent of the increase in male benefit receipt, while population aging is 
responsible for only 5 percent. Mortality rates exceeded their trend level during this 

9 Liebman (2014) contains additional details on the time-path of each of these parameters.
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period, reducing benefit receipt and accounting for −13 percent. From 1993–2007, 
population aging accounts for 93 percent of the increase in benefit receipt for men 
and falling mortality rates account for 38 percent. Incidence was on average below 
its 1993 level and accounted for −25 percent of the increase for men. The spike in 
recovery rates from eliminating eligibility for those with impairments related to drug 
and alcohol addiction also contributed −25 percent. Given the result presented in  
Figure 4 that age- and unemployment-adjusted male incidence rates fell sharply  
in the early 1980s, rose steeply in the second half of the 1980s, and have been steady 

Figure 7 
Decomposition of Various Factors’ Impact on the Percent of the Working-Age 
Population Receiving Disability Insurance, 1985–2007

Sources: Social Security Administration, Office of the Chief Actuary; and author’s calculations.
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Table 1 
Decomposition of Various Factors’ Impact on the Percent of the Working Age 
Population Receiving Disability Insurance

A. Full time periods with two different base years

1985–2007 1977–2007

Men
(1)

Women
(2)

Total
(3)

Men
(4)

Women
(5)

Total
(6)

Change in beneficiary ratio to be 
 explained

1.6 1.6 1.6 0.4 1.8 1.1

Percent explained by:
 Population aging 28% 15% 21% 142% 29% 52%
 Changing insured rates 3% 18% 12% 11% 58% 48%
 Interaction term 5% 19% 13% −19% 2% −2%
 Changing incidence rates 57% 45% 50% −72% 6% −9%
 Changing mortality rates 10% 3% 6% 53% 5% 15%
 Changing recovery rates −3% 0% −1% −15% −1% −4%

B. Three subperiods

1977–1985 1985–1993 1993–2007

Men
(1)

Women
(2)

Total
(3)

Men
(4)

Women
(5)

Total
(6)

Men
(7)

Women
(8)

Total
(9)

Change in beneficiary ratio to be 
 explained

−1.4 −0.6 −1.0 0.4 0.4 0.4 0.3 1.0 0.7

Percent explained by:
 Population aging 4% 4% 4% 5% 4% 4% 93% 27% 44%
 Changing insured rates 1% −20% −5% −1% 26% 13% 12% 24% 21%
 Interaction term −1% 7% 1% 2% 10% 6% 5% 6% 6%
 Changing incidence rates 61% 71% 64% 105% 64% 84% −25% 39% 23%
 Changing mortality rates 4% 5% 4% −13% −5% −9% 38% 7% 15%
 Changing recovery rates 32% 32% 32% 2% 1% 1% −25% −3% −9%

Sources: Social Security Administration, Office of the Chief Actuary; and author’s calculations.
Notes: I first modify the actual beneficiary-to-working-age population ratio to provide an alternative series that projects 
the path that the ratio would have taken if the unemployment rate had remained steady at its 1985–2007 mean value 
of 5.6 percent. I then hold factors constant, using the same sequential method as in Figures 5 and 6. Each column 
represents one run of the model, where the top row gives the difference in percentage points (for the final year 
of the simulation time period) between the alternative beneficiary ratio, which holds only the unemployment rate 
constant, and the last counterfactual beneficiary ratio, which holds all factors constant. The other rows represent 
the percent of this difference that can be attributed to each factor, including the interaction between incidence and 
population factors (aging and insured rates). The effect of population aging is found by holding the population 
age distribution constant at its distribution in the starting year for each model run (1977, 1985, or 1993). Similarly, 
I  hold insured rates constant at their values in each of the three start years and hold incidence rates constant at 
their unemployment-adjusted values in each of the three start years. For mortality rates, I attempt to find values on 
the long-term trend line, so that my results are not distorted by the spike in actual mortality that occurred after the 
removal of less-impaired individuals from the DI beneficiary roles in the early 1980s and by the high rate of mortality 
among men with HIV in the 1980s and early 1990s. Therefore, I hold mortality constant at 1977 values in the model 
runs that begin in 1977; at a 1985-trend value, which reflects a weighted average of 1982 and 1998 mortality rates, in 
the model runs that begin in 1985; and at a 1993-trend value, which is found by averaging 1996 and 1997 mortality 
rates, in the model runs that begin in 1993. Recovery rates are the final factor I hold constant, and I do so at 1989 
values for all three scenarios, because recovery rates have remained quite stable over time, and 1989 is the year with 
approximately the average recovery rate for the 1985–2007 period, excluding the one-year spike that occurred in 1997 
when beneficiaries whose main impairment was related to drug or alcohol use were removed from the rolls.
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(or falling slightly) since the early 1990s, this time pattern of results should not 
be surprising.10

I next perform an analogous set of counterfactual simulations that ask how 
the Disability Insurance beneficiary ratio would have evolved for women, holding 
constant the various factors for the 1985–2007 period. The base years used for each 
factor are the same as they were for men.

In Figure 6, the dark line shows the actual evolution of the female Disability 
Insurance beneficiary ratio, rising from 1.20 to 3.47 percent between 1985 and 2007. 
The next line in the key shows the adjusted ratio, with unemployment held constant. 
As with men, this results in a series that is somewhat lower in the first half of the period 
and somewhat higher in the second half. The 2007 value of this series is 3.59 percent. 
The next line in the key, additionally, holds the population age-distribution constant 
at its 1985 level. Absent the aging of the baby boomers, the female DI beneficiary 
ratio in 2007 would have been 3.25 percent. The next line in the key shows that 
additionally holding the female insured rate constant at its 1984 level has a fairly 
large impact on the beneficiary rate—lowering it to 2.84  percent. This factor 
is larger for women than for men because of the large-scale entry of women into the 
workforce starting in the 1970s that has resulted, over time, in a much larger share 
of women being covered by disability insurance. Additionally, holding incidence at 
its 1985 unemployment-adjusted average reduces the simulated beneficiary rate to 
1.40 percent, with 30 percent of the reduction resulting from the interaction effect. 
Holding mortality rates constant at their 1982 level, on top of holding all of the 
earlier factors constant, has a somewhat smaller impact than for men because female 
mortality is lower; it reduces the simulated 2007 Disability Insurance beneficiary rate 
to 1.32 percent. Additionally holding recovery rates at their 1989 level has essentially 
no further impact on the simulated 2007 DI beneficiary rate.

Figure 7 and column 2 of the top panel of Table 1 summarize these results, 
showing that for women population aging and rising insured rates combine to 
account for one-third of the increase in the beneficiary ratio over the entire 1985 
to  2007 period. Rising incidence accounts for 45  percent, and the interaction 
between the demographic factors and rising incidence accounts for 19 percent. The 
impact of changes in mortality and recovery rates was negligible.

The decomposition of results by subperiod in Table 1 shows that the time 
pattern of results for women is somewhat different from that of men, primarily 
because rising insured rates are a more significant factor for women. From 
1977–1985, falling incidence rates explain 71 percent of the decline in enrollment 

10 The change in the beneficiary ratio for the 1985–2007 and 1977–2007 periods is greater than the 
sum of the changes in that ratio for the relevant subperiods. This occurs because it can take decades to 
reach a new steady state beneficiary ratio after, for example, a change in the incidence rate. Thus the 
increase in incidence after 1985 was still causing the beneficiary ratio to rise throughout the 1990s when 
compared to a 1985 incidence base, and this is reflected in the simulations for the full 1985–2007 period. 
But the impact of the 1980s increase in incidence is not captured in the simulations for the 1993–2007 
subperiod, which use a 1993 incidence base and reflect only the impact of further changes in incidence 
relative to the 1993 level.
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for women, rising recovery rates explain 32 percent, and rising insured rates (which 
increase enrollment) are responsible for -20 percent. Whereas rising incidence 
accounted for nearly all of the increase in the beneficiary ratio for men in the 
1985–1993 time period, for women 64 percent of the increase was the result of 
rising incidence and 26 percent was the increase in insured rates. Whereas popula-
tion aging and declining mortality rates accounted for nearly all of the increase in 
the male beneficiary ratio for the 1993–2007 time period, for women population 
aging, rising insured rates, and rising incidence all played a role. In particular, as we 
saw in Figure 4, incidence rates for women have continued to rise even after those 
for men leveled off.11

The impression in policy circles that disability enrollment and spending are 
“out of control” appears to be the result of confounding the legislatively induced 
bounce-back of incidence rates in the late 1980s and early 1990s with the largely 
demographically induced increases of the past two decades. There have been three 
different phenomenon, each with its own time path and economic origins. The 
first is a legislatively induced rise in disability incidence rates that explains the bulk 
of program growth between 1985 and the early 1990s. The second is rising female 
labor force participation, which enabled a greater share of women to qualify for 
SSDI benefits. The third factor, and the largest contributor to rising SSDI rolls 
between the early 1990s and the onset of the Great Recession, is the entry of the 
baby boom generation into its peak disability years. All three factors have now argu-
ably run their course in terms of increasing the share of GDP spent on DI benefits. 
But changes in the characteristics of the beneficiary population in recent decades 
could augur future changes in the program. I turn to this subject next.

Changes in the Beneficiary Population

Much of the policy attention to the Disability Insurance program is motivated by 
a concern that higher enrollment rates may be the result of an expansion in benefit 
receipt by individuals with less-severe impairments. According to this perspective, 
the 1984 legislative reforms and the way in which they have been administered 
loosened eligibility criteria, and the impact of the altered eligibility standards was 
magnified by challenging labor market conditions for low-skilled workers, which 
increased their incentive to claim benefits.

While it is difficult to directly observe whether eligibility standards have shifted 
over time, we can find clues by looking at trends in the age distribution of claims, 
the medical impairments triggering eligibility, and the mortality rate of beneficia-
ries. Such clues need to be interpreted with care. One cannot assess the standards 

11 These results attribute a larger share of the increase in DI enrollment to demographic factors than do 
Duggan and Imberman (2009), who examine the period 1984–2003. They attribute 15 percent of the 
rise in enrollment among men and 4 percent of the rise among women to changes in the age structure 
of the population.
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applied to disability benefits simply by looking at the age-adjusted rates of disability 
incidence, because incidence rates are affected by factors beyond how the program 
is administered. For example, declining relative demand for low-wage workers 
and stagnating real wages at the bottom of the income distribution increased the 
incentives for low-skill workers to apply for disability benefits during the 1980s and 
1990s (Autor and Duggan 2003). These changes in incentives would be predicted to 
increase the rate of disability benefit claiming, which suggests that stable disability 
incidence rates in the post-1990 period could be indicative of tighter eligibility stan-
dards being applied. Conversely, if the overall health of the population is improving, 
then we would expect declining incidence of disability, and a finding of stable inci-
dence rates could reflect looser eligibility standards. Moreover, greater take-up 
of disability insurance in an era of declining economic prospects for low-skilled 
workers could be socially optimal since the economic cost of workers foregoing 
labor force participation depends on the marginal product of their labor relative to 
their disutility of work (Diamond and Sheshinski 1995).

Some observers have cited a shift in the age composition of the disability bene-
ficiary population toward younger ages as evidence that disability determination 
standards have become more lenient. Among both men and women, the mean 
age of new beneficiaries fell by more than three years between 1980 and 1993. 
However, between 1993 and 2011, the mean age of new beneficiaries increased by 
three years, returning to early 1980s levels. The complication in interpreting these 
trends is that as the baby boomers moved through their life cycle, they first swelled 
the number of younger workers, which mechanically increased the share of younger 
workers claiming disability benefits, and then later increased the share of older 
disability claimants. Indeed, when the ages of new recipients of disability benefits 
are adjusted to hold the age composition of the insured population constant, the 
average age fell significantly from the early 1980s to the early 1990s, but has fluctu-
ated around a relatively stable trend since 1990. This pattern is consistent with an 
interpretation that eligibility standards expanded significantly in the aftermath of 
the 1984 legislation, but have been relatively stable since the early 1990s.

Another piece of evidence comes from examining the incidence of specific 
medical impairments. The stability of the overall (age- and unemployment-adjusted) 
disability incidence rate in the post-1990 period masks substantial changes in the 
incidence of individual impairments. For both males and females, the incidence of 
circulatory- and cancer-related benefit awards has been falling, while the incidence 
of musculoskeletal and, to a lesser extent, mental conditions has been rising. One 
possible interpretation of these trends is that overall health has been improving as 
reflected in the declining circulatory and cancer incidence rate, but that improving 
health has not produced declining incidence rates because the program has become 
more lenient in approving claims for musculoskeletal and mental conditions. 
Using my simulation model, I find that if the incidence rates for musculoskeletal 
and mental benefit awards had remained constant at their 1985 levels, while all 
other conditions followed their actual path, the beneficiary ratio would have been 
21 percent lower in 2007 than it was.
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However, there are other possible interpretations for the shift in the distribution 
of impairments. For example, it could be that standards for determining disabilities 
have remained constant, but that a greater number of individuals with musculoskeletal 
or mental health conditions have applied for benefits, either because the prevalence 
of the conditions has increased over time or, more likely, because labor market condi-
tions for low-skilled workers have increased the incentives for individuals with these 
conditions to apply for benefits. It is also possible that some of the shift in the distri-
bution of impairments was the result of individuals who would have been eligible for 
benefits under other categories (possibly a few years later) instead claiming benefits 
under the musculoskeletal and mental impairment categories after the 1984 reforms 
made such claims easier.

The fact that the relatively stable rates of (adjusted) disability incidence during 
the past 25 years were the result of large offsetting trends in incidence rates for 
different conditions suggests that there should be no presumption that rates will 
be stable going forward. For example, if incidence rates for musculoskeletal and 
mental health impairments continue to rise, but the offsetting declines in the other 
conditions level off, overall incidence could rise. Relatedly, while female disability 
incidence rates have leveled off since the mid-1990s at a rate slightly below male 
rates, giving the appearance that the earlier rapid rise in female incidence rates 
was largely a phenomenon of female rates converging to male rates as female 
labor market behavior became more similar to male behavior, incidence rates for 
particular conditions are quite different for men and women, suggesting that the 
appearance of convergence in the aggregate patterns may simply be a coincidence.

A final piece of evidence comes from mortality rates among Disability Insur-
ance recipients. These rates have continued to fall, even during the period in which 
adjusted incidence rates have mostly stabilized. This observation is consistent with 
an interpretation that there has been a shift in the composition of disability bene-
ficiaries toward impairments like musculoskeletal and mental impairments that 
have lower mortality rates. Although it is conceivable that medical progress has 
significantly reduced mortality for a wide range of conditions without improving 
functional capacity, it seems likely that a significant portion of the decline in 
mortality rates among DI recipients is the result of a change in the composition of 
the beneficiary population.

Priorities for Reform of Disability Insurance

By international standards, US spending on disability benefits relative to GDP 
remains low. The OECD provides data on total public expenditures on disability 
and sickness cash benefits for its member countries. In 2011, average spending in 
the OECD on these benefits was 1.9 percent of GDP. In the US, it was 1.3 percent of 
GDP. The Netherlands, a country often heralded for its aggressive disability benefit 
reforms, spent 2.8 percent of GDP on these benefits in 2011 (down from 6.5 percent 
in 1980). Despite the relatively modest US expenditures on these programs, there 
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is a strong case for treating the coming exhaustion of the Disability Insurance trust 
fund as an opportunity for improving the US Disability Insurance system.

Social insurance programs need to be designed to balance the protection they 
provide with the economic distortions they cause (Feldstein 1976). Disability insur-
ance benefits provide protection against the risk of a severe medical impairment, 
while they also generate disincentives for labor force participation. But economic 
research suggests that some significant aspects of the disability insurance system 
are so far from the optimal policy frontier that reforms may exist that can simulta-
neously improve the well-being of impaired individuals and reduce the fiscal and 
efficiency costs of the program.

Improved Incentives for Returning to Work
The current disability benefit package essentially provides lifetime cash bene-

fits and health insurance in exchange for a promise never to do substantial work 
again. That is, given that only about 1 percent of beneficiaries per year are removed 
from the rolls based on health improvements, so long as a beneficiary does not have 
significant labor earnings, the individual is unlikely to lose eligibility for benefits. 
A sizable portion of the disabled beneficiary population might be better off with 
assistance that helps them return to employment. Changes in the disability insur-
ance programs and in low-skill labor markets, along with the decline in other forms 
of public assistance, have made this group a larger fraction of the Disability Insur-
ance and Supplemental Security Income population (Autor and Duggan 2003).

The evidence that a significant number of disability beneficiaries have the 
capacity to work comes from a line of research that began with Bound (1989) and 
examines the earnings of applicants who are denied disability benefits to assess 
the earnings potential of marginal beneficiaries.12 A welcome evolution in this 
literature uses the random assignment of disability cases to examiners or Admin-
istrative Law Judges with different propensities to approve awards to generate a 
causal estimate of the effect of Disability Insurance awards on labor supply (Autor, 
Maestas, Mullen, and Strand 2015; French and Song 2011). It also accounts for 
the fact that the lengthy DI application process can erode labor force participa-
tion even among applicants who are eventually denied disability benefits (Maestas, 
Mullen, and Strand 2015). This literature finds that applying for and receiving DI 
reduces employment rates by over 30 percentage points overall and by more than 
50 percentage points among those with lesser impairments. Roughly one-quarter 
of applicants are on the margin of program entry in the sense that they receive 
benefits if their case is assigned to a lenient examiner, but not if they are assigned 
to one with a lesser propensity to award benefits (Maestas, Mullen, and Strand, 
2013). However, the subsequent earnings levels of denied applicants who return to 
employment are generally below $20,000, suggesting that without further assistance 

12 See von Wachter, Song, and Manchester (2011) for a more recent application of the Bound (1989) 
methodology and Moore (2015) for an analysis of the impact of terminating DI benefits on subsequent 
labor supply.
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the labor market prospects of individuals on the margin between receiving and not 
receiving benefits is quite limited.

Incentives for Employers, States, and the Social Security Administration
Several of the key actors in the disability insurance system have misaligned 

incentives that cause them to encourage people to apply for disability insurance 
(Liebman and Smalligan 2013). A number of the ideas for reform of the US 
Disability Insurance system seek to alter these incentives.

For example, when an employee experiences a health problem, an employer 
may find it easier and less expensive to push an employee toward applying for 
Disability Insurance benefits than to make accommodations that would allow the 
worker to remain employed at the firm. Similarly, it is often less expensive for 
private disability insurance companies to help workers sign up for public Disability 
Insurance benefits than to help them get back to work.

Several reform proposals target incentives for employers, in part based on 
the observation that intervening early, before someone becomes detached from 
employment, is more effective than trying to connect someone later to a new 
job. For example, Autor and Duggan (2010) propose that employers be required 
to provide private disability insurance coverage to all of their workers and that 
this insurance would cover the first two years of a person’s disability. Eligibility 
for federal benefits would begin only after the two years of private benefits were 
exhausted. In their formulation, benefits would be 60 percent of prior earnings 
and would also include vocational rehabilitation and workplace accommodations. 
Because employers would be charged different rates by the private insurance 
companies depending on the benefit claims of their employees, employers would 
have an incentive to find ways to keep their disabled workers employed. In order 
to create greater incentives for firms to retain workers with health impairments, 
Burkhauser and Daly (2011) propose experience rating for the employer share 
of Disability Insurance taxes in a way that is analogous to how worker’s compensa-
tion and unemployment insurance contributions are experience rated. Thus, if 
an employer had a larger number of its workers claiming disability, that employer 
would face higher Disability Insurance premiums.

Other important decision makers who affect whether workers end up receiving 
Disability Insurance, or not, include states and the Social Security Administration 
itself. States have incentives to encourage low-wage workers to sign up for Disability 
Insurance and Supplemental Security Income because doing so has the effect of 
shifting both cash assistance costs and health care costs to the federal government 
and away from state programs. A change in federal funding formulas could alter 
this incentive.

The Social Security Administration’s administrative budget comes from capped 
discretionary spending while benefits are mandatory. As a result, the Social Security 
Administration often ends up underinvesting in administrative capacity—failing to 
do continuing disability reviews, for example—even when doing so increases total 
program costs. Thus, the Social Security Administration has a backlog of 1.4 million 
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continuing disability reviews even though its actuaries estimate that every $1 spent 
on continuing disability reviews saves $10 in future benefits (Social Security Admin-
istration 2013). Additional administrative capacity would lead to more timely and 
accurate initial disability decisions, possibly reducing the number of cases that are 
appealed. In Liebman and Smalligan (2013), we propose that the funding for state 
disability determination services be switched to the mandatory side of the budget, 
which would be in accord with how the administrative costs of TANF, Medicaid, and 
Food Stamps operate.

A Pilot Program Approach
In most cases, we lack the evidentiary base necessary to judge whether specific 

disability insurance reforms would do more good than harm. Are the earnings gains 
that can be produced from employment supports for partially disabled workers 
sufficient to be cost effective when compared with simply providing cash trans-
fers? Would experience-rating of Disability Insurance benefits discourage firms 
from hiring either disabled workers or workers from demographic groups with 
higher incidence of disability? In Liebman and Smalligan (2013), we propose three 
federal pilot demonstrations to generate the needed learning. Because research 
has consistently shown that it is far less effective to intervene after a person has 
begun receiving disability insurance benefits, all of the pilots would be early inter-
vention programs. 

A first pilot program would test whether employer incentives can reduce 
Disability Insurance enrollment. Specifically, we propose a demonstration 
program that would provide a tax credit against firm DI payroll tax for firms that 
can reduce the disability incidence of their employees by at least 20 percent. A 
second demonstration would screen disability applicants and target those who 
appear likely to be determined eligible for benefits but who also have the poten-
tial for significant work activity if provided with a proper range of services. In 
exchange for suspending their disability insurance application, these applicants 
would be offered a package of benefits including targeted vocational and health 
interventions, a wage subsidy, and perhaps a few months of an emergency cash 
diversion grant. In this way, the demonstration would find out whether it is possible 
to improve the well-being of applicants while simultaneously achieving near-
term cost neutrality and long-term savings. The third demonstration would allow 
several states to reorganize existing funding streams to target populations that 
are likely to end up receiving a lifetime of DI or Supplemental Security Income 
benefits in the absence of assistance. States would receive incentive funding if they 
demonstrate success at improving outcomes and reducing participation in DI and 
SSI. Similarly, Mann and Stapleton (2011) propose state-based disability insurance 
pilots analogous to the welfare waiver experiments of the 1980s and 1990s that 
informed the 1996 federal welfare reform.

As the Disability Insurance Trust Fund heads toward exhaustion in 2016, legis-
lative action of some sort will be necessary. While it is possible to delay substantive 
changes to the DI program for another decade or more simply by raising the share 
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of the OASDI payroll tax that is directed to the DI trust fund and lowering the 
share that is directed to the retirement trust fund, more significant changes will 
ultimately be needed. It would be wise, therefore, for the upcoming legislation 
to authorize a series of demonstration projects that can increase the chance that 
when it becomes time for more significant reforms, we will know enough to make 
smart choices. Economic research over the past two decades has suggested a set of 
changes that, by addressing some of the misplaced incentives in the system, offer 
the possibility of saving funds in the disability insurance system while potentially 
making people better off. These changes include altering the disability benefit 
package in a way that focuses on helping a larger proportion of the disabled return 
to work and reforming misaligned incentives that currently lead firms and state 
governments to encourage too many people to apply for federally funded disability 
benefits. It will take additional creative economic thinking in the next few years to 
design and evaluate the research and pilot projects that are needed to provide the 
evidence to guide broader reforms. 

■ The author thanks Wayne Sandholtz and Emily Tisdale for excellent research assistance.
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F or most economists, “Dutch disease” refers to the problems that economies 
often face in their manufacturing or export sector when there is a sharp 
increase in the development of energy or other natural resources. The phrase 

originally referred to how the manufacturing sector of the Netherlands was adversely 
affected by discoveries of natural gas in the late 1950s and has become a catch-all 
term for the difficulties experienced by many economies with high levels of natural 
resource exports. But for many European labor economists, “Dutch disease” also 
has another meaning. It refers to the fact that the share of those in the Netherlands 
who received disability benefits tripled from 4 percent of those who were insured in 
the late 1960s to about 12 percent of those who were insured in the mid-1980s—and 
then remained more or less constant at this unprecedented level until the beginning 
of the 21st century. As recently as 15 years ago, this high level of Disability Insurance 
(DI) enrollment was considered to be one of the major social and economic prob-
lems of the Netherlands; indeed, the Netherlands was characterized as the country 
with the most out-of-control disability program of OECD countries (Burkhauser, 
Daly, and de Jong 2008).

But since about 2002, the Netherlands has seen a spectacular decline in its 
Disability Insurance enrollment rate. Figure 1 shows the rise and fall. The share of 
the insured population receiving Disability Insurance decreased from 11 percent 
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in 2001 to 7.2 percent in 2012. Similarly, the Disability Insurance award rates—that 
is, the share of the insured population that started to receive disability payments 
in a given year—declined from 1.5 percent in 2001 to about 0.5 percent in 2012. 
Also, spending on disability programs in the Netherlands halved from 4.2 percent 
of the GDP in 1990 to 2.1 percent in 2007 (OECD 2010). This rate of spending on 
disability benefits is lower than in comparable countries like Sweden (2.2 percent of 
GDP) and Norway (2.5 percent). In recent years, the number of disability beneficia-
ries per worker in the Netherlands has decreased below the level of the beneficiaries 
per worker for Social Security Disability Insurance (SSDI) and Supplemental Secu-
rity Income (SSI) in the United States.

A first question we address is what aspects of the program contributed to the 
increase of the disability rolls in the Netherlands until 2002. In brief, the disability 
program was set up in a way that caused it to function as an attractive substitute 
pathway into unemployment insurance for both workers and employers. Indeed, 
from the perspective of workers, DI benefit conditions remained generous until 

Figure 1 
Disability Insurance Award and Enrollment Rates per Insured Worker in the 
Netherlands, 1968–2012

Source: UWV (2012).
Note: The Disability Insurance award rate is the share of the insured population that started to receive 
disability payments in a given year.
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2006, particularly compared to the benefits that could be received from unem-
ployment insurance and social assistance benefit schemes. Similarly, during that 
time, employers had reason to prefer that some of their workers would be awarded 
disability benefits instead of unemployment benefits because in the Netherlands 
this avoided substantial firing costs. In the context of the Netherlands’ broad 
disability scheme, which insures all workers against all income losses due to both 
occupational and nonoccupational injuries, workers and employers had ample 
opportunities to take advantage of the system. The disability scheme came to func-
tion like a long-term program for workers who were less employable rather than 
being restricted to those having substantial health problems.

Next we turn to reforms of the disability system in the Netherlands undertaken 
from 1996 to 2006. We cluster these reforms in three broad categories: 1) reducing 
the incentives of employers to move workers to disability; 2) increased gatekeeping; 
and 3)  tightening disability eligibility criteria while enhancing worker incentives. 
As we will show, changes in the screening process and increased employer incen-
tives have both contributed to a substantial decrease in inflows to disability benefits. 
However, changes in the duration and level of disability insurance benefits have had 
less effect. As it turns out, a key to the Dutch disability insurance reform has been 
transferring certain costs and responsibilities to employers, thus changing their 
incentives. In the Dutch system, workers are first placed on sick leave for two years 
before they become eligible for disability benefits. During that time, employers have 
become responsible for the continued payment of wages for two years of sickness, 
while disability benefit costs are—with some delay—passed on to employers by 
experience-rated premiums.

While these reforms are generally perceived as successful, there is also new 
criticism and concerns regarding some aspects of the current Disability Insurance 
program. The biggest concern is with the high level of sickness and DI risks that are 
transferred to employers, which probably has made employers more reluctant to hire 
workers with discernible health conditions. Although rigorous evidence in this direc-
tion is still limited, we will discuss whether employers have increased the screening 
and sorting of such workers. Related to this point, we should highlight the increased  
DI  inflow rates of workers with flexible and/or temporary jobs. For these jobs,  
the DI benefit costs are not passed on to employers on an experience-rated basis.

Putting the Dutch Disability Insurance reforms in a broader perspective, a perti-
nent question is whether the dramatic decrease in the inflow rate to disability benefits 
was accompanied by increased employment rates, or whether those who would have 
been identified as disabled just ended up in other public support programs. To shed 
more light on these issues, we use survey data on the health status of individuals 
to investigate how differences in employment rates between people with good and 
bad health has evolved since the disability reforms took place. In light of the stricter 
eligibility criteria for disability that resulted from the reforms, it is likely that workers 
with bad health conditions are awarded DI benefits less frequently in the new 
scheme. According to the data, the reforms probably enhanced the work continu-
ation of male workers with poor health to some extent. From this perspective, one 
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may conclude that distortion in the labor supply of workers has decreased. At the 
same time, however, the share of unhealthy workers without work and receiving no 
disability benefits has increased. It thus is hard to infer whether the reforms in sum 
have contributed to the targeting efficiency of the DI program.

In the final section, we briefly summarize the main lessons that can be drawn 
from the reforms and discuss the major challenges the Dutch Disability Insurance 
system is facing in the years to come. Regarding the design of disability reforms 
in comparable industrialized countries, probably the most important lesson is that 
employers should be stimulated and facilitated in finding ways to prevent long-term 
sickness and absence, and subsequent disability inflow. The experiences with inten-
sified gatekeeping during the sickness period show that employers can be pushed to 
take on this role. Indeed, the success of the Dutch disability reforms largely depends 
on the use of early interventions when a worker becomes sick, in the waiting period 
before they enter the disability rolls. At some point, however, employer obligations 
may become too sizeable, raising questions about the ability of employers to influ-
ence DI risks. Also if the obligations are too large, there is the risk that employers 
will try to evade incentives created by this kind of disability program reform.

Disability Insurance in the Netherlands

Since 1967, the Disability Insurance program in the Netherlands has been 
provided as a public scheme that is mandatory for all workers. Disability benefits 
are provided if workers experience a loss of income capacity due to medical impair-
ments of 35 percent or more.1 For these workers, benefits provide insurance for 
70  percent of the loss of income due to impairments. Since 2004, workers can 
apply for disability benefits after two years of sickness. During the so-called “waiting 
period,” employers are responsible for the provision of reintegration activities 
(services and/or adaptations that facilitate the worker’s return to work), and for the 
continued payment of wages. Disability insurance claims are assessed and premiums 
are set by the public social benefit administration called the UWV (Uitvoeringsinstituut 
Werknemersverzekeringen), which roughly translates as Employee Insurance Agency. 
The UWV determines the presence of impairments, the consequences for the 
earnings potential of an applicant, the degree of disability as a percentage of  
the worker’s former wage, and the corresponding disability benefit level. Workers 
may thus receive benefits for partial disability, which are supplemented by unem-
ployment insurance benefits—and subsequently by social assistance benefits—if 
the residual earnings potential is not used sufficiently. Figure 2 shows that in 2013, 
71 percent of all disability benefit recipients were classified as 100 percent disabled 
and thus received full disability benefits, whereas workers with 15 to 35 percent loss of 
earning capacity—constituting 10 percent of all recipients—were the second-largest 

1 For workers with residual capacities, a set of regular jobs is selected that meet the worker’s physical and 
mental impairments. Based on the wage rates of these jobs, the residual earnings capacity is determined.



The Rise and Fall of Disability Insurance Enrollment in the Netherlands     155

group. It should be noted that the threshold value for disability benefits was raised 
from 15 to 35 percent in 2006. Thus, workers with a disability degree that is lower 
than 35 percent entered the scheme before 2006.

The Dutch Disability Insurance system has two important institutional features 
that differ from systems in most other high-income countries. These features haven’t 
changed much since inception in 1967, not even after the reforms that started in 
the late 1990s. First, the Dutch disability program covers all workers against all 
income losses that result from both occupational and nonoccupational injuries. In 
most other high-income countries, eligibility for disability insurance is constrained 
by work history requirements or limited to occupational injuries only. Including all 
workers against the whole gamut of medical contingencies increases the possibility 
of sizable screening errors in disability determinations (as discussed, for example, in 
Parsons 1991) where the social benefit administration is more likely to prioritize on 
minimizing erroneous denials (“Type I errors”) at the cost of increasing erroneous 
admissions (“Type 2 errors”). Clearly, the sharp rise of disability enrollment in the 
Netherlands for two decades after the mid-1960s and the continued high levels of 
disability for two decades after that suggests that applicants have in the past success-
fully exploited this feature of the Disability Insurance system (Burkhauser, Daly, and 
de Jong 2008).

Second, wage payments for sick workers are continued in the waiting period 
that precedes disability claims. This scheme was funded from sectoral insurance 

Figure 2 
Shares of Partially and Fully Disabled DI Benefit Recipients in the Netherlands, 
2013

Source: UWV (2012).
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premiums until 1996, and privatized since then—that is, employers are responsible 
for the continued payment of wages during sickness. Clearly, the Dutch sickness 
benefit scheme differs from the US system, in which individuals who are typically 
no longer working and receiving wages must take the initiative to submit disability 
applications. With continued wage payments during a period of sickness and prior 
to the disability assessment, the Dutch system does not provide strong incentives for 
disabled (or sick) workers to resume work quickly. As a result, workers with less-severe 
health problems are less likely to screen themselves out of DI benefit receipt.

These two main institutional features of Dutch Disability Insurance, with their 
incentives for broad coverage of impairments and limited self-screening, thus laid 
the ground for high Disability Insurance inflow rates after the program’s inception 
in 1967, and, accordingly, a continuous increase of DI enrollment to unprecedented 
levels.2 The relative attractiveness of disability vis-à-vis unemployment insurance 
effectively triggered workers and employers to take advantage of the scheme. 
Compared to unemployment insurance, which also covers 70 percent of the loss of 
income, the Dutch disability system provides benefits with entitlement periods that 
are unrestricted and without the job search requirements that apply to the unem-
ployed. Moreover, statutory disability benefits were (and are) often supplemented 
by nonstatutory benefits for specific collective labor agreements, raising the replace-
ment rate of workers from 70 to 80 or even 90 percent in the first years of receiving 
disability benefits (van Vuren and van Vuuren 2007).

In the past, moving unwanted workers into Disability Insurance rather than 
into unemployment insurance has also been attractive for employers. Until 1996, 
employers did not bear the costs of sick pay and Disability Insurance benefits for their 
own employees. However, if employers fired a worker, especially an older worker 
with a long work history, the employer faced substantial costs. In the Netherlands, 
the general rule applies that each additional year of working history implies one 
extra monthly salary as severance pay. For older workers, this means that the amount 
of severance pay could be equal to three to four years of annual salary. As a result, 
many employers preferred to use disability insurance as a substitute pathway for 
unemployment insurance, even if there was the risk that the disability claim would 
not be awarded at the end of the sickness benefit period. De Jong (2008) concludes 
that the disability insurance scheme has been used in this way to support the trans-
formation from an industrial to a service-oriented economy by facilitating massive 
lay-offs in vulnerable sectors. For many workers in these sectors, disability effectively 
functioned as an early retirement route (Kerkhofs, Lindeboom, and Theeuwes 
1999). Thus, workers and employers had a mutual interest in using the disability 
insurance scheme as a substitute pathway into unemployment and early retirement.

Although the potential for substitution effects between disability and unem-
ployment is self-evident, inferring the actual size of hidden unemployment within 

2 While Dutch Disability Insurance inflow rates have varied substantially over time, DI outflow rates have 
been fairly constant over time, ranging around 11 percent. As a result, only limited variation in DI enroll-
ment rates can be explained by (variation in) DI outflow rates.
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those categorized as disabled is not an easy task. When workers have become inca-
pable of performing their current tasks, either medical or functional criteria may 
predominate. This renders it almost impossible to know if an individual is “hidden 
unemployed”—particularly when someone has entered into the disability insur-
ance scheme only recently and the person’s remaining work opportunities are, as 
yet, undiscovered.

To circumvent these problems, studies of the importance of substitution effects 
between disability and unemployment typically rely on indirect inferences based on 
inflow rates to disability in a given year, or on overall disability enrollment rates, to 
assess the overall size of hidden unemployment. For example, Autor and Duggan 
(2006) point out that application rates for disability insurance are countercyclical—
that is, application rates for disability rise during recessions—while illness is not 
itself directly countercyclical, which suggests substitution effects between disability 
and unemployment insurance. Koning and van Vuuren (2007, 2010) follow a 
similar research strategy for the Netherlands, seeking to explain inflow rates for 
disability and unemployment insurance. Without substitution effects between the 
two insurance programs, average wages and sectoral growth levels should affect 
only the numbers of those receiving unemployment insurance and not the numbers 
receiving disability. However, both these variables do affect inflows to disability 
benefit receipt, and in this way Koning and van Vuuren infer that about one-quarter 
of the inflow into disability insurance from 1993 to 2002 consisted of hidden unem-
ployment. Aarts and de Jong (1992) take an alternative approach. Using medical 
information of disability benefit recipients in the 1980s, they find that hidden 
unemployment among recipients of disability insurance benefits ranges between 
33 and 51 percent.

Assessing the Effectiveness of Disability Policy Reforms

Policymakers in the Netherlands started reforming Disability Insurance in 
the early 1990s, and while these efforts at first seemed promising, these efforts did 
not persist. For example, disability benefits were reduced in 1993; these declines 
were largely offset by (almost) equal increases in supplementary private benefits 
in the following years, leaving the payments to those who were disabled much 
the same. Another step in 1993 was the start of a large-scale program of medical 
re-examinations of existing recipients of disability benefits. These re-examinations 
had a large effect, amounting to a decline in the probability of receiving disability 
benefits of 5  percentage points (Borghans, Gielen, and Luttmer 2014). (About 
30 percent of the reduction in disability insurance spending was cancelled out by 
additional spending on unemployment insurance and social assistance.) But these 
measures were not politically sustainable and ended after two years.

However, in the following years, the Dutch government implemented reforms 
that persisted and substantially affected disability inflow rates. We will cluster these 
reforms in three broad categories: 1)  enhancing employer incentives to avoid 
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disability insurance; 2) increasing screening for disability; and 3) tightening eligi-
bility for continued receipt of disability benefits and increasing work incentives 
for recipients.

Enhancing Employer Incentives (1996, 1998)
Starting in 1996, the Dutch government undertook a series of policies to change 

the incentives of employers so they would be less eager to facilitate the movement 
of workers to disability. The idea was that employers should be made responsible 
for a substantial part of the sickness and disability benefit costs of their workers, 
thus encouraging activities that would prevent sickness and disability and reinte-
grate the sick and disabled into the workforce. To start with, the sickness benefit 
program was privatized in 1996, making employers fully responsible for these costs. 
Employers could reinsure this risk with private insurers or bear this risk themselves. 
This change in the program resulted in a decline in absence rates (De Jong and 
Lindeboom 2004).

In 1998, the disability insurance system was experience-rated: that is, the 
amount that employers pay into Disability Insurance was linked to the employers’ 
past experience of employees receiving disability. Specifically, employers were to 
bear the costs of the first five years of Disability Insurance benefits. (In 2006, this 
experience-rating period was extended to ten years.) Initially, the experience-rating 
system did not cause substantial controversy among employers and policymakers. By 
2003, the experience-rating incentive had reached its maximum impact, and about 
31 percent of all disability insurance costs were experience-rated (Koning 2009).

Given that the privatization of sickness pay and the introduction of experience 
rating for disability insurance were the key policy reforms that were taken between 
1996 and 2001, one might conclude that this alteration in employer incentives did 
not make a substantial difference. After all, looking back at Figure 1, the inflow 
rates to receipt of disability benefits varied from 1.1 to 1.4 percent of the insured 
population between 1996 and 2001, which is only a little lower than between 1990 
and 1995. This simple eyeball test would thus suggest that even with a change in 
incentives, employers had limited ability to prevent inflows to the disability rolls.

However, there are strong reasons to believe that the effectiveness of expe-
rience rating increased in later years. Koning (2009) argues that the effects took 
substantial time to come into force, in part because many employers were initially 
unaware of the details of the new system. Particularly from the perspective of small 
and medium-sized firms, the experience-rating system was complex, and it was 
seemingly unimportant—as long as employers were not seeing a close connection 
between flows from their company into disability benefits and their employer-paid 
disability insurance premiums. Along similar lines, Hyatt and Thomason (1998) and 
others have argued that the awareness of experience rating among individual firms 
may be limited. Moreover, employer awareness of experience rating seemed espe-
cially low for firms who were benefitting from lower Disability Insurance premiums. 

To estimate the potential effect of experience rating, Koning (2009) 
employs a difference-in-differences strategy, looking at changes in registered 
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inflow rates to disability benefits for employers who had, versus had not, experi-
enced premium raises (so far). This strategy takes advantage of the rule that past 
inflow into disability benefits affected premiums with a lag of two years (as such, 
mean-reversion effects are controlled for). Following this approach, the response 
to an unanticipated increase in disability insurance premiums is estimated to be a 
15 percent decrease in the disability inflow rate. The experience-rating plan was 
thus effective for individual employers, but its macro-effect had to accumulate 
over time. Many employers still needed a “wake-up call” to pay attention to experi-
ence rating and subsequently increase activities that could prevent future sickness 
and disability.

While awareness of the experience-rating plan among employers has grown, 
criticism of experience rating has grown as well. This is not surprising, as the 
Netherlands stands out as the country with probably the highest experience-rating 
incentives relating to disability insurance in the world today. Employer organiza-
tions argue that they cannot bear the financial risks associated with experience 
rating, which, after all, are added to the sick-pay costs that were already there during 
the waiting period and also cover disability for nonoccupational reasons.3 Moreover, 
Dutch employers typically have no room to appeal the decision to award disability 
benefits (in the context of workers’ compensation claim decisions, there is usually 
room to appeal, as discussed in Tompa, Cullen, and McLeod 2012).

In this context, the most straightforward way for Dutch firms to circumvent 
experience-rating incentives in the Netherlands is to hire workers with temporary 
contracts. These individuals are sometimes labeled as “safety netters.” If tempo-
rary and flexible workers are awarded disability benefits, the costs are not assigned  
to individual employers but financed by collective funds. Thus, one would expect to  
see an increase in the share of temporary or flexible employment, particularly of 
high-risk workers with bad health conditions.

Although there is no causal evidence on the effect of experience rating on 
type of labor contract offered, a basic comparison of the rate of inflow to disability 
from workers with fixed and temporary contracts suggests that sorting effects have 
become more important. In particular, Figure 3 shows that the share of disability 
benefit awards to “safety netters” out of the total number of disability awards has 
increased from 42 percent in 2007 to 55 percent in 2011 (UWV 2013). This trend 
cannot be entirely explained by the (much smaller) decrease in the share of workers 
with permanent contracts; it rather suggests that vulnerable groups with bad health 
conditions have sorted into flexible jobs. Thus, although employers are not allowed 
to screen out workers with health conditions when doing permanent hires, one 
might doubt the enforceability of this law. This pattern raises concerns about the 
success of experience rating as well as the notion that employers should play a key 

3 To illustrate the implications of wage continuation and experience rating, suppose a worker becomes 
fully disabled; this means that the employer can become responsible for two years of full wages for this 
worker along with ten years of disability benefits.
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role in a program for the well-being of workers. We will return to this issue in the 
next sections.

Stricter Screening: The Gatekeeper Protocol (2002)
The introduction of the Gatekeeper protocol in 2002 is generally considered 

to be the most effective policy measure that has been taken to curb the rate of those 
receiving disability benefits. The Gatekeeper protocol specifies the legal respon-
sibilities of both the employer and the incapacitated worker during the period of 
sickness and absence before the worker applies for disability benefits. The protocol 
means that the social benefit administration (the UWV) is no longer involved in the 
process of reintegrating sick workers during the waiting period but acts purely as 
a gatekeeper.

The Gatekeeper protocol spells out the required behavior of employers and 
workers starting with the first weeks of absence from the job. In particular, after a 
maximum of six weeks of absence, the employer and worker should make a first 
assessment of medical cause and functional limitations. Based upon this assessment, 
they subsequently must draft a return-to-work plan within eight weeks of absence. 
This plan should include several dates to evaluate and modify the plan, if relevant. If 
the worker has not fully returned to work at the end of the waiting period, the worker 

Figure 3 
Workers in Flexible and Temporary Jobs Expressed as a Share of the Total 
Number of Insured and as a Share of DI Inflow (2007–2013)

Source: UWV (2013b).
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then files a disability benefit claim. Benefit claims are only considered admissible 
by the social benefit administration if they are accompanied by a return-to-work 
report, containing the original plan and an assessment as to why the plan has not 
(yet) resulted in work resumption. If the procedure was not followed, the employer 
may be obliged to continue providing sick pay for some additional months rather 
than having the worker transfer to disability benefits.4

In this way, the Gatekeeper protocol encourages the disability prevention 
and reintegration activities of employers. The protocol forces employers to focus 
their attention at the onset of sickness, when the opportunities for recovery and 
work resumption are probably most substantial. The stricter screening also triggers 
mechanisms of self-selection and self-screening among applicants with less-severe 
health conditions (Parsons 1991). So the protocol with its stricter screening involves 
stronger incentives—both for employers and workers.

The Gatekeeper protocol appears to have had an immediate impact on 
the behavior of employers and workers. For example, Figure  1, presented 
earlier, showed a sharp decrease in the percentage of the population receiving  
new disability insurance awards, from 1.4 percent of the insured population begin-
ning disability benefits in 2001 to 0.8 percent in 2004. The Gatekeeper protocol was 
the only reform that took place during this time.

Using quarterly data, van Sonsbeek and Gradus (2013) investigate the contri-
bution of the Gatekeeper protocol and some other measures on the decrease in 
disability inflow rates. They argue that these policies have reduced the disability 
award rates by about 40 percent, compared to the level prior to 2002. As this effect 
is far more substantial than the (immediate) impact of employer incentives, one 
could well argue that the Gatekeeper protocol has made the costs of wage continu-
ation and experience rating more salient to employers.

To shed more light on the mechanisms explaining the reduced inflow levels, 
de Jong, Lindeboom, and van der Klaauw (2011) exploit a field experiment with 
regional variation of the intensity of screening by the social benefit administra-
tion. According to their analysis, stricter screening causes both self-selection and 
increased effort to resume work during sickness absenteeism—with both effects 
of about equal size. These mechanisms seem to have been strengthened when 
the mandatory waiting period of absence before receiving disability benefits was 
extended from one to two years in 2004. In our view, this extension of the manda-
tory waiting period is best understood not as a separate reform, but as part of the 
Gatekeeper protocol.

Although the Gatekeeper protocol seems to have contributed to the decrease 
in inflow rates to disability, there is concern that it may have had some unintended 

4 So far, the number of lawsuits that occur when employers and workers disagree on a return-to-work 
plan, or when plans are not executed, is limited. There are various reasons for this. First, employers face 
the risk of continued wage payments if there is no return-to-work plan. Second, workers can get fired by 
their employers if they do not cooperate. Third, mediators from the public employee insurance agency 
can be contacted in case of disagreements. Ultimately, if the employer and worker still disagree after this, 
a lawsuit may well occur.



162     Journal of Economic Perspectives

effects. First, one concern is that workers with less-severe health conditions have 
sorted into other social benefit schemes, with unemployment insurance as the most 
likely candidate. However, de Jong, Lindeboom, and van der Klaauw (2011) find no 
evidence that increased gatekeeping by UWV resulted in more inflow into unem-
ployment insurance, suggesting that most workers who did not receive disability 
benefits under the Gatekeeper program resumed their work. Second, and similar 
to the enhancement of employer incentives prior to 2002, the protocol might have 
made employers more hesitant to hire workers who have a higher risk of bad health. 
We return to this issue at the end of this article.

2006: Tightening Eligibility Criteria and Increasing Work Incentives
The most recent disability insurance reforms entailed the replacement of the 

old Invalidity Insurance Act (“WAO” or Wet op de Arbeidsongeschiktheidsverzekering) by 
a new disability law called the Work and Income (Employment Capacity) Act that 
included new benefit conditions (“WIA” or Wet Werk en Inkomen naar Arbeidsvermogen). 
Although there was a widespread belief that the previous, inflow-related policy 
measures were effective in curbing inflow to disability benefits, policymakers felt 
that the program still was not effective in assisting disabled workers in reaching 
their full employment potential. The rates of recovery and work resumption for 
disabled workers were still negligible—although many of the impairments had 
been expected to be temporary. Therefore, to stimulate the work resumption of 
workers—particularly those with temporary and less-severe impairments—the new 
disability law included three major changes.

First, the new disability insurance program introduced the distinction between 
two types of benefits: one for workers who are fully and permanently disabled and 
one for workers who are partially and/or temporary disabled. For the group of fully 
and permanently disabled, disability benefits were raised to 75 percent of the last 
earned wage. Admission to this scheme has been very strict and limited to a selective 
group of impairments that are expected to be permanent. Consequently, the yearly 
inflow rate is only about 0.1 percent of the insured working population. The idea 
behind this distinction was that the room for moral hazard would be negligible for 
the small group of workers with severe and permanent impairments. Consequently, 
benefit levels could be increased and employers were no longer held financially 
responsible for this group.

Second, the eligibility criteria for the partial scheme have been tightened by 
raising the minimum degree of disability from 15 to 35 percent of the previously 
earned wage. Workers with less-severe health impairments are thus expected to 
continue their employment with some adaptations or—if they are fired—to apply 
for unemployment insurance. Figure 4 shows that this way of tightening Disability 
Insurance eligibility has led to a sharp increase in the number of claim denials since 
2006. This is mirrored by a decrease in the inflow into partial DI schemes that are 
awarded, while the inflow into full DI schemes has increased to some extent. In this 
respect, van Sonsbeek and Gradus (2013) argue that the higher disability threshold 
decreased disability insurance award rates by about 25 percentage points. Since its 
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inception in 2006, the reform is thus changing the composition of workers receiving 
disability benefits. By increasing the degree-of-disability thresholds in awarding 
benefits, the Netherlands system moves closer to that of other OECD countries, 
most of which have substantial thresholds.

Third, the new system introduced wage subsidies to encourage partially disabled 
workers to use their remaining earnings potential. Similar to the system before 2006, 
partially disabled individuals receive wage-related benefits that replace 70 percent 
of the difference between their pre-disability wage and their wage potential in the 
first years of their benefit. The length of this period is determined by their working 
history and lasts 38 months at maximum. After this period, however, workers only 
continue receiving this level of disability benefits if they work more than 50 percent 
of their residual earnings capacity. Otherwise, their benefit level is set equal to the 
level of social assistance.

There are strong reasons to believe that the introduction of the wage subsidy 
for partially disabled has had only a limited impact. Since 2006, only 29 percent 

Figure 4 
Inflow Rate into Disability Insurance and the Annual Number of Claim Denials, 
1999–2012

Source: UWV (2012).
Note: Here “fully disabled” is defined as a degree of disability higher than or equal to 80 percent, and 
“partially disabled” refers to workers with a disability degree below 80 percent.
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of the disability awards consist of workers that are diagnosed as partially disabled. 
In addition, many collective bargaining agreements have provided nonstatutory 
benefits to offset the drop in statutory benefits in the follow-up period. One also 
should keep in mind that the targeted individuals have been out of the workforce 
for several years—starting with the waiting period of sick pay of two  years and 
followed by some years of benefits that are wage-related and do not inhibit strong 
work incentives. Similar to the experiences with the US Ticket-to-Work program, 
which also seeks to encourage the disabled to return to work, it is likely that the 
readiness to resume work has eroded during the period away from the workforce 
(Autor 2011).

Summing Up the Dutch Reforms
The key to the success of disability insurance reform in the Netherlands has 

been the intensified role of employers in preventing long-term sickness, absence, 
and subsequent disability, with a strong emphasis on early interventions. The 
employer incentives increased the economic urgency among employers to exert 
sickness and accident prevention and workforce reintegration activities, while the 
Gatekeeper protocol has facilitated employer awareness and guided employers in 
their new role. Most of the gains in curbing inflow to disability benefits have been 
made in the waiting period that precedes the application of claims.

The new disability law that started in 2006 has made a smaller but still substan-
tial contribution to the decreased inflow to disability benefits. The main effect 
came from a tightening of eligibility criteria, which caused fewer partially disabled 
workers to be awarded disability benefits. This probably has limited the ability of 
the new system to provide well-targeted and effective return-to-work incentives  
to the less-severely disabled.

One major concern with the reforms is the high level of obligations and financial 
risks born by employers. As a consequence, employers may now be more reluctant 
to hire vulnerable workers, in particular those with existing health conditions. In 
what follows, we will therefore consider the position of vulnerable worker groups: 
how did the reforms impact the structure of impairments that end up receiving 
disability benefits, and how have the employment probabilities of disabled workers 
evolved over time?

Labor Market Effects among Disabled Workers

Which Impairments Were Affected Most by the Reforms?
With reforms that focused on enhancing the screening for less-severe impair-

ments and encouraging re-entry to the workforce, one would expect major shifts 
in the composition of disability beneficiaries. Figure 5 shows the evolution of the 
percentage of awards by diagnosis groups. The reforms seem to have affected all 
broad impairment types, but to different degrees. The percentage of Disability 
Insurance recipients with musculoskeletal disorders per insured has almost halved 
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since 2002. This dramatic decrease largely coincides with a more general decrease 
in findings of partial disability. Individuals with less-severe impairments—for 
example, those with modest levels of lower back pain—have either resumed work 
in the two-year waiting period of sickness or did not meet the criteria of the new 
disability scheme.

The decrease in disability in the Netherlands has been accompanied by only 
a small reduction in the rate of disability awards due to mental disorders. Indeed, 
mental disorders made up 29.7 percent of the diagnoses for new disability enroll-
ment in 1998 but were 38.5 percent of the new diagnoses in 2012 (UWV 2012). 
This greater relative importance of mental disorders as a cause of disability is a 
trend that most OECD countries are facing, with some countries—like Sweden and 
Denmark—having even steeper increases in the share of disability awards due to 
mental disorders (OECD 2011). The high incidence of mental disorders among the 
disabled helps to explain why it has proven difficult to bring disabled workers back 
into the workforce. Those in this category are often labeled as “fully and tempo-
rarily” disabled, but in practice, the number of workers in this category that fully 
recover has proven to be negligible, and many of these individuals will eventually 

Figure 5 
Disability Insurance Enrollment Rate per Insured Worker, Stratified by Diagnosis 
Group (1998, 2002, 2006, and 2012)

Source: UWV (2012).
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transfer to the more generous scheme for permanently disabled individuals, rather 
than back to work.5

Figure 6 takes a closer look at the types of diagnoses that are made for disability 
applications in 2006, the first year of the new disability scheme. Three patterns in 
these data are worth noticing. First, almost all disability applications with muscu-
loskeletal disorders as the primary impairment—that is, lower back pain, chronic 
shoulder disorders, and hernia—are denied and virtually have no chance of being 

5 Of the temporary and fully disabled workers that entered the disability insurance system between 2006 
and 2010, only 14 percent have left the scheme (de Jong, Everhardt, and Schrijvershof 2013). These 
exits from the status of temporary and full disability include those who reach retirement age and those 
who are reclassified as permanently and fully disabled workers, along with those who have at least a 
partial recovery.

Figure 6 
Distribution of Most Important Diagnosis Groups across Disability Insurance 
Benefit Types and Application Denials in 2006

Source: UWV (2007).
Note: COPD is chronic obstructive pulmonary disease.

0% 20% 40% 60% 80% 100%

Lower back pain

Chronic shoulder disorders

Whiplash associated disorders

Arthritis: hip and knee

Hernia

Burn-out

Chronic fatique

Anxiety disorder

Heart disease

Depression

COPD

Rheumatoid arthritis

Breast cancer

Schizophrenia and related

Stroke

Permanently and fully 
   disabled
Temporary and fully 
   disabled
Partially disabled
Denial



The Rise and Fall of Disability Insurance Enrollment in the Netherlands     167

awarded full and permanent benefits. Second, fully and temporarily disabled 
workers are an important group among the more severe mental disorders, like 
schizophrenia, depression, and anxiety disorders. Finally, only a few severe impair-
ments—such as stroke and chronic obstructive pulmonary disease (COPD)—have 
a substantial probability of being qualified as fully and permanently disabled. Once 
more, this reflects the stringency of the new system.

When taking a broader perspective, Figure 6 also reveals that the largest share 
of benefits awarded are effectively experience-rated; it is only for workers with the 
most severe impairments that DI benefits costs are not borne by the employer. As the 
risk of these impairments is probably outside the control of the employer, this way of 
differentiating seems likely to be efficient. At the same time, one would expect the 
degree of experience rating to be highest for impairments that are related to work, 
particularly for musculoskeletal disorders. But since these physical impairments 
have the lowest probability of being awarded with benefits, the effective preventa-
tive impact of experience rating will be limited for this group.

Labor Supply Effects
The changes in the Dutch disability system, and in particular the changes of 

2006, aimed at stimulating work resumption rates of those with temporary and 
less-severe impairments. As disability enrollment rates have declined dramatically, 
the natural question that arises is whether these changes are accompanied by 
increases in employment rates of those with impairments relative to their healthy 
counterparts. To explore this issue, we use the POLS health survey from Statistics 
Netherlands (Permanent Onderzoek Leefsituatie) to describe trends in employment 
rates of those in good health versus those in bad health.6 The share of individuals 
between 25 and 65  years of age that report bad health is fairly constant around 
20 percent in all years in our sample.

Table 1 depicts differences in employment rates between individuals in bad and 
good health—labeled the “health employment gap”—for both men and women in 
the POLS data. These employment gaps can be substantial, ranging from 20 to 
about 30 percentage points of the sample. The figure shows for males a reduction 
in the health employment gap of about 5 percentage points since 2002. For females,  
the gap remains more or less constant over time. It should be noted that the different 
trend for females is in part due to increases in participation rates among healthy 
females as well. For men, however, participation rates among healthy individuals are 
almost constant over time.

With declining employment gaps for males, it becomes relevant to see whether 
this is reflected in differences in benefit receipt of any benefits between those in good 

6 The data are the Permanente Onderzoek Leefsituatie (POLS) data from 1998, 2002, and 2006 and the 
Gezondheidsenquête Health Survey of 2010. The POLS data consist of repeated cross-sections and come 
with sample weights that we use to construct our figures. Bad health is derived from the response to a 
question regarding an individual’s general health and equals one if the response is fair, bad, or very bad. 
Good health is defined as the complement of bad health (corresponding to a response of good or very 
good). Employment is defined as having a paid job and working more than 12 hours per week.



168     Journal of Economic Perspectives

health and bad health. Here, “benefit receipt” broadly includes disability benefits, 
unemployment benefits, social assistance (for those with low incomes) and early 
retirement benefits. To shed more light on this, Table 2 shows for males a drop of 
10 percentage points from 2002 to 2010. While there has been a general decline in 
benefit recipient rates of all men, the decline in benefit rates of those in poor health 
was of course considerably stronger. The 10 percentage point drop in the benefit 
gap between unhealthy and healthy men is larger than the about 5 percentage point 
reduction in the employment gap, implying that some of those who have left bene-
fits did not obtain “substantive gainful employment.” For women, one can observe 
a slight increase in the benefit receipt of those in bad health versus those in good 
health over the longer period from 1998 to 2010. Again, this may well stem from 
increases in participation rates of women in good health as well.

These descriptive analyses suggest that the Dutch Disability Insurance reforms 
probably enhanced the work continuation of male individuals with poor health. At 
the same time, however, the share of less-healthy males without work and receiving 
no benefits has increased as well. This finding could imply that some disabled people 
who are unable to work are being rejected for disability insurance, or that it has 
become harder for marginally healthy workers to claim disability benefits, or both.

Discussion and Outlook

The key to the success of Disability Insurance reform in the Netherlands has 
been the intensified role of employers in preventing long-term sickness, absence, 
and subsequent inflow to receipt of disability insurance benefits. The Gatekeeper 
protocol implemented in 2002 has provided employers guidance to implement 

Table 1 
Health and Employment of Males and Females (1998, 2002, 2006, and 2010)

1998 2002 2006 2010

Males
 Employment rate of individuals with good health (%) 86.1 86.7 84.9 83.4
 Employment rate of individuals with bad health (%) 57.6 55.8 59.0 57.2

 Health employment gap (%) 28.5 30.9 25.9 26.2

Females
 Employment rate of individuals with good health (%) 56.4 65.5 68.9 71.0
 Employment rate of individuals with bad health (%) 35.1 35.7 40.6 40.0

 Health employment gap (%) 21.3 29.8 28.3 31.0

Source: POLS.
Note: The health employment gap is defined as the difference between the employment rates of 
individuals with good health and bad health, measured in percentage points.
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their new role, while the tighter eligibility criteria since 2006 seem to make the 
Dutch disability system less susceptible to providing disability benefits to those who 
can still work. These reforms probably have improved the targeting efficiency of 
the Dutch disability system, leading to higher employment rates among male indi-
viduals with both bad and good health. At the same time, however, the number of 
marginally healthy workers without benefits and without work has increased as well.

Given the decline in the rates at which disability benefits are being awarded 
each year, one might be inclined to think that the rates of people receiving disability 
as a share of the workforce will decline further in the years that come. However, the 
Dutch Disability Insurance system still includes some features that may undermine 
its long-term sustainability. In what follows, we will discuss two features that may have 
relevance for many other high-income countries: increased labor market flexibility 
and the inability of the program to get disabled workers to resume work—even for 
those whose impairments are temporary.

Changing Employer Incentives
The cornerstone of the current Dutch disability insurance system is the interest 

that employers should have in investing in the health and safety of their workers. 
However, this interest implicitly assumes long-standing or near-permanent employ-
ment contracts. In this context, some health problems accumulate over time and 
investments in workplace health and safety may take time to effectuate. With 
a continuous rise of flexible and temporary contracts, the case for sick pay costs 
and experience rating that stretch out over a long time window becomes weaker. 
Indeed, some argue that the financial risks of sickness and disability are too high for 
some firms, reducing the flexibility they need to adapt to labor market conditions.

Table 2 
Health and Benefit Receipt of Males and Females (1998, 2002, and 2010)

1998 2002 2010

Males
 Benefit rate for individuals with good health (%) 9.4 7.1 8.3
 Benefit rate for individuals with bad health (%) 47.8 46.9 38.1

 Health benefit gap (%) 38.4 39.8 29.8

Females
 Benefit rate individuals with good health (%) 9.8 8.4 7.7
 Benefit rate individuals with bad health (%) 34.4 37.6 36.9

 Health benefit gap (%) 24.6 29.2 29.2

Source: POLS.
Notes: The health benefit gap is defined as the difference between the benefit rates of 
individuals with bad health and good health, measured in percentage points. Here, “benefit” 
broadly includes disability benefits, unemployment benefits, social assistance (for those with 
low incomes), and early retirement benefits.
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As we argued earlier, it is likely that employers have responded to the incentives 
by hiring high-risk workers on a temporary basis only. One obvious policy response 
would be the introduction of employer-incentives-linked disability benefits for those 
hired on temporary and flexible contracts as well. Recently, the Dutch government 
decided to implement such plans beginning 2016: that is, employers will also be 
responsible for workers on temporary and flexible contracts both during the two-year 
waiting period of sick leave prior to the disability application and, given experience 
rating, after inflow into the disability system. This change will discourage substitu-
tion into temporary contracts, but serious doubts could be raised about the ability 
of employers to influence the risk of sickness and disability for many short-term and 
temporary workers.

Policymakers currently are also considering other ways of redesigning 
employer incentives to curb sickness and disability, searching for methods that 
would provide strong incentives but with lower financial risks for employers. The 
most likely candidate appears to be the adjustment of the experience rating of 
disability insurance premiums by somehow reducing the share of disability costs 
that would be passed back to the employer. Whether this could be done by means 
of a shorter time window for experience rating or a lower percentage payment is 
a question that calls for further research into the optimal design of incentives in 
this system.

Activating Disabled Workers
While the Dutch disability reforms have been successful in curbing inflow 

rates to disability benefits, the system has become less effective in enhancing and 
employing the residual work capacity of workers that are awarded benefits. This 
difficulty is not surprising, because a substantial group of workers with less-severe 
impairments is no longer eligible for disability benefits. Moreover, many of those 
diagnosed as temporarily and fully disabled are mentally impaired workers with low 
education levels (de Jong, Everhardt, and Schrijvershof 2013). Even in cases where 
one might expect these individuals to improve for medical reasons, the switch to 
substantial and gainful employment is only rarely observed.

One contributing explanation for the persistence of this area of disability can be 
found in the design of work incentives in the new scheme. At present, a fully disabled 
worker who finds partial employment will then have his or her level of disability 
reassessed. In addition, the switch from full to partial disability incurs the risk of not 
finding employment with sufficient earnings in order to receive the wage supple-
ment. In effect, the current setup of incentives thus effectively encourages fully and 
temporary disabled workers to abstain from work—even if their health recovers in a 
way that would allow them to regain part of their earnings potential. As we pointed 
out earlier, a related problem is that the incentive to return to work often arrives too 
late to make a difference, given how long individuals have already been out of the 
labor force. When putting this in a broader perspective, the question arises whether 
the Dutch Disability Insurance program puts too much emphasis on employer incen-
tives while the effectiveness of worker incentives is still limited.
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Closing Remarks
Workers with poor health and low productivity levels are a vulnerable group 

in the labor market and will pose a challenge for policymakers in any country that 
provides disability benefits. Because the definition of disability depends explicitly 
on the job opportunities of workers, there always will be beneficiaries of disability 
payments who are capable of working but insufficiently productive to earn their 
own living (see also Autor and Duggan 2006). This particularly holds for countries 
where statutory minimum wages are relatively high—such as the Netherlands, as 
well as Sweden and Norway—resulting in more limited opportunities for (formerly) 
disabled workers to resume work. There is inevitably a group of workers for whom 
early interventions do not hold much promise and for whom working is not viable—
whether these workers are classified as disabled or not.

■ David Autor, Chang-Tai Hsieh, and Timothy Taylor are gratefully acknowledged for their 
constructive comments to this paper. Also, we would like to thank Carla van Deursen from 
the Dutch Employee Insurance Agency (UWV) for providing us with some of the statistical 
information that we used. Pierre Koning declares that he is (part-time) employed as Chief 
Science Officer at the Ministry of Social Affairs and Employment in the Netherlands.
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I n the United Kingdom, public spending on total disability benefits rose steadily 
from about 0.4 percent of national income in 1950 to about 0.9 percent of 
national income in the 1980s. This was a period without significant reforms 

in the program other than a reform of the benefit rate structure in 1971. After 
this period, as shown in Figure 1, total spending on disability benefits increased 
sharply over the first half of the 1990s, reaching 1.6 percent of national income 
in 1995–1996. Concern with this spending triggered a major reform of the UK 
disability system that came into effect in that same year. As a direct result, spending 
on disability benefits fell both in real terms and as a share of national income. 
Further reforms took place over the 2000s, and UK public spending on disability 
benefits has continued to fall. Public spending forecasts for these disability benefits 
in 2018–2019 project them to be at their lowest level as a share of national income 
since the late 1960s.

Despite these falls in public spending on disability benefits since the mid 1990s, 
the numbers in receipt remain high by historical standards. At the end of 2013, 
2.3 million individuals in Great Britain were receiving disability benefits, and while 
this was lower than the 2.5 million recipients of these benefits in 1995, the total 
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was still higher than any year prior to the mid 1990s and more than twice the level 
seen in any year in the 1970s or the first half of the 1980s.1 In particular, while the 
period since the mid 1990s has seen a decline in the number of men aged 50 to 
64 receiving disability benefits (from 1.1 million in 1996 to 0.6 million in 2013), 
the number of women aged  16 to 59 receiving these benefits has grown (from 
0.8  million to 1.0  million). These trends mean that the previous government’s 
aspiration to reduce the number of disability benefit claimants by one million over 
the decade starting in 2006 (Department for Work and Pensions 2006) will likely be 
missed by some considerable distance.

This paper analyzes these and other trends in UK disability recipients and 
payments trends using administrative data sources alongside an analysis of newly 
available household survey data and places the trends in the context of the major 
reforms that have been implemented over the period from 1971 to the present time.2 

1 Source: UK Department for Work and Pensions administrative data for data from February 2001 to 
November 2013 inclusive. Data from 1971 to 1998 are taken from Anyadike-Danes and McVicar (2008).
2 One challenge for this analysis is the differing geographical coverage of the data that are available to 
us. Administrative data from the Department for Work and Pensions relate to Great Britain (that is, not 
including Northern Ireland), while the Labour Force Survey (LFS) data cover the whole of the United 
Kingdom. English Longitudinal Study of Ageing (ELSA) data, on the other hand, cover England, which 
has, on average, slightly lower rates of disability benefit receipt than the rest of the United Kingdom.

Figure 1  
Total Spending on Disability Benefits in Great Britain, 1948–49 to 2018–19

Source: Department for Work and Pensions, Benefit Expenditure and Caseload Tables, March 2014 
(https://www.gov.uk/government/publications/benefit-expenditure-and-caseload-tables-2014).
Note: Figure shows spending on Sickness Benefit, Invalidity Benefit, Severe Disablement Allowance, 
income support on grounds of disability, Incapacity Benefit, and Employment and Support Allowance.
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The analysis in this paper is descriptive in nature, and some of the earlier 
trends are documented in previous studies (for example, Disney and Webb 1991; 
Anyadike-Danes and McVicar 2008). However, this paper makes a contribution in 
the following three ways.

First, it brings together all available data over the longest possible time period 
into a single set of evidence focused on the key trends in disability benefit receipt. 
For example, by combining data on age, education, and benefit receipt we can see 
that, by the end of our sample period in 2013, low-education 25–34 year-olds were 
twice as likely to be on disability benefits as the highest-education 55–64 year-olds.

Second, to our knowledge, this paper is the first to examine recent trends in 
receipt of disability benefits by health status; in particular we use administrative data 
that are available back to 1999 and survey data on those aged 50 and over containing 
an objective measure of health and disability from 2002 onwards. For example, 
among both men and women there is systematic growth in the proportion of claim-
ants in any age group with mental and behavioral disorders as their principal health 
condition, posing an increasingly central issue for future disability policy reform.

Third, this paper is the first, to our knowledge, that documents the recent trends 
in receipt of disability benefits over the period in which the most recent major UK 
reform is being implemented.

It seems clear that in the absence of the various reforms discussed here, the 
number receiving disability benefits in the United Kingdom—and the amount 
spent publicly on them—would have ended up being substantially higher. But the 
changes in receipt of disability benefits are far from uniform across divisions of age, 
sex, education, and health.

The UK Disability Reforms

The main UK disability payment program has changed its name over time. In 
1971, it was referred to as Invalidity Benefit. The reforms of 1995 changed this to 
Incapacity Benefit. In 2006, the “pathways-to-work scheme” was introduced, which led 
to the replacement of Incapacity Benefit with the Employment and Support Allowance 
in 2008. This section provides some key details of these benefits and the relevant 
reforms; for a more detailed discussion, see Banks, Blundell, Bozio, and Emmerson 
(2012).3 These benefits are intended for those whose health means that they are 
not (currently) able to carry out paid work. While individuals do need to have made 
a contribution to disability insurance through a payroll tax in order to be eligible 
for benefits, the link from the amount paid to the disability benefits received is 

3 Other substantial reforms to disability benefits in the United Kingdom include: the introduction of 
Invalidity Benefit in 1971; the introduction of statutory sick pay in 1983; a tightening of the contribution 
requirements, an intended tightening of the health test (and renaming it the “Personal Capability Assess-
ment,” PCA), and means-testing receipt of contributory Incapacity Benefit against an individual’s private 
pension income in 2000; and the time-limiting of receipt of contributory Employment and Support 
Allowance for those in the work-related activities group to one year in 2012.
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weak:  generally speaking, the disability payments are flat-rate (regardless of the 
level of previous earnings), and those with low family incomes can qualify for a 
means-tested benefit of the same value without having made any earlier contribution.

The value of UK disability benefits relative to earnings peaked in the late 1970s 
at around 25 percent of average earnings (across all workers), which is a lower level of 
earnings replacement than provided by disability benefits in the Netherlands, Spain, 
or the United States (Wise 2014). Since the early 1980s, UK disability benefits have 
been raised in line with prices; this led the value of these benefits to fall to around 
15 percent of average earnings (Banks, Emmerson, and Tetlow 2014) as average earn-
ings in the UK, at least until recently, have tended to rise in real terms over time. 
As a result, those with average or higher earnings in the United Kingdom receive 
little protection from publicly provided disability insurance because the amount of 
disability benefit they could receive is significantly lower than their current earnings.

When Invalidity Benefit was replaced with Incapacity Benefit (in 1995), the main 
difference was that the “suitable work test” (applied after 28 weeks of incapacity) was 
replaced with an “all work test.” This change meant that, for example, an individual 
who had been working as an economics professor would be assessed according to 
the ability of that person to do any kind of paid work rather than the ability to do 
work that might be considered appropriate for that person’s skills and experience. In 
addition, the new medical screening was removed from the personal doctors of the 
workers and was administered instead by medical staff at the regional level commis-
sioned by the scheme’s administration. Finally, whereas previously those reaching 
the State Pension age—until April 2010, this was age 65 for men and age 60 for 
women—could choose to continue receiving Invalidity Benefit for up to five more 
years instead of moving onto their State Pension, in 1995 this option was removed.

The effect of not allowing those reaching the State Pension age to continue 
receiving disability benefits for up to five years (instead of the State Pension) led 
to the number of men aged 65 to 69 and women aged 60 to 64 receiving disability 
benefits to fall to (effectively) zero over the five years from 1995. It would be easy to 
overstate the reduction in public expenditure brought about by this reform because 
the vast majority of these individuals would have instead received the State Pension, 
which would be payable at a similar amount for many.4

While the 1995 reform had, for working-age claimants, been focused on 
reducing the flow onto the disability benefit, a pair of reforms in the 2000s had the 
additional aim of increasing the flow off disability benefits. The “pathways-to-work” 
pilot programs, which began in October 2003, compelled disability benefit recipi-
ents to attend a set of interviews focused on how they might better manage their 
health condition in order to be able to return to paid work and provided them 

4 A similar interaction effect in reverse is seen as the female State Pension age rose from 60 in April 2010 
to 62 by May 2014, with 88,000 women aged 60 or over in receipt of disability benefits by the latter date. 
However, since the increasing State Pension age has affected all women in the cohort and only a subset 
have moved onto disability benefits, the rise in the State Pension age has led to a overall reduction in 
spending on State Pensions greater than the increase in disability benefit payments and hence a net 
strengthening of the public finances (Cribb, Emmerson, and Tetlow 2013).
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with an additional (time-limited) financial incentive to move off disability benefits 
and into paid work. These pilot programs were aimed initially at those who had 
just moved onto the benefit. The evaluation evidence suggested that the reform 
was effective at moving individuals off these benefits and also effective at moving 
them back into paid work (Adam, Bozio, Emmerson, Greenberg, and Knight 2008). 
The reforms then were extended nationwide and also applied to existing claim-
ants, although the evidence on the effectiveness of these extensions is more mixed 
(Bewley, Dorsett, and Ratto 2008; Bewley, Dorsett, and Sallis 2009).

From October 2008, Incapacity Benefit for new claimants was replaced by the 
Employment and Support Allowance (ESA). The health test for Employment and 
Support Allowance is intended to be stricter than the health test for Incapacity 
Benefit: specifically, the new “Work Capability Assessment” (WCA) splits successful 
claimants for disability benefit into those deemed to have “limited capacity to work 
and no ability to follow work-related activities” and the remainder who have “limited 
capacity to work but are able to follow work-related activities.” Claimants in the 
latter group are required to attend the (now nationwide) pathways-to-work program 
and attend regular interviews with an advisor to discuss, for example, job goals and 
skill enhancement. In October 2010, reassessment of the stock of existing claimants 
of Incapacity Benefit began on a trial basis in order to move some to Employment 
and Support Allowance; the process was then was rolled out nationwide starting in 
April 2011 (beginning with those with the shortest Incapacity Benefit durations and 
moving through to the longest) and was to be completed in 2014.

Disability Patterns over Time by Age, Sex, and Reason: Evidence 
from Administrative Data

Against the background of these reforms in the last few decades, how have the 
patterns of those receiving disability benefits been evolving? As shown in Figure 2, 
the rate of disability benefit receipt is greater among older age groups than younger 
age groups, which is of course entirely unsurprising. Among men aged  50 and 
over, rates of disability benefit receipt peaked in the mid 1990s, with receipt among 
those aged 55 to 59 falling from 20 percent in the mid 1990s to just over 10 percent  
now, while receipt among those aged 60 to 64 fell even more sharply over the same 
period. While receipt of disability benefits among men aged 25 to 44 continued to 
rise after the 1995 reform, it rose less quickly than it had been prior to 1995. Similarly,  
growth in rates of receipt of disability benefits among all age groups of women also 
clearly slowed after the 1995 reform.

The effect of the replacement of Incapacity Benefit with Employment and 
Support Allowance on rates of disability benefit receipt appears less clear. Receipt 
of disability benefits among men aged 35 to 49, and among women aged 50 to 59, 
appears to have begun falling during the period that Employment and Support 
Allowance has been rolled out nationwide (2011–2014), whereas prior to this, 
receipt among these groups had been either flat or rising over time. One might 
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have expected that these claim rates would increase during the recession, so the 
evidence suggests that the most recent reforms have reduced the share of those 
receiving disability benefits—albeit to a much lesser extent than the 1995 reform.

While the rate of receipt of disability benefits has been declining sharply for 
older men since 1995 and older women since 2008, the rate of receipt among these 
groups still remains higher than among other groups. And when combined with 
the increasing size of this “baby boom” cohort over the last 20 years, this means 
that there have not been large declines in the absolute numbers receiving disability 
benefits. Administrative data show the number of disability claimants as 2.52 million 
in 1996, falling only to 2.29 million by 2013. But when looking at the probabili-
ties of receipt by age, the patterns in Figure 2 suggest that the number receiving 
disability benefits—and correspondingly the amount of public funding spent on 

Figure 2 
Disability Benefit Claimant Rates of Men Aged 25 to 64 by Age Group, 1971 to 2014

Sources: Authors’ calculations using data from the Department for Work and Pensions tabulation tool 
(http://tabulation-tool.dwp.gov.uk/100pc/tabtool.html, accessed on November 14, 2014), for data 
from August 1999 to May 2014 (inclusive). Data from 1971 to 1998 are taken from Anyadike-Danes and 
McVicar (2008). Population estimates (to 2012) and projections (for 2013) by age are taken from the 
Office for National Statistics.
Notes: Claimants of Invalidity Benefit, Incapacity Benefit, and Employment and Support Allowance in 
Great Britain. No data are shown for women aged 60 to 64 since age 60 was the State Pension age for  
women for most of this period. For comparability the “All” category for both men and women is shown  
for those aged 25 to 59.
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them—would have ended up being substantially higher in the absence of the 1995 
and (to a lesser extent) subsequent reforms.5

The administrative data also provide evidence on the principal health condi-
tion that has led to the disability benefit claim, with data available from August 1999 
onwards. The share of disability benefit claims for reasons relating to mental or behav-
ioral health problems, by age group and sex, are shown in Figure 3. Because physical 
health problems become relatively more prevalent at older working ages, a higher 
proportion of the disability claims of younger men and women are for reasons relating 
to mental and behavioral disorders than is the case among older men and women. 

5 In addition, the fact that the 1995 reform essentially disqualified men and women above the State 
Pension age from receiving benefits means it would have had an additional effect on the number of 
benefits even though this may not have been associated with reduced government spending for the 
reasons described above relating to substitution with State Pension expenditures.

Figure 3 
Percent of Disability Benefit Claims due to Mental and Behavioral Disorders, by 
Sex and Age Group, August 1999 to May 2014

Source: Authors’ calculations using data from the Department for Work and Pensions tabulation tool 
(http://tabulation-tool.dwp.gov.uk/100pc/tabtool.html, accessed on November 21, 2014).
Notes: Claimants of Incapacity Benefit and Employment and Support Allowance in Great Britain. Data 
from November 2008 to November 2009 (inclusive) are missing as the summary disease code for those 
receiving Employment and Support Allowance are not available over this period. The figure shows men 
aged 25 to 64 and women aged 25 to 59 as ages 65 and 60 were the State Pension ages for men and 
women respectively for most of this period.
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The striking pattern is that, for all age and sex groups, a steadily increasing propor-
tion of disability benefit claims are primarily for mental and behavioral reasons. For 
example, among men aged 50 to 54, this proportion increased from 24 percent in 
August 1999 to 42 percent in May 2014, while among women of the same age group, 
this increased from 28 to 42 percent over the same period. If it seems unlikely that 
mental and behavioral disorders have become this much more prevalent over a rela-
tively short time period, then it would follow that individuals are becoming more 
likely to be deemed eligible for disability benefits on these grounds. Also, this trend 
may suggest consequences for which different employer or occupational health adap-
tations are required to facilitate these individuals returning to paid work.

Two other patterns in Figure  3 merit some comment. First, over the period 
2010–2012 the proportion of disability benefit claims of men and women aged 25 to 
34 that are primarily for mental and behavioral reasons stopped increasing. While 
this coincided with the national rollout of the Employment and Support Allowance to 
the stock of previous Invalidity Benefit claimants with the shortest benefit durations, 
growth in the proportion of recipients in this age range claiming for mental and 
behavioral reasons subsequently returned in 2013. Second, the gradient across age 
has narrowed slightly over time for men, bringing it towards that observed for women, 
perhaps suggesting that the issues involved with getting disability benefit recipients 
back into paid work may not now be that different between men and women.

Education, Health, and Disability: Evidence from Survey Data

The receipt of disability benefits and the changes in receipt over time do not 
just vary by age and sex. There are also important differences across subgroups 
defined by education and health status. Given the low rates of the benefit levels 
(now less than 15 percent of average earnings), earnings replacement rates are 
substantially lower for those with high education than for those with low educa-
tion and low earnings capacity. Thus, one might expect different reactions to the 
benefit reforms from different groups. Similarly, the correlations between health, 
disability, education, and wages make it important that we investigate trends by 
health and education jointly.

Administrative data are not sufficiently detailed to document such differences, 
so in this section, we turn to evidence from two household surveys: the Labour 
Force Survey (LFS) for data on disability by education and the English Longitudinal 
Study of Ageing (ELSA) for data on disability by health and education status jointly.6 

6 Prior to these dates, the data available are more limited either in terms of sample sizes within 
year-age-education cells or in terms of the nature and detail of the information collected on either benefit 
receipt or on health. However, some of these other data sources like the British Household Panel Study, 
the Family Expenditure Survey, and the Health Survey for England have been used to examine specific 
issues and questions pertaining to disability benefits in earlier years. For example, Disney, Emmerson, 
and Wakefield (2006) use the BHPS to examine the importance of health in determining labor market 
transitions of working-age individuals aged 50 and over.
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The LFS covers the full UK household population and samples an average of 
around 250,000 individuals between ages 25–59 for women and ages 25–64 for men 
per year over the period 1998 to 2013. These data allow us to examine the extent to 
which, since 1998 at least, these trends in receipt of disability benefits have differed 
across low- and high-skilled individuals within each age group. In drawing this sample, 
we excluded individuals aged below 25 since a nonnegligible and endogenous frac-
tion will still be in full-time education. We also excluded those at or above the State 
Pension age or one year below it: that is, women aged 59 and over and men aged 64 
and over since they were not eligible for benefits over this sample period.

We define three education groups. The lowest-education group are those that left 
full-time education at or before the compulsory school-leaving age (age 14 for those 
born before April 1933, age 15 for those born between April 1933 and April 1958, and 
age 16 otherwise). This represents a large fraction of the population, particularly in 
older cohorts.7 The remaining individuals are divided into a middle-education group 
who chose some post-compulsory schooling but left school at or before age 19 and 
a high-education group who continued full-time education beyond age 19. The LFS 
data also contain standard and relatively high-quality measures of disability benefit 
receipt status.

Those with lower levels of education are more likely to claim disability, as one 
would expect, for several reasons. There is a well-documented relationship between 
lower levels of education and worse health. In the UK system, there is also the fact 
that the flat-rate structure of benefit rates, described above, means that disability 
benefits will replace a higher share of earnings for lower earning groups—thus 
making disability a substantially less attractive option for those with medium or 
higher education levels. These differences are immediately apparent in the LFS 
data: within all age and sex subgroups, the low educated are roughly four times more 
likely to be in receipt of disability benefits than their high-education counterparts.

In addition, patterns over the last few years in particular need to be interpreted 
with caution because the recent recession is known to have affected education and 
sex subgroups differently. For example, the most recent recession involved a smaller 
fall in the proportion of paid work than in previous UK recessions, and this differ-
ence was particularly striking for older, better-educated male workers (Blundell, 
Crawford, and Jin 2014). With that caution duly noted, some patterns of disability 
across education and age levels still stand out.

While the reductions in rates of disability benefit receipt since the 1995 reform 
have come mainly from older men (as noted earlier), amongst this group the trend 
has been considerably more acute for the lower educated than for the higher 
educated. And across older men and women, there appears to have been a differ-
ential trend in disability levels across education groups over the period 2010–2013, 
particularly for older women, whereby the probability of receipt has fallen partic-
ularly rapidly for the lowest-educated older women and yet been relatively flat 

7 The cohort with school-leaving age of 14 are not actually observed below State Pension age from 1998 
onwards so do not feature in our analysis.
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for more-educated older groups and either flat or rising for the more-educated 
younger groups. Figure 4 shows the stark differences in patterns for low-education 
older groups in comparison to their younger counterparts. Furthermore, while 
we do not present a figure on this, differential levels of disability across education 
levels have been widening in the last few years for those in the 25 to 44 year-old age 
brackets, particularly for women in the period post-2008 from when the Employ-
ment and Support Allowance began to be introduced.

The combination of these patterns of disability across age and education groups 
over time, and in particular the sharp declines for the oldest age groups following 
the recent reforms, mean that for both men and women by the end of our sample 
period in 2013, low-education 25–34-year-olds are in fact more than twice as likely 
to be on disability benefits than the highest-education 55–59/64  year-olds.8 This 

8 Running a simple logistic model of benefit receipt on age, sex, and education by year, we find that, in 
2013, those with high levels of education aged 50 to 59/64 are found to be half as likely to be in receipt 
of disability benefits as those with low levels of education aged 25 to 34 (odds ratio 0.49 with a 95 percent 
confidence interval of 0.41 to 0.59), whereas in 1998 they were twice as likely (odds ratio 2.15 with a 
95 percent confidence interval of 1.81 to 2.56).

Figure 4 
Receipt of Disability Benefits among Those with a Low Level of Education, by Sex 
and Age Band, 1998 to 2013

Source: Authors’ calculations using data from the Labour Force Survey.
Notes: Claimants of Incapacity Benefit and Employment and Support Allowance. Figure shows men up 
to age 64 and women up to age 59 since ages 65 and 60 were the State Pension ages for men and women 
respectively for most of this period.
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pattern may be related to the fact, noted earlier, that for those with low-earnings 
potential, the relative payoff to work versus disability benefits will be lower, with 
this effect growing over time as benefits are updated with the price level (Banks, 
Emmerson, and Tetlow 2014).

Because the differences in trends across education within the oldest age groups 
have been so stark, it is important to understand these in more detail, and in partic-
ular, their relationship with health and employment rates. For this purpose, we 
turn to data from the English Longitudinal Study of Ageing (ELSA), although this 
means that we can only focus on the older age groups. The first six waves of ELSA 
have been collecting highly detailed information on the health, functioning, and 
socio economic status of around 11,000  individuals aged 50 and over in England 
since 2002. Individuals are interviewed every two years with an additional nurse 
assessment every four years. The resulting data encompass self-reported measures 
of disability, physical, and cognitive performance tests, and many other detailed 
biomarker and self-reported health indicators, as well as the standardized questions 
on education and self-reported receipt of disability benefits we utilized from the 
LFS data.

The ELSA data would, of course, support a highly-detailed modeling of the 
dynamics of disability and disability benefit entitlement, especially because of  
the longitudinal nature of the panel data and because many individuals have 
given consent for their data to be linked to their administrative benefit records. 
Here, however, we confine ourselves to constructing a simple index of health and 
disability based on those disability conditions that are covered by the ELSA data 
and also assessed as part of the Work Capacity Assessment. The measures relate to 
physical disability (and, thus, to walking, standing, sitting, manual dexterity, and 
so on), vision, incontinence, mental health, and finally stress-related reasons for 
leaving past employment. In total, there are 11 such items, so we construct an index, 
taking values 0–11, which simply counts the number of conditions each individual 
in the ELSA sample is observed to have.9 Having looked at the distribution of the 
index, and in order to keep our descriptive analysis as simple as possible, we then 
group the data into four disability categories: None (0 or 1 condition), mild (2 or 
3  conditions), moderate (4 or 5 conditions), or severe (6 or more). Other than 
for reasons of sample size, our subsequent conclusions are not affected materi-
ally by using different groupings. The majority of individuals aged 50 to the State 
Pension age have zero or one of the identified conditions, although the majority 
of low-education individuals have one or more. The distribution of the disability 
index and its covariation with education is strikingly similar in both 2002 and 2012, 
although the data do show a slight reduction in the proportion of women with the 
highest values of the disability index over this time period.

9 More specifically, these conditions relate to various Activities of Daily Living (walking, sitting, standing, 
climbing stairs, lifting a weight, picking up a 5p coin, etc.), as well as eyesight, incontinence, and stress. 
Further details are available from the authors on request.
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While this index is crude, it still correlates strongly with the receipt of disability 
benefits particularly for men: within the age group between 50 and the State Pension 
age, almost three-quarters of men with low education and severe disability (six or 
more conditions) in 2002 are observed to be receiving disability benefits. For a given 
level of the disability index, the probability of disability benefit receipt is greater 
for men than for women (perhaps unsurprising giving lower lifetime labor market 
attachment for women in these cohorts) and greater for those with low levels of 
education than for those with high levels of education. Again, this may be related to 
the relatively low replacement rate of disability benefits for higher earners. 

However, the probability of receipt of disability benefits conditional on health 
status did change substantially between 2002 and 2012, as is also apparent in Table 1. 
Declines in benefit receipt are observed at all values of the index, with large abso-
lute declines in receipt rates in the groups with the worst level of disability, and 
large proportionate declines in receipt rates for the least disabled. These trends 
are consistent with an improved targeting of the benefit onto those with more 
severe disabilities, although this improved targeting happened at different points 
of the disability distribution before and after the 2008 reform when the Employ-
ment and Support Allowance first began to replace Incapacity Benefit.

Figure  5 shows how the distribution of disability within the stock of benefit 
recipients changed over the period 2002–2012, as a result of these changing rates 
of receipt conditional on health and the changing distribution of the health index 
more generally. All groups experienced a reduction in the proportion receiving 
disability benefits, but these reductions were much greater for some groups than 
for others.

Table 1 
Disability Benefit Receipt Rates, by Age, Sex, and Disability Level

Year

 
All aged  

50–State Pension Age

Male, 
low 

education

Male, 
high 

education

Female
low  

education

Female,
high 

education

2002
None (0–1) 2.9 5.5 2.7 1.7 1.4
Mild (2, 3) 15.0 25.7 13.9 11.1 9.8
Moderate (4, 5) 34.4 50.9 33.3 29.8 16.2
Severe (6+) 55.3 72.2 54.3 37.9 45.2

2012
None (0–1) 0.9 3.0 0.9 0.6 0.1
Mild (2, 3) 6.8 11.2 7.0 5.7 4.4
Moderate (4, 5) 15.5 21.1 18.6 8.2 14.7
Severe (6+) 37.2 51.8 34.2 31.1 31.7

Notes: Authors’ calculations from waves 1 and 6 of the English Longitudinal Study of Ageing. 2002 
numbers are receipt of Invalidity Benefit; 2012 numbers are receipt of either Invalidity Benefit or 
Employment and Support Allowance.
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Among women, the proportion of benefit recipients with six or more indicated 
disabilities increased over the whole period from one-third to over one-half of the 
total. In the most recent years, subsequent to the Employment and Support Allow-
ance reform, there is striking reduction in the proportion of benefits with zero or 
one conditions, falling from 15 to 4 percent over the four-year period 2008–2012. 
For men, the disability benefit appears less well targeted at the beginning of the 
period: 23 percent of male benefit recipients in 2002 reported zero or one condi-
tion in the health index compared to only 14 percent of women. After that time, 
there are no marked or consistent trends in the disability composition of the male 
benefit claimants. Thus, it seems that the substantial reduction in rates of disability 
receipt for older individuals documented in the previous analysis has been less 
driven by the best-health groups for men than it has been for women.

Finally, we compare trends in employment with the disability trends both uncon-
ditionally and by education and health groups, to offer some tentative evidence 
relating to the question of substitution between disability benefit and employment. 
The rules for receiving disability benefits offer only very limited possibilities for 
doing any paid work at all (certain permitted work rules do allow benefit recipients 
to do a small amount of paid work each week while receiving benefits only if their 

Figure 5 
Composition of Disability Benefit Recipients by Sex and Disability Index,  
Individuals Aged 50 to State Pension Age, 2002 to 2012

Source: Authors’ calculations from waves 1 and 6 of the English Longitudinal Study of Ageing.
Notes: An index of 0–1 means 0 to 1 disability conditions, 2–3 means 2 or 3 conditions, and so forth. See 
text for details.
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Jobcentre Plus adviser agrees).10 Thus, any trends toward lower claiming of disability 
benefits that are not matched by trends in higher employment suggest either move-
ments onto other welfare programs or else the use of other forms of support (like 
family income or savings) until the individual reaches the State Pension age. This 
outcome would also indicate a broad failure of the reforms if assessed with respect to 
the goal of moving people into paid work, as opposed to simply reducing caseloads 
or government spending on disability benefit payments.

The broad trends in labor force participation in the United Kingdom presented 
in Figure 6 are well known and similar to those in the United States. For example, 
there has been a steady increase in paid work for men of older working ages from 

10 In the English Longitudinal Study of Ageing (ELSA) data, only a small fraction of those on bene-
fits report having done any paid work in the previous month—around 0.3  percent of all males and 
0.2 percent of all females over the period 2002–2013. These levels are small enough that they could 
largely be accounted for by measurement error in the survey.

Figure 6 
Percent Aged 25 to 64 in Paid Work by Sex and Broad Age Group, 1971 to 2013

Source: Authors’ calculations from pooled Family Expenditure Survey (1968–2012, N = 390,477) and 
Labour Force Survey (1975, 1977, 1979, 1983–2013, N = 6,997,526) microdata. Estimates for years with 
only FES data are adjusted based on age-sex specific relationship between FES and LFS rates in the years 
up to and including 1983 when both surveys were in place.
Notes: Definition of work includes all those working in the reference week (LFS) or month (FES) either 
as full or part-time employees or self-employed. Excludes babysitting coded as self-employment in 
FES pre-1982.
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the mid 1990s onwards, and steadily rising rates for women of all ages. At the aggre-
gate level, it seems that there are at least some examples of broad correspondence 
in the patterns with receipt of disability. For example, the pick-up in male employ-
ment rates has been most apparent for the oldest ages where disability benefit rates 
have declined the most. In labor market trends for women, there is evidence of an 
upturn in the trend in employment for 55–59 year-old women since 2010 (as the 
most recent reform was being implemented) at the same time as the sharp down-
turn in their benefit receipt rates. But separating the effects of general labor market 
trends (and, in the case of women, the particular experiences associated with the 
most recent post-recession period) from any effects due to disability or disability 
benefits is not straightforward, at least in the most recent years of data, and esti-
mating a causal effect of benefit reform on employment rates is left for future work.

As a final piece of descriptive evidence, however, we disaggregate these trends 
in receipt of disability further within the population 50 and over—specifically by 
education, sex, and disability level—and focus just on the years since the Employ-
ment and Support Allowance first began to be introduced in 2008. We then examine 
whether the groups with greater or lesser movement off disability benefits since 
this reform has occurred have seen greater or lesser movements into work. Table 2 
shows the difference in benefit receipt rates between 2008 and 2012 for each of 
the three  levels of disability, along with corresponding changes in employment 
and in receipt of Job Seekers Allowance (that is, an unemployment benefit), with 
these differences being expressed relative to changes in the group with zero or one 
disability condition.11 Thus, the group with a mild level of disability experienced, on 
average, a 3 percentage point relative decline in those receiving disability benefits. 

11 More specifically, for each variable in the table we express each observation relative to the mean of 
those with the same sex and education but without any disability.

Table 2 
Changes in Benefit Receipt and Employment, by Health Level, 2008–2012

Percentage point difference (2008–2012) in:

 
Disability level

Disability Benefit 
receipt

 
Employment

Job Support 
Allowance

N
2008

N
2012

Mild (2, 3) −3.11 −0.71 1.04 683 559
(−1.91) (−0.26) (1.23)

Moderate (4, 5) −17.83 3.23 1.62 234 245
(−4.64) (0.74) (1.30)

Severe (6+) −20.62 −0.98 −0.20 237 215
(−4.49) (−0.31) (0.14)

Notes: Authors’ calculations from waves 4 and 6 of the English Longitudinal Study of Ageing. 
Table presents difference in cell means between 2008 and 2012, with all variables adjusted for 
the sex- and education-specific trends in the group with 0–1 health and disability problems. 
Numbers in parentheses are t-ratios
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At the same time, there was a small (0.7 percentage point) but insignificant decline 
in employment and only a 1 percentage point rise in those receiving unemployment 
benefits (also statistically insignificant).

Taken together, the evidence in Table  2 does not provide strong evidence 
showing effects of the Employment and Support Allowance reform either on return 
to work or on movements onto unemployment benefits. What evidence there is of 
substitution between these three forms of activity is strongest for the group with 
moderate but not severe disability, where we observe higher rates of employment 
and receipt of Job Seekers Allowance that can account for just under one-quarter of 
the reduction in numbers on disability benefit. For those with the severest disabili-
ties, we observe a very large relative decline in the numbers on disability benefits 
(consistent with Table 1) but essentially no change in the numbers either employed 
or receiving unemployment benefits.

Summary and Conclusions

The United Kingdom has had a number of reforms to the rates and structure of 
disability benefits in recent decades that make it an interesting case study for other 
countries thinking of reforming their systems of support for those whose health means 
they are unable to work. In this paper, we have documented recent reforms and exam-
ined the evidence on trends in the numbers and characteristics of those receiving 
such benefits over the period since 1971. What lessons can we draw from this exercise?

First, the UK experience demonstrates that, at least in time periods after 
disability benefits have spiked upward, reforms concerning eligibility for such bene-
fits can reduce disability benefit levels from the levels they otherwise would have 
reached. Given large demographic shifts in cohort size, this is not always apparent 
when considering raw numbers of claimants.

Second, when calculating potential cost savings from disability reforms, it is impor-
tant not to consider a single program in isolation. In the United Kingdom, most of the 
reduction in spending on disability benefits among those over the State Pension age 
that resulted from the 1995 reform, also resulted in higher State Pension spending. 
Similar interaction effects will be important when considering how means-tested bene-
fits will rise if the number of working-age adults receiving disability is reduced.

Third, perhaps as a result of the low and declining levels of UK disability benefit 
in monetary terms, receipt of disability has now become even more closely related 
to education level than in the past. For example, by the end of our sample period 
in 2013, low-education 25–34 year-olds are now twice as likely to be on disability 
benefits as the highest-education 55–64 year-olds.

Fourth, as a greater share of women enter the labor force, a greater share are 
also eligible for and receiving disability benefits. The decline in the number of older 
working-age men receiving disability benefits has been partially offset by growth in 
the number of younger women receiving these benefits. But disability patterns by 
health and education status are not the same for men and women. The substantial 
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reduction in rates of disability receipt for older individuals documented in recent 
years has been less driven by a decline among the best-health groups for men than it 
has been for women. For a given level of reported health status, men are more likely 
to receive disability benefits than women.

Fifth, there is systematic growth over time in the proportion of claimants in any 
age and sex group with mental and behavioral disorders as their principal health 
condition, and the inflow and outflow of this group to disability benefits raises 
prominent issues for future disability (and employment) policy.

Finally, the evidence with regard to reforms that seek to expedite movements 
back to employment is mixed. While the period of decline in benefit receipt since 
1995 has also been one of increasing employment amongst older age groups, it is not 
easy to disentangle any effects from broader labor market trends given the limited 
microdata on health, education, and employment over this time and the nature of 
the reforms that occurred. Looking tentatively at the more recent Employment and 
Support Allowance reform as it affects older adults and using its differential impact on 
groups with differing levels of education and disability, we do not find strong evidence 
of substitution between disability benefit and unemployment benefits over the period 
of the most recent reforms, nor do we find strong evidence of any return-to-work 
effects. But our analysis is very limited, both in its scope and its statistical power, given 
how recently the reform occurred and the fact that we do not have much data in 
the post-reform period. Indeed, given the way the program has been rolled out, it 
is somewhat challenging to think of a more concrete evaluation of these potential 
substitution effects with the data available, at least until we have a larger sample of 
those observed with an onset of disability and a (potential) movement from work onto 
the new benefit. Such an analysis is left as a topic for future research. But the descrip-
tive evidence presented here on how the Employment and Support Allowance reform 
has had differential impacts on benefit receipt for groups defined by age, sex, educa-
tion, and disability level suggests that such research may be fruitful in enhancing our 
understanding of the full effects of disability benefit reform and, indeed, in informing 
other countries with regard to the potential effects of any future reform.
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In the spring of 2008, LIBOR moved from the fine print of interest-rate 
contracts to the headlines of newspapers (for example, Mollenkamp 2008; 
Mollenkamp and Whitehouse 2008). LIBOR is the London Interbank 

Offered Rate: a measure of the interest rate at which large banks can borrow from 
one another on an unsecured basis. LIBOR is often used as a benchmark rate—
meaning that the interest rates that consumers and businesses pay on trillions of 
dollars in loans adjust up and down contractually based on movements in LIBOR. 
Investors also rely on the difference between LIBOR and various risk-free interest 
rates as a gauge of stress in the banking system. Benchmarks such as LIBOR there-
fore play a central role in modern financial markets.

Thus, the 2008 news reports revealing widespread manipulation of LIBOR threat-
ened the integrity of this benchmark and lowered trust in financial markets. LIBOR 
is determined each day—or “fixed”—based not on actual transactions between 
banks but rather on a poll of a group of banks, each of which is asked to make a 
judgment-based estimate of the rate at which it could borrow. Banks had incentives 
to announce biased interest rates, for two reasons. First, in times of economic stress, 
reporting a lower interest rate would signal that the bank is more creditworthy, all 
else equal. Second, some of the bank’s trading positions would be more profitable if 
LIBOR could be pushed one way or the other, depending on the position taken.
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These problems with LIBOR raised more general issues about benchmarks. 
Along with LIBOR, there are other “IBORs,” including EURIBOR, which is the 
interbank offered rate at which large banks in the European Union lend to each 
other, and TIBOR, the Tokyo Interbank Offered Rate, at which large Japanese banks 
lend to each other. In addition, benchmarks for foreign exchange rates and certain 
commodity prices appear in many contracts.

The two of us recently contributed to a pair of reports commissioned by the Finan-
cial Stability Board that recommend how to make benchmark rates such as LIBOR 
and other interbank offered rates less vulnerable to manipulation.1 While these 
reports cover many technical issues, they are based on two overarching principles.

First, benchmarks should be based—to the greatest practical extent—not on 
judgments submitted by market participants, but on actual transactions. Anchoring 
benchmarks in transactions is a key recommendation of several previous policy 
groups (for example, see International Organization of Securities Commissions 
2013). But a tough problem confronts a shift to transaction-based IBOR bench-
marks. Remember, the “I” in IBOR stands for “interbank.” The daily fixing of 
LIBOR is supposed to be an estimate of the rate at which major banks can borrow 
from each other. However, there are surprisingly few actual loan transactions between 
banks that could be used to fix most of the IBORs, including those for the 3- and 
6-month maturities that are so widely used as benchmark rates. The thinness of the 
underlying interbank markets has made it difficult to come up with reliable daily 
fixings that are transactions-based.

The solution proposed in the policy reports of our groups is to fix the IBORs 
using a much wider set of unsecured bank-borrowing transactions, not just those in 
the interbank market. This approach would include rates on “wholesale” (that is, 
large-denomination) certificates of deposit as well as commercial paper issued by 
banks to a wide range of nonbank investors.

Second, the reform process should strongly encourage heavier use of alterna-
tive benchmark reference rates. The original purpose of the IBORs was to measure 
average bank borrowing costs, which include a spread component for bank credit 
risk. Particularly with the enormous boom in interest-rate derivatives trading since 
the 1980s, IBORs have been heavily used in contracts whose purpose is to transfer 
risk related to fluctuations in general market-wide interest rates. The motives for 
these “rates trading” applications generally have little to do with the component 
of the IBORs that reflects the spread between bank credit and a risk-free interest 
rate. However, it is a self-reinforcing choice by market participants to trade in more 
liquid high-volume markets, all else equal. In part through an accident of history, 
this desire to belong to the high-liquidity club has led to a massive agglomeration of 
trade based on the IBOR benchmarks.

1 Duffie chaired a Market Participants Group on Reforming Interest Rate Benchmarks (or the Market 
Participants Group on Reference Rate Reform). Stein co-chaired (along with Martin Wheatley, head 
of the UK’s Financial Conduct Authority) an Official Sector Steering Group on the same topic, while 
serving as a member of the Federal Reserve Board of Governors. Both groups were established by the 
Financial Stability Board. These reports are Market Participants Group (2014) and Official Sector 
Steering Group (2014).
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While such an agglomeration effect is beneficial from the standpoint of 
liquidity, it increases incentives for market manipulation. The deep and liquid 
IBOR-based derivatives markets can accommodate extremely large derivatives 
positions. A trader with a sufficiently large position can profit significantly from 
even tiny distortions in IBOR fixings, on the order of one basis point (that is, 0.01 
percent). In 2008, reporting on the LIBOR scandal revealed that manipulators had 
arranged for dishonest judgment-based reports of bank borrowing rates. With a 
transactions-based benchmark, a manipulator might attempt to distort actual trans-
actions. Either way, the message is the same: a thin underlying bank borrowing 
market cannot be a robust foundation for a multi-hundred-trillion dollar derivatives 
“rates” market, even with substantial improvements to the IBOR-fixing methodology. 

Fortunately, many of the interest-rate trading applications currently served by 
the IBORs could be as well or better served by risk-free or near-risk-free benchmarks 
that are not tied to banks’ costs of funds. In the United States, for example, interest 
rates based on Treasury bills or other rates that we will discuss later in this paper 
(such as general collateral repo rates) would be adequate or preferred for many 
rates-trading applications.

We do not underestimate the difficulty of getting market participants to opt for 
alternative reference rates so long as IBOR-based markets are so liquid. Precisely 
because everybody prefers to be in the high-liquidity club, there is a coordination 
problem. No individual actor may be willing to switch to an alternative benchmark, 
even if a world in which many switched would be less vulnerable to manipula-
tion and offer investors a menu of reference rates with a better fit for purpose. 
Hence, there may be an important role for policymakers to guide markets in the 
desired direction.

The remainder of this paper is organized as follows. We begin with a discus-
sion of the economic role of benchmarks in reducing market frictions. We explain 
how manipulation occurs in practice, and illustrate how benchmark definitions 
and fixing methods can mitigate manipulation. We then turn to an overall policy 
approach for reducing the susceptibility of LIBOR to manipulation, before focusing 
on the practical problem of how to make an orderly transition to alternative refer-
ence rates, without raising undue legal risks.

The Economics of Benchmarks

Why Use Benchmarks?
Financial market participants rely on benchmarks for a range of purposes that 

are primarily related to reducing asymmetric information regarding the value of the 
underlying traded financial instrument.

Consider for illustration a forward contract for gold, committing a buyer to 
pay the difference between the agreed forward price and the spot price of gold 
at the future contract settlement date. Without recourse to an independently 
announced gold price benchmark, the counterparties could easily disagree about 
the net payment due at the time of settlement. Indeed, the two parties have 
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precisely opposite incentives regarding how to measure the spot price of gold. Thus, 
without a benchmark, they might expend extra effort to settle their contract. They 
might avoid contracting based on price, and instead use the more costly (but less 
manipulation-prone) settlement method of physical delivery of gold. Or in light of 
the anticipated settlement costs, the two parties might just fail to agree on a contract 
in the first place, thus losing their gain from trade. Even if a benchmark exists, 
costs may arise to the extent that the benchmark is not reliably measured or can be 
manipulated. Indeed, there have been recent allegations of manipulation of gold 
benchmarks (Vaughn 2014). Clearly, if one of the counterparties to a trade also 
plays a role in the fixing method that determines the announced benchmark price, 
the incentive to manipulate is especially severe. This moral hazard may lead to lower 
market participation or even a market breakdown.

Reliable benchmarks also reduce search costs in bilateral over-the-counter 
markets, where, in the absence of a centralized exchange, benchmarks can improve 
matching efficiency and increase participation by less-informed agents. For example, 
with the publication of an interest rate benchmark such as LIBOR, bank customers 
are better able to judge whether a loan rate is competitive. Without a benchmark, 
intermediaries can take greater advantage of market opaqueness and of the cost to 
customers of searching for alternative quotes. Before the advent of LIBOR in the 
United States, banks commonly quoted variable-rate loans at some spread above a 
“prime rate,” but each bank decided on its own prime rate, and while these rates 
moved in relatively close tandem across banks, sophisticated borrowers understood 
the benefit of shopping around.

In this sort of setting, benchmarks offer financial intermediaries a tradeoff: 
on one side, benchmarks tend to reduce profit margins; on the other side, this 
disadvantage can potentially be more than offset through increased volume of trade 
(Duffie, Dworczak, and Zhu 2014). Thus, intermediaries may find it advantageous 
to introduce a benchmark. Indeed, in 1969 a consortium of London-based banks 
led by Manufacturers Hanover introduced LIBOR in order to entice international 
borrowers such as the Shah of Iran to borrow from them (for a brief history, see 
Ridley and Jones 2012). By 1984, LIBOR became an official benchmark of the 
British Bankers Association.

A further transparency benefit of benchmarks applies when investors delegate 
their trading decisions to agents, who may not always make their best efforts to 
obtain good trade execution on behalf of their clients. Suppose an investor selling 
euros for dollars is told by her broker, “We obtained an excellent price of $1.3500 
for your Euros.” Absent a benchmark, the investor could not easily validate the 
broker’s claim and may be suspicious of the potential for dishonest service. However, 
if there is a nearly simultaneous published benchmark fixing of an exchange rate of 
one euro for $1.3501, then the broker’s claim of good execution is easily verified. 
Less-informed investors who delegate their trade execution to agents are thus more 
willing to participate in markets when incentives for good execution are supported 
by the existence of reliable benchmarks. The recent report of the Financial Stability 
Board on foreign exchange benchmarks confirms that the least-sophisticated inves-
tors are the most likely to prefer that their foreign exchange trades be executed at 
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the precise time at which the benchmark is fixed (Foreign Exchange Benchmark 
Group 2014).2

In the special case of interbank offered rates, there is an important additional 
motive for introducing a benchmark. Suppose a bank wishes to hedge the risk of a 
change in its borrowing cost. However, because the bank is known to have private 
information about its idiosyncratic credit quality, it might find that no counterparty 
is eager to hedge this risk. This problem of adverse selection can make it hard for 
the bank to negotiate a contract that is based on its own future credit spread. This 
market breakdown might be overcome to some extent with hedging contracts that 
are instead linked to market-wide, rather than bank-specific, credit spreads. In this 
case, a benchmark based on the interbank offered rate allows banks to hedge at 
least the common component of their borrowing costs.

Agglomeration of Trade around Benchmarks
Once a benchmark has been established, it can become a powerful “basin of 

attraction” for related trades, based on two types of agglomeration effects. To see 
why, suppose that a spectrum of possible non-benchmark trades could be substi-
tuted with a benchmark trade. These alternative types of trades are differentiated 
by their risk attributes and other characteristics, such as time of execution (relative 
to the time at which the benchmark is fixed).

One force driving agglomeration is the incentive for market participants to reap 
the information-related benefits of a benchmark that we described in the previous 
section, including lower search costs, higher market participation, better matching 
efficiency, and lower moral hazard in delegated execution. In order to obtain these 
benefits, market participants or their agents will often choose to substitute their 
“best-fit-for-purpose” trade with a benchmark trade. For example, a foreign-exchange 
trade that, absent benchmark effects, would optimally be executed at 5 pm London 
time could be shifted to match the extremely popular WM/Reuters benchmark, 
produced by the WM Company, which has a 4 pm London fixing time. Similarly, 
an investor who is interested in taking a hedging or speculative position in risk-free 
interest rates might shift toward a LIBOR-based financial instrument, even though 
the bank-credit-spread component of LIBOR is somewhat undesirable.

The second force for agglomeration is the incentive to lower trading costs 
that are associated with illiquidity. A high volume of trade in a financial instru-
ment is typically associated with a smaller bid–ask spread, shorter execution delays, 
lower search costs, and a lower price impact for large trades. Once trading in a 
benchmark-related instrument is active, there is an incentive to substitute from 

2 Indeed, less-sophisticated investors in foreign exchange markets commonly request “fix trades,” by 
which they contract with a dealer to buy or sell at the benchmark price itself, without a fee or bid–ask 
spread. The dealer absorbs the risk of laying off the position acquired from its clients at a different price, 
and thus a potential loss. The dealer may be compensated in part, however, by the common practice in 
this market of “front running” by dealers, who may trade on their own behalf a few seconds before the 
fixing, thus causing a price impact to the fixing that can benefit the dealer at the expense of its clients. 
Whether malicious or not, the report commissioned by the Financial Stability Board recommends that 
this practice be curtailed.
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less-actively traded instruments toward instruments that reference the benchmark 
(McCauley 2001). This liquidity incentive can easily dominate any mildly undesir-
able investment characteristics of a non-benchmark instrument.

Once a benchmark is established, its basin of attraction can thus become larger 
and larger, given the positive feedback effects of informational transparency and 
liquidity. In the next section, we provide some statistics that illustrate the extent to 
which LIBOR has become the overwhelmingly popular interest-rate benchmark.

Once liquidity in LIBOR-linked contracts became firmly established in the 
1980s, dealers and derivatives exchanges had the incentive to introduce a wide 
range of LIBOR-based hedging instruments, including exchange-traded eurodollar 
futures and options available from Chicago Mercantile Exchange Group, and 
over-the-counter derivatives including caps, floors, and swaptions (that is, an option 
to engage in a swap contract). The availability of risk transfer in these related instru-
ments further increased the magnetic qualities of LIBOR-based trading.

Manipulation and Manipulation-Resistant Fixing Methods
During the financial crisis of 2007–2009, no bank wished to appear to be less 

creditworthy than others, as concerns over their creditworthiness might have raised 
their costs of funding, or in the extreme case, caused a run. When banks were polled 
to produce LIBOR, the rates reported by each bank were listed individually. As a 
result, some banks started “low-balling”—that is, understating their true borrowing 
costs when submitting to the LIBOR poll. The unrealistically tight bunching among 
banks of their reported borrowing rates is part of what led to the news reports of 
likely manipulation. Subsequent research revealed a substantial downward and 
persistent bias in LIBOR relative to actual bank borrowing rates (Abrantes-Metz, 
Kraten, Metz, and Seow 2012; Snider and Youle 2012; Kuo, Skeie, and Vickery 2012; 
for an overview, see Hou and Skeie 2013).

The second basic motive for manipulating benchmarks is a desire to profit 
on positions in derivative financial instruments that are contractually linked to the 
benchmark. In the case of interbank offered rates, some derivatives traders asked 
bank officials that were charged with providing rate submissions to the LIBOR poll 
to bias their reports. Figure 1 offers some examples of emails between traders that 
later emerged in an investigation of Barclays Bank. Sometimes these requests would 
be relayed by another trader, often located at another bank. In some instances, 
more significant distortions were achieved through collusion that coordinated the 
misreporting among several banks.

Clearly, if traders are able to benefit their swap positions by causing a bench-
mark to move one way or the other, the least ethical of them may attempt to do so. 
The extent to which a fixing can be distorted will always be a source of incentive 
to manipulate. However, an additional incentive is the ease with which very large 
positions in LIBOR-linked derivatives can be established, given the extremely high 
volumes and liquidity in this market.

In order to mitigate manipulation, tighter governance and regulatory moni-
toring of the fixing process may be somewhat effective, especially for those 
benchmarks that are set by judgment-based reporting (United Kingdom Financial 
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Conduct Authority 2012). But the first line of defense is having a benchmark defini-
tion and a fixing methodology that are more difficult to manipulate.

All else equal, it is better to have the benchmark fixing based on a large volume of 
transactions so that it is difficult for individual manipulated trades or reports to have 
much influence on the fixing and so that it is easier to detect when trades and reports 
are distortionary. This can be achieved in part by widening the time window over 
which rates or prices are averaged to determine the benchmark and by broadening 
the set of instruments or types of trades that are used. Specific recommendations for 
broadening the data collected to fix benchmarks have been made for the interbank 
offered rates (Market Participants Group on Reforming Interest Rate Benchmarks 
2014; Official Sector Steering Group 2014; Duffie, Skeie, and Vickery 2013) and for 
the foreign exchange benchmarks (Foreign Exchange Benchmark Group 2014).

A key tradeoff is that broadening the data collected to fix a benchmark can 
increase the heterogeneity of the proxies used for the item being measured, whether 
through timing or quality differences. This heterogeneity can be mitigated with statis-
tical methods, but in the end the benchmark may be more robust to manipulation but 
not very specific to the trading interests of market participants. One way to do better 
is to weight the data strategically so as to produce a fixing that efficiently trades off 
the incentive to manipulate against measurement error. For example, smaller trades 
(those whose prices are most easily distorted) are optimally downweighted (Duffie 
and Dworczak 2014).

Figure 1 
Some Emails and Text Messages from Swaps Traders at Barclays

Source: From the investigation of Barclays by the US Commodity Futures Trading Commission, 
http://www.cftc.gov/ucm/groups/public/@lrenforcementactions/documents/legalpleading/enf 
barclaysorder062712.pdf.
Notes: The references to 3m or 1m refer to three-month or one-month LIBOR estimates. The term “fix” 
refers to the actual LIBOR announcement on a given day.

1) “WE HAVE TO GET KICKED OUT OF THE FIXINGS TOMORROW!! 
We need a 4.17 fix in 1m (low fix) We need a 4.41 fix in 3m (high fix)” 
(November 22, 2005, Senior Trader in New York to Trader in London).

2) “You need to take a close look at the reset ladder. We need 3M to stay 
low for the next 3 sets and then I think that we will be completely out of 
our 3M position. Then it’s on. [Submitter] has to go crazy with raising 3M 
Libor.” (February 1, 2006, Trader in New York to Trader in London).

3) “Your annoying colleague again. … Would love to get a high 1m Also if 
poss a low 3m … if poss. … thanks” (February 3, 2006, Trader in London to 
Submitter). 

4) “This is the [book’s] risk. We need low 1M and 3M libor. PIs ask 
[submitter] to get 1M set to 82. That would help a lot” (March 27, 2006, 
Trader in New York to Trader in London).

5) “We have another big fixing tom[orrow] and with the market move I was 
hoping we could set the 1M and 3M Libors as high as possible” (May 31, 
2006, Trader in New York to Submitter).

http://www.cftc.gov/ucm/groups/public/@lrenforcementactions/documents/legalpleading/enfbarclaysorder062712.pdf
http://www.cftc.gov/ucm/groups/public/@lrenforcementactions/documents/legalpleading/enfbarclaysorder062712.pdf
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Reforming LIBOR

How is LIBOR Used?
With this general framework in mind, we now turn to the specific problem of 

reforming LIBOR. Most of the issues that we will discuss pertain to all of the LIBOR 
currencies—US dollar, British pound, euro, Swiss franc, and Japanese yen—as well 
as to the other IBORs, namely EURIBOR and TIBOR. For concreteness, we focus 
on the case of the US dollar LIBOR.

Table 1 presents some facts concerning the major applications of US dollar 
LIBOR, drawn from Market Participants Group on Reference Rate Reform (2014). 
The table covers four broad categories of financial instruments: loans, bonds, secu-
ritizations, and derivatives—both over-the-counter and exchange-traded. Several 
points stand out. First, across a range of applications, a majority of contracts tend 
to be linked to either the 1-month or 3-month LIBOR rate. Second, LIBOR is the 
dominant interest-rate benchmark for trillions of dollars of conventional loans, 

Table 1 
US Dollar LIBOR Market Footprint by Asset Class and Tenor

Asset class

Volume
(billions of 

dollars)

 
% LIBOR- 

related

Most common  
tenors 

(in months)

Loans
 Syndicated loans ~3,400 97% 1m and 3m
 Corporate business loans 1,650 30-50% 1m and 3m
 Noncorporate business loans 1,252 30–50% 1m and 3m
 Commercial real estate/Commercial mortgages 3,583 30–50% 3m
 Retail mortgages 9,608 15% 6m
 Credit cards 846 Low
 Auto loans 810 Low
 Consumer loans 139 Low
 Student loans 1,131 7% 1m and 3m
Bonds
 Floating/Variable Rate Notes 1,470 84% 1m and 3m
Securitizations
 Residential Mortgage-Backed Securities (RMBS) ~7,500 24% 1m (83%)
 Commercial Mortgage-Backed Securities (CMBS) ~636  4% 1m (75%)
 Asset-Backed Securities (ABS) ~1,400 37% 1m (76%)
 Collateralized Loan Obligations (CLO) ~300 71% 3m (82%)
Over-the-counter derivatives
 Interest-rate swaps 106,681 65% 3m (90%)
 Forward Rate Agreements (FRAs) 29,044 65% 3m (90%)
 Interest-rate options 12,950 65% 3m (90%)
 Cross-currency swaps 22,471 65% 3m (90%)
Exchange-traded derivatives
 Interest-rate options 20,600 98% 3m
 Interest-rate futures 12,297 82% 3m

Source: This table is adapted from Market Participants Group on Reforming Interest Rate Benchmarks, Final 
Report, March 2014.
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many of which are retained on the balance sheets of banks and other intermedi-
aries. For example, 97 percent of the $3.4  trillion syndicated loan market is tied 
to LIBOR. Among other business loans and commercial real estate loans, which 
collectively add up to nearly $6.5 trillion, somewhere between 30 and 50 percent are 
linked to LIBOR. Of the $9.6 trillion of nonsecuritized residential mortgages, about 
15 percent have adjustable interest rates that are LIBOR-based.

For lending applications that appear on bank balance sheets, it is easy to 
understand the appeal of an interest-rate benchmark like LIBOR that embeds an 
element of bank credit risk. If a commercial bank makes a long-term floating-rate 
business loan or commercial real estate loan, and funds the loan by borrowing 
short-term in the wholesale unsecured market, the bank’s funding costs are 
exposed to movements in both the general level of interest rates as well as the 
bank’s credit spreads. Thus, if the floating-rate loan is tied to an index based 
on a riskless rate, like the Treasury bill rate, then the bank has hedged only the 
component of its funding costs that is related to riskless rate. If credit spreads for 
the banking industry widen relative to the riskless rate, the bank’s net interest margin 
will suffer. Indeed, during the 2007–2009 crisis, LIBOR rates went up several 
percentage points, whereas Treasury rates declined! If the floating-rate loan is 
instead linked to LIBOR, then the bank will at least be hedged with respect to the 
market-wide component of bank credit spreads, albeit not to idiosyncratic move-
ments in its own credit spread. As discussed earlier, this motive for hedging risks 
that appear on bank balance sheets helps to explain why early efforts at creating 
interest-rate benchmarks in the 1970s gravitated toward a rate like LIBOR that was 
intended to capture bank credit risk.

But sizable and important as these bank-related lending applications are, 
the most striking fact in Table 1 is how they are now utterly dwarfed by trade in 
interest-rate derivatives tied to LIBOR. For example, the dollar-based over-the coun-
ter interest-rate swap market alone is estimated to be on the order of $107 trillion 
in gross notional value, of which 65 percent is linked to LIBOR. (In this market, an 
investor who prefers to pay a fixed interest rate rather than a variable rate such as 
3-month LIBOR can enter a swap that exchanges the difference between these rates, 
for a given number of years, with another market participant that has the opposite 
preference.) Roughly another $100  trillion in interest-rate derivatives—includ-
ing futures, cross-currency swaps, and both over-the-counter and exchange-traded 
options—are heavily LIBOR-dependent.

In contrast to the use of LIBOR for hedging a bank’s loan funding costs, it is 
improbable that many users of interest-rate derivatives have an intrinsic economic 
reason to be exposed to the changes in bank credit spreads that are included 
in LIBOR. Rather, the majority are likely using these derivatives either to hedge 
an exposure to the general level of interest rates, to make a speculative bet on 
market-wide interest rates, or to intermediate such trades. For these “rates traders,” 
the fact that LIBOR incorporates a bank credit risk component is, if anything, a bit 
of a nuisance. This inconvenience is apparently more than offset by the liquidity 
advantages of trading in the tremendously deep LIBOR-based derivatives market, 
as discussed earlier.
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Costs of Excessive Agglomeration around the LIBOR Benchmark
In the narrative that we have in mind, bank-hedging motives were the seed 

that originally made LIBOR an attractive benchmark. From this seed, and given 
the strong agglomeration effects associated with liquidity and transparency exter-
nalities, the market for interest-rate-linked products has grown exponentially, while 
the benchmark has remained “stuck” on LIBOR. This is so despite the fact that 
much of the subsequent demand for referencing an interest-rate benchmark has 
come from users—most notably derivatives traders—who care a great deal about 
liquidity and transparency but who may have no particular desire for exposure to 
the bank-credit-risk component of LIBOR.

If this story is correct, it suggests that two distinct costs are associated with the 
pileup of so much trading on LIBOR-linked contracts. First, LIBOR may offer a 
less-than-ideal fit for the purposes of the majority of derivatives users. That is, even 
if most derivatives users would prefer to have their contracts tied to another bench-
mark without a bank credit risk component (for example, Treasury bills), once 
LIBOR has become the dominant benchmark, it is very difficult for the market 
to switch to this new equilibrium on its own. The result of these liquidity exter-
nalities can be that markets suffer a coordination failure and become stuck at an 
inferior equilibrium.

Second, the incentives for manipulation are heightened when a large deriva-
tives market is indexed to a benchmark rate that is set in a primary market where 
trading activity is orders of magnitude smaller. What is striking about many of the 
documented cases of LIBOR manipulation is that they involved only very small rate 
distortions, with the guilty parties often misstating their borrowing costs by just a 
few basis points. Even such tiny distortions in LIBOR fixings can be potentially 
very profitable for a manipulator who has accumulated a large enough posi-
tion in derivatives whose payments are contractually based on the LIBOR fixing. 
Thus the relative scales of the two markets—the derivatives market versus the 
primary market which ultimately determines the reference rate—play a key role in 
manipulation incentives.

Moreover, this manipulation problem is not resolved merely by improving the 
design of the LIBOR fixing methodology, despite the importance of making these 
improvements. In the past, manipulators arranged for dishonest judgment-based 
reports of bank borrowing rates. But even with a fully transactions-based bench-
mark, a manipulator might attempt to distort actual transactions in the underlying 
bank funding markets. A thin underlying borrowing market cannot be expected to 
provide a robust foundation for a multi-hundred-trillion dollar derivatives market, 
even with substantial improvements to the LIBOR fixing methodology.

The Basic Idea of a Two-Benchmark Approach
If we were starting from scratch, what might a more efficient and resilient set 

of arrangements for interest-rate benchmarking look like? The above discussion 
suggests that there could be considerable appeal in a “two-rate approach,” that is, 
two distinct types of interest-rate benchmarks. One of these, an improved version of 
LIBOR itself, would continue to be based on banks’ wholesale unsecured funding 
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costs and would be appropriate for applications that rest on that credit risk compo-
nent, such as hedging the revenues of balance-sheet lenders. This banking-oriented 
benchmark would be reformed so as to be transactions-based and subject to a 
tougher monitoring regime, and hence less subject to manipulation.

The second benchmark would be based on a riskless or near-riskless rate that is 
established in a broad and deep market. The goal here would be to give pure interest 
rate traders—potentially a large fraction of the derivatives market—something that 
fits their risk-transfer needs well, while at the same time reducing the manipulation 
incentives that arise when so much rates-trading is tied to a rate like LIBOR that is 
based on the much thinner underlying market for unsecured bank borrowing.

For the two-rate approach to be more fully articulated, three questions need 
to be addressed. First, how does one most effectively design an improved version 
of LIBOR, which we will call LIBOR+, so that it is based to the maximum extent 
possible on actual market transactions, rather than on banks’ discretionary reports 
of their funding costs? Second, what is the appropriate riskless or near-riskless rate 
to use for pure rates-trading applications? Third, and perhaps most challenging, 
given that we are not actually starting from scratch, and given the large obstacles 
posed both by legacy contracts and liquidity-driven coordination problems, how 
can policymakers help to break the stranglehold of existing LIBOR and pave the 
way for transition to a two-rate regime? In what follows, we consider each of these 
questions in turn.

The Design of LIBOR+
The various policymaking groups that have studied the manipulation problems 

associated with LIBOR have all concluded that it would be desirable to move away 
from the current practice of fixing LIBOR rates based on judgmental submissions 
from a panel of banks and shift to a fixing methodology that is more anchored in 
observable, verifiable market transactions. In addition to whatever benefits such 
a switch might bring in terms of reduced manipulability, if the fixing method-
ology is entirely algorithmic, it would also eliminate a potential threat to financial 
stability—namely that, because of legal risks, member banks might decide to defect 
from the LIBOR panels, making it impossible to calculate a reliable reference 
rate under the poll-based methodology. In the case of EURIBOR, the euro-based 
interbank offered rate, there has already been a notable exodus from the panel of 
reporting banks, which had dropped from a high of 44 to only 26 banks by June 
2014 (Brundsen 2014). With an algorithmic approach to fixing, there is no need 
for banks to decide whether they will contribute to a LIBOR panel.

Although a transactions-based approach has clear appeal, it is more difficult 
to implement than one might first think. For example, 3-month LIBOR is meant to 
reflect the typical rate at which large banks borrow on an unsecured basis for a 
3-month term from other banks. But the volume of borrowing in the interbank market 
is small and has been secularly trending downward. Some of the secular decline 
in interbank borrowing is likely due to the extraordinary monetary policies of the 
last several years, which have left banks glutted with reserves and therefore less 
dependent on interbank borrowing to manage their liquidity positions. There is 
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Table 2 
Transactions Data on Unsecured Bank Borrowing

 
Number of Trades

 
Numbers of Issuers

 
Volume ($mn)

O/N 1W 1M 3M 6M O/N 1W 1M 3M 6M O/N 1W 1M 3M 6M

Da
ily

 A
vg 2014 468 74 21 19 18 15 9 7 8 7 20,223 3,204 888 706 718

2013 511 95 18 25 13 16 9 6 8 6 22,312 4,157 702 1,006 474
2012 344 62 24 31 13 17 10 8 9 5 14,889 2,637 888 1,211 452
2011 435 79 38 34 18 21 15 14 11 5 18,945 3,356 1,407 1,331 706

Da
ily

 M
ax 2014 538 127 42 45 40 17 13 10 12 11 23,853 5,460 1,869 1,903 1,861

2013 878 280 78 126 76 20 18 13 17 15 39,722 13,043 3,479 5,904 2,892
2012 521 225 80 112 55 24 20 19 19 13 22,985 10,007 3,613 4,539 2,140
2011 666 263 113 107 112 27 25 32 24 15 30,015 11,686 4,982 4,642 4,985

Da
ily

 M
in 2014 406 31 3 8 2 14 5 3 4 2 16,998 1,279 77 222 50

2013 187 7 1 1 1 13 3 1 1 1 6,910 204 5 1 1
2012 33 4 0 2 0 7 2 0 1 0 1,399 124 0 64 0
2011 235 10 3 3 0 17 4 1 1 0 9,608 242 75 24 0

Source: Market Participants Group, Final Report, March 2014.
Notes: This table displays daily average, maxima, and minima for number of trades, number of issuers, and 
dollar volume of unsecured bank borrowing transactions in the commercial paper (CP) and certificate-
of-deposit (CD) markets based on a sample from a unit of J.P. Morgan over the period 2011 through 
January 2014. Maturity buckets are defined as follows: O/N = 1 day to 4 days, 1W = 6 days to 8 days, 
1M = 28 days to 32 days, 3M = 85 days to 95 days, 6M = 175 days to 185 days. “$mn” means “millions 
of dollars.”

also a significant reduction in interbank unsecured borrowing during periods of 
market stress. This tendency is especially pronounced at longer maturities (Gorton, 
Metrick, and Xie 2014). The paucity of interbank lending is especially severe in 
Japanese yen and Swiss francs (Market Participants Group on Reforming Interest 
Rate Benchmarks 2014).

Simply put, most banks don’t borrow at longer maturities from other banks 
on most days. This is an obvious challenge to any attempt to measure term inter-
bank borrowing rates on a daily basis, be it judgment-based or transactions-based. 
If LIBOR is to serve as an effective benchmark, its fixing should be broadened so as 
to be based on unsecured bank borrowings from all wholesale sources—not just other 
banks, but nonbank investors in bank commercial paper and large-denomination 
certificates of deposit (CDs). This is a key recommendation for LIBOR+ in the 
Market Participants Group (2014) report. Indeed, this report conducted a pilot 
study of LIBOR+ using proprietary data from a unit of J.P. Morgan that covers 
approximately 40 to 45 percent of the overall market for unsecured bank borrowing. 
Table 2 gives some details on the density of transactions at various tenors (that is, 
lengths of borrowing period) in this data set. For example, over the period from 
2011 to early 2014, there were roughly 25 to 30 transactions at the 3-month tenor on 
a typical day, for an average total daily dollar volume of about $1 billion. However, 
on the lowest-volume days, there were only a handful of transactions, numbering on 
the order of three to eight.

With these data in hand, the Market Participants Group (2014) built a proto-
type LIBOR+ fixing algorithm. Their basic methodology is as follows. On any given 
day t, for any given bank i, and for any tenor of interest, if bank i has an available 
transaction, the rate on that transaction is entered with a weight of unity into the 
index. If bank i does not have an available transaction, the algorithm goes back 
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to the nearest prior date t − k when there is a transaction, and enters the rate on 
that transaction into the index with a reduced weight—one that gets smaller as the 
distance k from the present gets larger. Thus the algorithm includes noncontempo-
raneous data to compensate for the low density of transactions on any given day, but 
downweights the older data in light of its staleness (Duffie, Skeie, and Vickrey 2013).

The results of this exercise are plotted in Figure 2, which compares the 
constructed LIBOR+ to actual LIBOR for each of the 1-, 3- and 6-month tenors. 
As can be seen, while LIBOR+ is always more volatile on a day-to-day basis than 
LIBOR—which is not surprising given the opinion-based nature of LIBOR—the 
levels of the two time series track each other reasonably closely at both the 1-month 
and 3-month tenors. At the 6-month tenor, the fit is considerably less good. Some 
of this deterioration in fit is due to the paucity of transactions at 6-month terms. 
But some of it is due to a particular form of sample selection—the fact that during 
a period of market stress, only the highest credit-quality banks find it economi-
cally sensible to issue at a 6-month maturity. This selection effect tends to make the 
transactions-based LIBOR+ lower than the judgmentally reported LIBOR during 
stressful periods in the banking sector. Nevertheless, given that the vast majority 
of contracts in dollar LIBOR reference the 1- and 3-month tenors, the LIBOR+ 
methodology holds considerable practical promise, especially if the interbank loan 
data supporting it can eventually be augmented to capture the entire universe of 
certificate-of-deposit and commercial paper transactions.

However, even if a transactions-based LIBOR+ methodology can be made to 
work well from an economic perspective, there remains the crucial question of 
whether it also “works” legally. In other words, for the large stock of existing legacy 
contracts that reference LIBOR, is it possible to seamlessly substitute a fixing along 
the lines of LIBOR+ without causing private litigants to challenge this substitution? 
We will return to this question later.

What is a Suitable Riskless Interest Rate Benchmark?
Despite the potential promise of LIBOR+ for certain bank-based transactions, 

we believe that it would be a mistake for such a benchmark to shoulder the burden 
of being the primary reference rate for the entire interest-rate derivatives market. 
To understand why, compare the magnitudes in Tables 1 and 2. At the commonly 
used 3-month tenor, transactions in the underlying market for unsecured bank 
funding are roughly on the order of $1 billion dollars on a typical day, while the 
volume of gross notional outstanding in the swap market that references LIBOR 
at this tenor is on the order of $100  trillion, or 100,000 times larger.3 As we have 
been emphasizing, this divergence leaves a strong incentive for a trader with a large 
derivatives position to manipulate even a transactions-based LIBOR+, for example 

3 This compares a flow with a stock, but the difference remains striking. The daily volume of US dollar 
LIBOR-based derivatives has an order of magnitude of around $1.15  trillion (Bank for International 
Settlements 2013, table  3). This is roughly a factor of 1,000 times the volume of trade determining 
3-month US dollar LIBOR. Moreover, payments on the much larger stock of outstanding derivatives are 
exposed to daily LIBOR fixings.
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by borrowing or lending (or by arranging for someone else to borrow or lend) 
more or less aggressively in the markets for interbank loans, commercial paper, or 
certificates of deposit.

In our view, a key to reforming interest rate benchmarks is therefore to 
encourage the transition of a large fraction of derivatives trading to a more robust 
benchmark based on interest rates that are risk-free, or nearly so. There are several 

Figure 2 
Comparison of Transactions-Based LIBOR+ to Actual British Banker’s Association 
(BBA) LIBOR

Source: Market Participants Group (2014).
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possibilities for such a benchmark: an interest rate administered by the central 
bank, the rate on short-term Treasury bills, general collateral repo rates, and over-
night index swap (OIS) rates. We consider each of these in turn.

The Federal Reserve sets certain interest rates directly. For example, it sets the 
rate that it pays to banks on their excess reserves. It also sets the “overnight reverse 
repurchase rate,” which is the rate paid by the Fed to a wider range of market 
participants on overnight reverse repurchase agreements, whereby the Fed effec-
tively borrows on a collateralized basis against its holdings of government securities. 
Indeed, the Fed has announced that it plans to use its control of these two rates as 
tools to implement changes in monetary policy going forward.

Because these two rates are directly administered by the Fed, as opposed to 
being set in the market, they are immune from manipulation. However, the appeal  
to market participants of using these administered rates as benchmarks will depend on 
the details of how the Fed uses them to implement monetary policy. For example, the 
Fed may decide to leave a relatively large spread between the rate on excess reserves 
and the reverse repurchase rate, with market-determined short-term rates bouncing 
between these two administered rates. In that case, neither of the two rates would be a 
tight proxy for the market risk that investors are most anxious to transfer. A secondary 
concern is whether an overnight interest rate like that on the reverse repurchase facility 
would be attractive for the settlement of floating-rate contracts that have traditionally 
been based on longer maturities such as three months.

The rate on short-term Treasury bills is another natural candidate for a riskless 
reference rate. While this market is not manipulation-proof, it is certainly much 
deeper and more active than the market for unsecured bank borrowing. Moreover, 
in January 2014, the US Treasury began to issue floating interest rate notes linked to 
auction-determined rates on 13-week Treasury bills. The Treasury’s presence in the 
floating-rate note market may help to boost liquidity in contracts that use Treasury 
bill interest rates as a benchmark.

The Market Participants Group (2014) report received input from a wide 
range of market participants regarding their desire to use Treasury bill rates as a 
reference rate for derivatives contracts. The responses indicated a general lack of  
enthusiasm for this option. One reason for this skepticism is that during periods  
of market stress, “flight-to-quality” or “safe-haven” demands tend to lower the rates 
on Treasury bills relative to those on other relatively safe instruments. This phenom-
enon is illustrated in Figure 3, which plots the rate on 3-month Treasury bills along 
with the 3-month overnight index swap (OIS) rate, another often-used proxy for 
a near-riskless rate (which will be discussed further later in this section), as well as 
3-month LIBOR. Several downward spikes of the Treasury bills rate relative to the 
OIS rate during the financial crisis are readily apparent. To the extent that investors 
are seeking to hedge or speculate on the general level of rates without taking a view 
on movements in these Treasury-bill-specific safe-haven premiums, these spikes can 
make the interest rate on Treasury bills less appealing as a reference rate.

Nevertheless, we think it is easy to exaggerate this concern. Over the sample 
period December 2001 to July 2013 shown in Figure  3, the correlation between 
3-month Treasury bill rates and 3-month OIS rates is 0.995 in levels and 0.560 in 
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weekly changes. The basis risk here is notable mainly in tail events. Given the other 
obvious merits of using Treasury bills as a reference rate, our view is that this option 
should be given careful consideration.

Another near-riskless rate is the so-called “Treasury general collateral repo rate.” 
A “general collateral” repurchase agreement is signed without specifying a particular 
security that will be sold and repurchased, but instead just specifying that the lender 
of funds will accept anything from the general class of Treasury and other related 
securities as collateral. Thus, the general collateral repo rate is effectively the average 
rate at which dealers obtain overnight financing secured by Treasury securities. This 
market is highly liquid; recently, about $590 billion of Treasuries are financed this way 
on a typical day.4 Hence, like Treasury bill rates, one would expect general collateral 
repo rates to be relatively robust to manipulation.

4 The Federal Reserve Bank of New York provides the amounts of securities financed in the tri-party 
repo market on the seventh business day of each month. For July 2014, see http://www.newyorkfed.org 
/banking/pdf/jul14_tpr_stats.pdf.

Figure 3 
3-Month LIBOR, Overnight Index Swap (OIS), and Treasury Bills

Source: Data is from Bloomberg.
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Although there is currently no official general collateral repo rate, Figure 4 plots 
a close proxy, the “Treasury General Collateral Finance” rate, which is published  
by a company called the Depository Trust and Clearing Corporation. This rate is 
based on a subset of about 20 percent of all transactions in the broader general 
collateral repo market. As shown, general collateral repo rates, like Treasury bill 
rates, tend to spike downward during periods of market stress, reflecting a safe-haven 
property. Some of the volatility of the general collateral repo rate is also due to the 
one-day maturity of this rate. That is, unlike the 3-month Treasury bill rate, there is 
no “averaging out” of the impact of short-lived supply and demand shocks. A further 
disadvantage of the general collateral repo rate is that the underlying market is not 
very active at maturities beyond one week, whereas LIBOR is most actively refer-
enced at the 1-month and 3-month maturities.

Motivated by these limitations with the general collateral repo rate, a more 
novel benchmark design discussed in the Market Participants Group (2014) 
report is the compounded interest rate implied by the overnight general-collateral 

Figure 4 
Overnight Treasury General Collateral Repo Rate

Source: The data is from Boomberg.
Notes: The data in the figure is for the Treasury General Collateral Finance (GCF) rate, which is published 
by the Depository Trust and Clearing Corporation. The GCF rate is based on a subset of transactions 
(approximately 20 percent) in the broader tri-party general collateral repo market.
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rates over (say) the three months leading up to settlement date.5 This 3-month-
lagged compounded daily rate is clearly an implementable benchmark. This rate 
is extremely robust to manipulation because, as we have discussed, the underlying 
general collateral repo rate is itself robust, and the averaging inherent in this 
formula makes manipulation all the more difficult. On the other side of the ledger, 
a potential drawback of this compounded-daily-rate benchmark is its backward-
looking nature. Still, while some market participants might prefer to know their next 
floating-rate interest payment well in advance of the due date rather than waiting 
until very shortly before the payment is due, this wait-and-see payment method is 
more familiar to most wholesale market participants such as swaps traders. Even 
retail financial consumers are familiar with the idea of having their latest floating-
rate mortgage payments reported to them after the fact in their bank statements, in 
the same manner as their utility payments.

Our final candidate for a low-risk interest rate benchmark, as we mentioned 
earlier, is the overnight index swap (OIS) rate. The 3-month OIS rate is the inter-
est rate on a so-called overnight index swap, which pays a predetermined fixed 
interest rate in exchange for receiving the compounded daily federal funds 
rate over the 3-month term of the contract.6 Thus, the 3-month OIS rate can be 
thought of as the market’s forward-looking expectation for the average federal 
funds rate that will prevail over the upcoming three months. (Because of com-
pounding and also because of risk aversion to uncertain changes in future daily 
federal funds rates, this “expectation” is slightly biased.) To the extent that fed-
eral funds interest rate transactions—which are overnight unsecured borrowings 
by banks—are themselves close to riskless, the 3-month OIS rate is a reasonable 
proxy for a 3-month riskless rate. An advantage of OIS is that it does not incorpo-
rate the same kind of safe-haven premium as Treasury bills.

The potential appeal of the overnight index swap rate as a standardized low-risk 
rate is evident in Figure 3. During periods of market stress, there are no upward 
spikes associated with jumps in term credit risk premiums, and no downward spikes 
associated with flight to a Treasury-like safe haven. Some researchers and many 
market practitioners therefore rely on OIS rates as a relatively clean and transparent 
proxy for the “true” riskless rate.

However, it is less clear that the overnight index swap rate is ready for the more 
demanding task of serving as a benchmark for payments on many trillions of dollars 
of interest-rate derivatives. Importantly, the OIS market itself is a derivatives market 
that is not yet heavily traded. For example, Fleming, Jackson, Li, Sarkar, and Sobel 
(2012) report that between June and August 2010 there were an average of only 
31  transactions a day in US dollar OIS, representing a notional volume of about 
$30 billion. It is not clear that one should attempt to shift volume from a LIBOR 

5 For example, the contractually agreed floating-rate payment due at the end of a 90-day contract period 
would be P = (1 + r1)(1 + r2)…(1 + rT−1), where T = 90 and where rk is the overnight general collateral 
repo rate.
6 More generally, by entering an overnight index swap position as a fixed-rate payer, one agrees to pay at 
maturity in T days the notional principal amount plus interest on this amount at the contractually agreed 
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benchmark on the premise that the underlying bank-borrowing market is so thin, 
and then substitute with another rate such as OIS that is also set in a relatively thinly 
traded market.

None of the alternative reference rates that we have discussed is perfect for 
all applications, but they are feasible and relatively effective substitutes for many 
applications currently served by LIBOR. None of these alternative rates include a 
significant component for bank credit risk, which is an advantage over LIBOR for 
most “rates trading” applications. All of these alternatives, with the exception of the 
overnight index swap rate (whose market is currently relatively thin), are far less 
subject to manipulation than LIBOR. If the OIS market were to grow sufficiently, 
perhaps boosted by support from the official sector, it too might someday become 
an effective substitute for a significant amount of LIBOR-based derivatives trading, 
though in our judgment it is not currently up to the task.

Can We Get There from Here? Transition Challenges

To summarize the discussion to this point: We have argued that if we could start 
the world from scratch, we would aim for a two-rate model, with a transactions-based 
LIBOR+ serving as the reference rate for most on-balance-sheet bank lending 
contracts, and with some low-credit-risk reference rate—such as the Treasury bill 
rate, the 3-month lagged compounding of daily general collateral repo rates, or 
perhaps eventually the overnight index swap rate—serving as the reference rate 
for the majority of interest-rate derivatives. However, given the large stock of legacy 
contracts already tied to LIBOR, as well as the strong liquidity-driven network effects 
that we have discussed, getting from here to there presents formidable challenges. 
In what follows, we lay out a transition strategy that we think has the best shot of 
addressing these challenges. We acknowledge, however, that even this best-case 
strategy faces a number of daunting uncertainties.

A “Seamless” Transition from LIBOR to LIBOR+ for Legacy Contracts
The first element in our idealized transition strategy is a “seamless” transi-

tion from LIBOR to LIBOR+ for legacy contracts. At some future date, the 
LIBOR administrator would stop publishing LIBOR based on its current fixing 
methodology, and would begin publishing LIBOR+ in its place. The current 
administrator for LIBOR is ICE Benchmark Administration, which took over from 
the British Bankers’ Association (BBA) in early 2014. Contracts would not need 
to be rewritten to change the stated “LIBOR” reference rate; merely the fixing 
would change.

The key risk associated with this approach is that it may provoke legal chal-
lenges, in which one party to a contract claims that his obligations should be 

OIS rate R, in exchange for a floating-rate payment from the counterparty. The floating-rate payment 
per dollar of notional is the compounded overnight amount, that is, (1 + r1)(1 + r2)…(1 + rT−1), where 
rk is the stipulated benchmark overnight interest rate on day k.
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discharged based on the doctrine of “contract frustration.” The Market Participants 
Group (2014) report contains a detailed analysis of this issue. Although it is hard to 
be definitive, the report suggests that contract-frustration risks are likely to be miti-
gated if: 1) the conceptual basis for LIBOR+ (as a rate representative of unsecured 
bank borrowing costs) is close to that for existing LIBOR; and 2) the two rates have 
similar levels as of the transition date, as well as similar statistical properties, thereby 
minimizing any value reallocation associated with the switch. The report concludes, 
based on legal consultations as well as the sort of pilot-testing of LIBOR+ shown 
in Figure 2, that a “seamless transition can be achieved for US dollar LIBOR at the 
popular 1-month and 3-month tenors without raising undue risk of legal contrac-
tual frustration risk” (p. 25). However, the report does not reach a final conclusion 
about whether to attempt a seamless transition from LIBOR to LIBOR+ at the 
somewhat less-popular 6-month maturity.

Pushing Newly Written Derivatives to a Riskless Reference Rate
While a seamless transition appears to be a promising approach for moving 

contracts from LIBOR to LIBOR+, it is unlikely to be viable for moving contracts 
from LIBOR to an alternative low-credit-risk rate of the sort we have discussed, for 
example the Treasury bill rate. The differences between LIBOR and these other 
alternatives are too substantial, both in concept and in statistical behavior, for such 
a switch to avoid legal challenges based on contract frustration. Instead, if the goal 
is to move a major fraction of derivatives trades to a riskless rate, this must be accom-
plished differently. We propose the following steps.

First, the majority of already-existing derivatives contracts would not be altered, 
but rather could simply be allowed to roll off over time. An analysis of the maturity 
distribution of these contracts suggests that a substantial “roll-off” can occur over a 
five-year horizon. Specifically, for the different categories of over-the-counter and 
exchange-traded derivatives displayed in Table 1, about 65 percent of over-the-counter 
interest-rate swaps will roll off over five years, as would approximately 100 percent 
of floating-rate agreements, 74  percent of over-the-counter interest-rate options, 
76  percent of cross-currency swaps, 100  percent of exchange-traded interest-rate 
options, and 99 percent of exchange-traded interest-rate futures (Market Partici-
pants Group 2014, p. 309).

Second, regulators would use a variety of tools to encourage newly written 
derivatives contracts to reference a riskless rate, rather than LIBOR (or LIBOR+). 
For example, bank regulators could, for the firms that fall under their authority, 
increase the effective capital charges that apply to derivatives based on LIBOR 
relative to those based on a riskless rate. In addition to mitigating manipulation 
incentives, we believe that there is a legitimate safety-and-soundness rationale for 
doing so. As noted above, the survey-based nature of current LIBOR creates the 
risk of defections from the bank reporting panels, with the attendant dangers of 
market-wide disruptions if the LIBOR rate cannot be produced. To the extent that 
a transition from LIBOR to LIBOR+ takes a long time or is subject to uncertainty, 
beginning the process of moving derivatives to an alternative reference rate would 
have the added benefit of reducing this type of risk to financial stability.
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It is difficult to say just how much regulatory pressure would need to be applied 
to substantially change contracting practices in the derivatives market, or how much 
force it would be appropriate to apply. On the one hand, as we have argued above, 
there are elements of a pure coordination problem here. It may be that many 
derivatives users would actually prefer to be in an equilibrium in which there were 
highly liquid contracts that referenced a riskless rate, as opposed to an equilibrium 
in which the benchmark contains a significant spread component for bank credit 
risk. In this case, a strong regulatory hand that pushes the outcome towards this 
new equilibrium would be seen as socially desirable. On the other hand, there is 
undoubtedly significant heterogeneity among derivatives users, and it is far from 
clear that all would prefer the new equilibrium. As a result, any strong push by 
regulators would likely create losers as well as winners, which cuts against an overly 
aggressive use of regulatory authority such as a highly punitive capital charge on 
derivatives that remain linked to LIBOR or LIBOR+. Striking the right balance 
on this dimension seems to us to be one of the most challenging aspects of the 
reform process.

Conclusion

Rather than restating our arguments, we close by highlighting a fundamental 
limitation of our analytical approach. From the outset, we have taken as given 
two  policy objectives: 1)  that it is desirable to maintain large, deep, and liquid 
interest-rate derivatives markets; and 2) that it is also desirable to design markets in 
a way that leans against manipulation. But as we have seen, there is a fundamental 
tension between these two objectives: the deeper and more liquid a derivatives 
market becomes, the more tempting it is for market participants to manipulate the 
underlying benchmark referenced by these derivatives.

This suggests that even the best market design can only go so far, and that if 
one wishes to support the existence of a very large derivatives market, some equi-
librium level of manipulation may be an inevitable cost of doing business. This is 
an uncomfortable prospect for policymakers to acknowledge, but it is neverthe-
less important to be candid on this score. The last thing one wants is to embark 
on a costly and time-consuming set of reforms while overpromising what they can 
deliver. On a more constructive note, acknowledging the limits of market-design 
policies, such as those suggested here, underscores the need for a complemen-
tary attack on the manipulation problem from a legal (rules and enforcement) 
angle. Given that one cannot count on market design as a panacea for preventing 
manipulation, vigorous enforcement of the civil and criminal statutes against 
market manipulation will continue to play an important role no matter what other 
reforms are undertaken.
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Bitcoin is an online communication protocol that facilitates the use of a 
virtual currency, including electronic payments. Since its inception in 2009 
by an anonymous group of developers (Nakamoto 2008), Bitcoin has served 

approximately 62.5 million transactions between 109 million accounts. As of March 
2015, the daily transaction volume was approximately 200,000  bitcoins—roughly 
$50 million at market exchange rates—and the total market value of all bitcoins 
in circulation was $3.5 billion (Blockchain.info 2015). Table 1 summarizes Bitcoin 
activity to date. (We will follow the convention in the computer science literature 
of using capital-B Bitcoin to refer to the system, and lower-b bitcoin to refer to the 
unit of account.)

Bitcoin’s rules were designed by engineers with no apparent influence from 
lawyers or regulators. Rather than store transactions on any single server or set of  
servers, Bitcoin is built on a transaction log that is distributed across a network  
of participating computers. It includes mechanisms to reward honest participation, 
to bootstrap acceptance by early adopters, and to guard against concentrations of  
power. Bitcoin’s design allows for irreversible transactions, a prescribed path  
of money creation over time, and a public transaction history. Anyone can create a 
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Bitcoin account, without charge and without any centralized vetting procedure—
or even a requirement to provide a real name. Collectively, these rules yield a 
system that is understood to be more flexible, more private, and less amenable to 
regulatory oversight than other forms of payment—though as we discuss in subse-
quent sections, all these benefits face important limits.

Bitcoin is of interest to economists as a virtual currency with potential to 
disrupt existing payment systems and perhaps even monetary systems. Even at 
their current early stage, such virtual currencies provide a variety of insights about 
market design and the behavior of buyers and sellers. This article presents the 
platform’s design principles and properties for a nontechnical audience; reviews 
its past, present, and future uses; and points out risks and regulatory issues as 
Bitcoin interacts with the conventional financial system and the real economy.

Table 1 
Bitcoin Activity to Date 
(as of March 2015)

Total bitcoins minted ≈ 14 million
US dollar equivalent at market price ≈ 3.5 billion

Total number of reachable Bitcoin nodes ≈ 6,500a

Total (cumulative) number of transactions ≈ 62.5 million 

Total number of accounts ever used ≈ 109 million

Block chain size ≈ 30.3 GB

Number of blocks to date ≈ 350,000

Estimated daily transaction volume ≈ 200,000 BTC (≈ $50 million)

Average transaction value ≈ 2 BTC (≈ $500)b

Computation invested in puzzle solutions ≈ 4,254 exaflopsc

Power consumption > 173 MW (continuously)d

Source: Authors’ compilation and own computations derived from (Yeow 2015; 
Blockchain.info, 2015; Bitcoincharts.com, 2015; Bitcoin Wiki 2015b).
 a Reports only publicly reachable notes and excludes “private” nodes, for example, 
nodes hosted on private networks behind a firewall, which are likely to represent the 
majority of the network but cannot be reliably measured.
 b Excludes change. The distribution is skewed toward small transactions. We estimate 
the median transaction amount to be around 0.02 bitcoins ($5).
 c This corresponds to roughly 11,500 times the combined power of the top 500 
supercomputers in the world. That said, supercomputers can perform all sorts of 
mathematical operations, while Bitcoin miners are generally highly specialized in a 
single type of cryptographic operation.
 d Reflects a computation similar to Bonneau’s (2014) lower bound. According to Bitcoin 
Wiki (2015b), the most energy-efficient mining hardware can perform 1,957 millions of  
cryptographic operations (“hashes”) per Joule (W/s). The current aggregate power  
of the Bitcoin network is 340,000 terahashes (1012) per second (Bitcoincharts.com 
2015). This capacity would require continuous consumption of 173 MW, if every miner 
used the most energy-efficient hardware.
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Bitcoin Design Principles

Scarcity is a prerequisite for ascribing value to any form of money. At a micro 
level, scarcity protects against counterfeiting. More broadly, scarcity bounds the 
growth path of the monetary base and facilitates price stability. In modern econo-
mies, where money is held in electronic forms, scarcity is preserved by legal rules 
ensuring the correctness of bookkeeping records: that is, electronic money involves 
a financial system in which transactions trigger a credit for one account and a corre-
sponding debit to another. Central banks hold the power to adjust the absolute 
quantity of money in circulation.

Against this backdrop, Bitcoin can be understood as the first widely adopted 
mechanism to provide absolute scarcity of a money supply. By design, Bitcoin lacks 
a centralized authority to distribute coins or to track who holds which coins. Conse-
quently, the process of issuing currency and verifying transactions is considerably 
more difficult than in classic bookkeeping systems. Meanwhile, Bitcoin issues new 
currency to private parties at a controlled pace in order to provide an incentive for 
those parties to maintain its bookkeeping system, including verifying the validity 
of transactions.

Enabling Technologies and Processes

The “Bitcoin core” software can be freely downloaded at https://bitcoin.org/
en/choose-your-wallet. The standard Bitcoin implementation includes a number 
of features. Typically, it creates a “wallet” file for the user that can store bitcoins 
(without giving a name or proof of identity); it creates an individual node for the 
user in the peer-to-peer Bitcoin network that can be used with a standard Internet 
connection; and it provides access to the “block chain” data structure that verifies 
all past Bitcoin activity.

Transactions and the Block Chain
Bitcoins are recorded as transactions. For instance, some user Charlie does 

not simply “hold” three bitcoins. Rather, Charlie participates in a publicly verifiable 
transaction showing that he received three bitcoins from Bob. Charlie was able to 
verify that Bob could make that payment because there was a prior transaction in  
which Bob received three bitcoins from Alice and there was no prior transaction  
in which Bob spent these three bitcoins. Figure 1 illustrates these interactions.

Indeed, each individual bitcoin can readily be traced back through all trans-
actions in which it was used, and thus to the start of its circulation. All Bitcoin 
transactions are readable by everyone in records stored in a widely replicated data 
structure. In general, transactions are ordered recursively by having the input of a 
transaction (roughly, the source of funds) refer to the output of a previous transac-
tion. (For example, the transaction might reveal that Bob pays Charlie using bitcoin 
he received from Alice.)

https://bitcoin.org/en/choose-your-wallet
https://bitcoin.org/en/choose-your-wallet
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Bitcoin relies on two fundamental technologies from cryptography: public-
private key cryptography to store and spend money; and cryptographic validation 
of transactions. Standard public-private key cryptography lets anyone create a 
public key and an associated private key (Diffie and Hellman 1976). Public keys 
are designed to be widely shared—hence the name. Messages encrypted with a 
public key can only be descrambled by someone who possesses the corresponding  
private key, allowing anyone to encrypt a message that only the specified recipient can 
read. Similarly, messages encrypted with a private key can only be descrambled with 
the corresponding public key, allowing a specified sender to create a message that can 
be confirmed to be authentic. Public-private key cryptography is widely used: in the 
best-known example, web browsers on a HTTPS “secure website” encrypt communica-
tions with that site’s advertised public key in order to begin a secure connection. In 
Bitcoin, similar encryption fundamentals authenticate instructions to transfer money 
to other participants. Such an instruction is encrypted using the sender’s private key, 
confirming for everyone that the instruction in fact came from the sender.

Figure 1 
Bitcoin’s Approach to Transaction Flow and Validation

Source: Authors.

Miners append blocks of transactions by solving mathematical puzzles of increasing dif�culty.

Transaction log (block chain, copied to all nodes)

Peer-to-peer network

New transactions

Alice Bob Charlie

Miner

3 bitcoins 3 bitcoins

A B: 3
[…]
signed Alice

B C: 3
from Alice
signed Bob

Alice 3 Bob 3 Charlie 3
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Suppose that Alice has three bitcoins that she wants to give to Bob. She 
publishes a message in the Bitcoin network indicating that she is transferring three 
of her existing bitcoins, along with a reference to the transaction where she had 
received those bitcoins. Part of this message is encrypted by Alice’s private key to 
prove that the instruction came from her, in a method akin to a signature on a 
paper check. Later, if Bob wants to send bitcoins to Charlie, he publishes a message, 
again encrypted with his private key, indicating that he got his bitcoins from Alice 
and what he wants to send to whom. The Bitcoin network identifies Alice, Bob, and 
Charlie only by their public keys, which serve as account numbers.

Every new transaction that is published to the Bitcoin network is periodically 
grouped together in a “block” of recent transactions. To make sure no unauthorized 
transactions have been inserted, the block itself is compared to the most recently 
published block—yielding a linked sequence of blocks, or “block chain.” A new 
block is added to the chain roughly every ten minutes. With this data structure in 
place, any Bitcoin user can verify that a prior transaction did in fact occur.

Keeping the transaction record operational and updated is a public good, as 
it is the foundation of the entire Bitcoin system. To encourage users to assist, the 
Bitcoin system periodically awards newly minted bitcoins to the user who solves a 
mathematical puzzle that is based on the pre-existing contents of the block (which 
prevents tampering with the block and hence modifying prior transactions) and 
which can only be solved by computationally intensive methods that include a 
random component. Thus, faster computing is more likely to solve a given problem 
and will solve a greater number of these problems, but speed alone will not guar-
antee success.

Upon solving the puzzle, the user publishes a “block” which contains a proof-
of-work that a solution was carried out along with all observed transactions that have 
taken place since the last puzzle solution was announced and a reference to the 
previous complete block. After other users verify the solution, they start working on 
a new block containing new outstanding transactions. This process is called “mining” 
and recursively ensures that the total historical ordering on all blocks (“chain”) is 
agreed by the entire network.

A Bitcoin transaction does not clear (and hence is not final) until it has been 
added to the consensus block chain. Transaction batches are added every ten 
minutes on average. However, miners are continuously working on adding blocks 
of transactions, and building on previous transactions. By continually presenting 
their solutions to the puzzles, with the associated new tail of the block chain, miners 
are in effect “voting” on the correct record of Bitcoin transactions, and in that way 
verifying the transactions. In some cases, a transaction batch will be added to the 
block chain, but then a few minutes later it will be altered because a majority of 
miners reached a different solution. Sources typically recommend considering a 
Bitcoin transaction final only after six confirmations, to assure that the transaction 
is truly recorded in a permanent part of the block chain. While this provides greater 
assurance, it creates a delay of approximately one hour before a Bitcoin transaction 
is finally validated.
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As miners update the block chain, their computational efforts carry signifi-
cant costs. In particular, the computerized proof-of-work calculations are quite 
power-intensive, consuming more than 173 megawatts of electricity continuously. 
For perspective, that amount is approximately 20 percent of an average nuclear 
power plant (World Nuclear Association 2015), or approximately $178  million 
per year at average US residential electricity prices. These computational costs 
have grown sharply and may rise further because Bitcoin automatically adjusts 
puzzle difficulty so that the time interval between two blocks remains roughly ten 
minutes. As more computing power joins the Bitcoin system, the puzzles automati-
cally become more difficult, increasing computing and electricity requirements. 
In fact, an arms race ensued as the price of bitcoin rose. Taylor (2013) compares 
the difficulty of solving the puzzle to the bitcoin-dollar exchange rate, finding that 
spikes in the exchange rate—bitcoins becoming more valuable in terms of US 
dollars—have been followed by increases in computational difficulty.

Built-in Incentives
Bitcoin includes several built-in incentives to encourage useful behavior. The 

miners who verify the block chain are rewarded with—what else?—bitcoins. At 
first, miners solving the puzzle received a reward of 50 bitcoins. This reward is peri-
odically cut in half, and it stands at 25 as of March 2015. After 21 million bitcoins 
have been minted, the reward falls to zero and no further bitcoins will be created. 
Hence, the protocol design for Bitcoin sets a controlled pace for the expansion of 
the currency and an ultimate limit to the number of bitcoins issued.

Miners have a second potential source of revenue (which will become the only 
source of revenue once all bitcoins have been created). When listing a transac-
tion, the buyer and seller can also offer to pay a “transaction fee,” which is a bonus 
payment to whatever miner solves the puzzle that verifies the transaction. These fees 
are optional, but 97 percent of the transactions in 2014 include a fee, most often 
set at the default rate of the standard client software, 0.0001 bitcoin. In relative 
terms, the transaction fees are below 0.1 percent of total transaction value (Möser 
and Böhme 2014). However, as the mathematical puzzles become harder, there will 
presumably be a point where the automatic reward for solving the puzzle drops 
below the cost of doing so. At that point, one possibility is that those who wanted a 
Bitcoin transaction could bid up the optional fees. Houy (2014a) models equilibria 
for the level of transaction when the minting reward drops below the cost of mining. 

Early in Bitcoin’s operation, updating the block chain yielded bitcoins more 
often and hence more readily per unit of computing power provided. This design 
benefited those who ran the Bitcoin platform at the outset—helping to create the 
critical mass needed to bootstrap the platform (Böhme 2013). Today, some users 
still find mining profitable, but effective mining now requires specialized hardware 
(particularly well-suited to solving the mathematical puzzles at issue) as well as 
access to low-cost electricity.

Requiring miners to solve a puzzle helps avoid certain types of fraud. In prin-
ciple, a system like Bitcoin could validate transactions using a simple consensus by 
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majority vote, with a majority of connected users able to affirm that a given trans-
action in fact occurred. But then an attacker could game the system by creating 
numerous fake identities. In response, the Bitcoin protocol makes it costly to submit 
fake votes. Consistent with the Internet’s open architecture, anyone can connect 
multiple computers to the Bitcoin system. But voting on the authenticity of a trans-
action requires first working to solve a mathematical puzzle that is computationally 
hard to solve (although easy to verify). Solving the puzzle provides “proof of work”; 
in lieu of “one person, one vote,” Bitcoin thus implements the principle of “one 
computational cycle, one vote.” Through this design, the proof-of-work mechanism 
simultaneously discourages creating numerous fake identities and also provides 
incentives to participate in verifying the block chain.

What Bitcoin Doesn’t Have
Compared with conventional payment systems, Bitcoin lacks a governance 

structure other than its underlying software. This has several implications for 
the functioning of the system. First, Bitcoin imposes no obligation for a financial 
institution, payment processor, or other intermediary to verify a user’s identity 
or cross-check with watch-lists or embargoed countries. Second, Bitcoin imposes 
no prohibition on sales of particular items; in contrast, for example, credit card 
networks typically disallow all manner of transactions unlawful in the place of sale 
(MacCarthy 2010). Finally, Bitcoin payments are irreversible in that the protocol 
provides no way for a payer to reverse an accidental or unwanted purchase, whereas 
other payment platforms, such as credit cards, do include such procedures. As 
discussed in subsequent sections, these design decisions are intentional—simpli-
fying the Bitcoin platform and reducing the need for central arbiters, albeit raising 
concerns for some users.

Centralization and Decentralization in the Bitcoin Ecosystem

The key innovation in Bitcoin, compared to other forms of cryptographic cash 
(Chaum 1983) or virtual currencies (European Central Bank 2012), is its decentral-
ized core technologies. Early adopters praised decentralization and by all indications 
chose Bitcoin because they wanted to use a decentralized system (Raskin 2013). 
Decentralization offers certain advantages. It avoids concentrations of power that 
could let a single person or organization take control. It often promotes availability 
and resiliency of a computer system, avoiding a central point of failure. It offers 
at least the appearance of greater privacy for users (and perhaps greater genuine 
privacy) because in theory an eavesdropping adversary cannot observe transactions 
across the system by targeting any single point or any single server. (However, as we 
discuss below, significant privacy concerns remain.)

Nonetheless, the decentralization touted by Bitcoin has not fully come to frui-
tion. While the Bitcoin protocol supports complete decentralization (including the 
possibility of all participants acting as miners), significant economic forces push 
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towards de facto centralization and concentration among a small number of inter-
mediaries at various levels of the Bitcoin ecosystem. We review four key categories 
of intermediaries that have shaped Bitcoin’s evolution: currency exchanges, digital 
wallet services, mixers, and mining pools. A fifth type of intermediary, payment 
processors, is discussed further below.

Currency Exchanges
Currency exchanges allow users to trade bitcoins for traditional currencies or 

other virtual currencies. Most operate double auctions with bids and asks much 
like traditional financial markets, and charge a commission ranging from 0.2 to 
2 percent. Some exchanges offer more advanced trading tools, such as limit or stop 
orders. To date, derivatives markets and short-selling remain rare.

At present, many trades in bitcoin are accompanied by one or even two conver-
sions from and/or to conventional currencies. Furthermore, price quotes in bitcoin 
are almost always computed in real time by reference to a fixed amount of conven-
tional currency. Thus, Bitcoin today resembles more a payment platform than what 
economists consider a currency.

While few technical barriers impede setting up intermediaries in the Bitcoin 
ecosystem, there are significant regulatory requirements. In the United States, 
currency exchanges generally operate as “money transmitters” and thus must register 
with the Financial Crimes Enforcement Network (FinCEN) as money services busi-
nesses. Registration includes a state-by-state licensing requiring both legal fees and 
posting bonds. Certification in a single state often costs at least $10,000, so nation-
wide participation can easily reach six figures on fees alone. Other countries have 
broadly similar rules. In Germany, currency exchanges that manage deposits on 
behalf of clients are viewed as “deposit banks” with a minimum capital requirement 
of €5 million.

In addition, currency exchanges need online infrastructure capable of with-
standing attacks including hacking and denial-of-service attacks. For these reasons, 
the number of Bitcoin exchanges has remained modest, and the number of Bitcoin 
exchanges with significant volume has been even smaller. In spring 2012, the 
Japan-based Mt. Gox exchange served over 80 percent of all Bitcoin transactions. 
However, Mt. Gox collapsed in early 2014 and reported in its bankruptcy filing 
“losing” 754,000 of its customers’ bitcoins worth approximately $450 million at the 
time of closure (Abrams, Matthew, and Tabuchi 2014). In March 2015, the seven 
largest exchanges were BTC China, OKCoin, Huobi, Bitfinex, LakeBTC, Bitstamp, 
and BTC-e, which jointly served more than 95 percent of all bitcoin trade from 
October 2014 to March 2015 (Bitcoinity.org 2015).

Digital Wallet Services
Bitcoin wallets are data files that include Bitcoin accounts, recorded transac-

tions, and private keys necessary to spend or transfer the stored value. Some users 
install specialized wallet software (such as Armory, Electrum, or Hive) on their 
personal devices to maintain control over their bitcoins. However, many users find 
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this task unappealing. Bitcoin wallet software can be difficult to install, and can 
impose onerous technical requirements—such as storing a copy of the entire block 
chain, which was 30 gigabytes as of March 2015. (Not all participants need to down-
load the entire chain, but the system does rely on some users electing to do so.) 
Other users worry about security: a crash or attack on the computer holding the 
digital wallet could cause the loss of a user’s bitcoins.

As a result, many users rely on a digital wallet service that keeps the required 
files on a shared server with access via the web or via phone-based apps. A key 
distinction among digital wallet services is whether the service knows the account’s 
private key. Some services (including Blockchain.info, StrongCoin, and CoinPunk) 
let the user maintain control over private keys, meaning that the service is incapable 
of spending the user’s bitcoin (nor could hackers do so even if they fully infiltrated 
the wallet service). For such firms, the user must keep and present the private key 
when needed, and a user who loses the key or allows it to be compromised is at high 
risk. In contrast, other services (such as Coinbase and Xapo) require users to let 
the service store their private keys, which increases risk if the digital wallet service 
is compromised. In practice, digital wallet services tend to increase centralization—
either expanding the role and importance of exchanges, or adding an additional 
service that is likely to be centralized due to high fixed costs, low marginal costs, and 
limited diversity in users’ needs.

Mixers
As initially envisioned, the Bitcoin transaction log shows each transaction made 

from each payer to each payee, along with the public keys serving as pseudonyms 
of each. As a result, anyone who knows the identity of any user from any transac-
tion—perhaps the mailing address used for delivery of purchased goods, or the 
bank account used to purchase bitcoins—can track that user’s other transactions 
made with the same pseudonym, both before and since.

To preserve privacy against this tactic, mixers let users pool sets of transactions in 
unpredictable combinations, thus preventing tracking across transactions. Suppose 
Alice wants to pay Bob one bitcoin, and Charles wants to pay Daisy one bitcoin. To 
mislead an observer who tracks these payments, Alice and Charles could both pay a 
mixer “Minnie” and provide additional confidential instructions for Minnie to pay 
Bob and Daisy one bitcoin each. An observer would see flows from Alice and Charles 
to Minnie, and from Minnie to Bob and Daisy, but would not be able to tell whether 
it was Alice or Charlie who sent money to Bob. In practice, mixers must ensure that 
timing does not yield clues about money flows, which is particularly difficult since 
it is rare for different users to seek to transmit the exact same amount. Mixers have 
been used to promote anonymity in online communications, most famously by the 
Tor network, so their limitations are now widely known (Danezis and Diaz 2008). In 
addition to standalone services, some mixers are incorporated as a feature provided 
by digital wallets.

While mixers seem to improve privacy, they create additional challenges. For 
one, the finality of Bitcoin payments leaves payers with little recourse if a mixer 
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absconds with their funds. Furthermore, mixing protocols are usually not public, 
so their effectiveness cannot be proven. Indeed, correlations in timing might still 
reveal transaction counterparts, particularly at little-used mixers (Möser, Böhme, 
and Breuker 2013). Finally, mixers charge 1 to 3 percent of the amount sent, 
increasing costs for those who choose to use them.

Mining Pools
As discussed above, bitcoins are created when a miner successfully solves a 

mathematical puzzle. The puzzles have become significantly more difficult over 
time, and lumpy rewards mean a lone miner is now at risk of contributing resources 
in an attempt to solve a puzzle but then receiving no reward. In response, mining 
pools now combine resources from numerous miners. Miners work indepen-
dently, but upon winning a miner shares earnings with others in the pool (much 
like consumers sharing resources to buy lottery tickets). As of March 2015, the two 
largest pools are AntPool and F2Pool, which together account for around one-third 
of Bitcoin mining activities.

Oversized mining pools threaten the decentralization that underpins Bitcoin’s 
trustworthiness. In several instances including a twelve-hour interval in June 2014, 
GHash briefly held more than 50 percent of total mining power, which could have 
allowed GHash pool operators to attempt manipulations. An attacker who holds a 
majority of Bitcoin’s computational resources can alter some of the system’s records, 
including inserting false transactions and rejecting actual transactions (albeit with a 
strong chance that others will notice), or deviate from the protocol rules.

Uses of Bitcoin

Early: Silk Road and Other Illicit Activities
After early proof-of-concept transactions, the first notable adopters of Bitcoin 

were businesses that sought features not easily available through alternatives: greater 
anonymity and the absence of rules concerning what could be bought or sold.

One prominent example involved the online sale of narcotics including mari-
juana, prescription drugs, and benzodiazepines (a class of psychoactive drugs). 
Drugs had been sold online for years, typically on informal bulletin boards and 
on websites such as “The Farmer’s Market,” a website that listed various narcotics 
available for purchase with payment using other services including PayPal (Kim 
2014). When Bitcoin is used with tools to anonymize network traffic such as Tor 
(Dingledine, Mathewson, and Syverson 2004), marketplaces could provide stronger 
assurances of anonymity. Transaction volume grew sharply: Christin (2013) esti-
mates that the turnover on the Silk Road anonymous online marketplace, the first 
to support Bitcoin transactions exclusively, reached $15 million per year just one 
year after it began operation. Silk Road’s own category classifications confirm the 
prevalence of narcotics items, which dominated Silk Road’s top categories as shown 
in Table 2. Examining 30 months of Silk Road data from February 2011 to July 2013, 
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the government evidence in the case against Ross Ulbricht lists 9.9 million bitcoins 
of transactions, which, accounting for the varying exchange rates, corresponds to 
$214 million (US v. Ulbricht, 2014, Government Exhibit 940). After the demise of 
Silk Road at the hands of law enforcement (discussed further below), alternative 
markets opened in its stead—a “new” Silk Road, as well as more than 30 competi-
tors—and it is unclear whether the Silk Road takedown actually reduced contraband 
activity using Bitcoin.

While litigation documents largely focus on Silk Road as a marketplace for 
drugs and other contraband, the site’s general-purpose platform stood ready to 
sell anything. Reputation systems ensured trustworthiness of the transaction parties; 
escrow services mitigated counterparty risk; and, in some cases, hedges protected 
customers against currency volatility. Criminal charges criticized Silk Road’s fees: 
for escrow service, these averaged 8 percent in comparison to credit card system 
fees of approximately 3 percent—allegedly an indicator of Silk Road’s distinctive 
profit from misbehavior. But eBay’s fees typically somewhat exceed Silk Road’s fees, 
calling into question whether high fees in and of themselves indicate a platform’s 
purpose or responsibility.

Silk Road sellers appear to have exploited some arbitrage opportunities. For 
instance, marijuana is generally cheaper in the Netherlands than in Australia, 
providing Netherlands-based Silk Road sellers an opportunity to compete advan-
tageously with street sellers in Australia. Numerous online discussions flagged this 
opportunity and the sellers who invoked it, and analysis of Silk Road’s transactions 
confirms disproportionate items sold from the Netherlands.

Gambling sites also turned to Bitcoin, both to protect customer privacy and 
to receive funds from customers unable to use other payment methods. The most 
popular single Bitcoin gambling game is Satoshi Dice, a simple betting game in 
which a player wins if a dice roll is less than the player’s chosen number. This service 
reported 2012 earnings of approximately 33,000 bitcoins (or roughly $403,000 at 

Table 2 
The Ten Most Popular Product Categories on 
the Silk Road Website in January–July 2012

Category Number of items Percentage

Weed 3,338 13.7%
Drugs 2,193 9.0%
Prescription 1,784 7.3%
Benzodiazepines 1,193 4.9%
Books 955 3.9%
Cannabis 877 3.6%
Hash 820 3.4%
Cocaine 630 2.6%
Pills 473 1.9%

Source: Christin (2013).
Note: Categories are self-reported by sellers.
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then-applicable rates) with an average monthly growth of 78 percent at the time 
(Matonis 2013). For several months, the service’s (low value) payments accounted 
for up to 80 percent of total Bitcoin transactions (Möser and Böhme 2014). The 
Bitcoin Wiki (2015a) now reports around 100 casinos, poker sites, dice games, 
lotteries, and betting services.

Bitcoin can also be used to evade international capital controls. In December 
2013, the People’s Bank of China, the central bank of China, banned Chinese banks 
from relationships with Bitcoin exchanges, a decision which the Economist magazine 
attributed to a desire to prevent yuan from being moved overseas via Bitcoin (D.K. 
2013). Similarly, interest in Bitcoin appears to be particularly high in Argentina, 
where government policy strictly limits transfers to other currencies (McLeod 2013).

Current: Consumer Payments, Buy-and-Hold
In light of widespread criticism of the fees charged by credit and debit card 

networks (Anderson 2012), Bitcoin could offer an alternative that might pres-
sure card networks to lower their prices to merchants. Some early evidence seems 
to confirm that Bitcoin may have this effect. Overstock.com, an online retailer, 
began to receive payments by Bitcoin in January 2014. Overstock reported a favor-
able response, including significant revenue gains, large average order sizes, and 
desirable customer demographics (Sidel 2014). Other merchants subsequently 
added Bitcoin support, including Expedia (travel), Newegg (electronics), Foodler 
(restaurant delivery and takeout), Gyft (gift cards for dozens of merchants), and 
TigerDirect (electronics). Payment processors help online merchants adjust their 
websites to accept Bitcoin. Early user reviews are mixed: users seem largely satisfied, 
though technical glitches sometimes occur. Merchants appear particularly pleased 
because Bitcoin payment processing is strikingly low-cost for them. For example, 
Coinbase (a payment processing firm) currently charges zero percent on incoming 
payments up to $1 million per merchant per annum, and 1 percent thereafter, 
which is considerably lower than the fees that merchants bear when a credit card is 
used to pay for a purchase.

It is less clear that consumers benefit from paying by Bitcoin. Many credit cards 
provide consumers with rebates of 1 percent, 2 percent or even more, as well as 
benefits of similar value such as frequent flyer points and merchandise credits. 
A consumer who pays by Bitcoin loses such rebates or bonuses. Edelman (2014) 
points out that even if a consumer already has bitcoins, the consumer would be better 
off making a purchase with a 1.5 percent cashback credit card, paying a 1 percent 
fee to convert bitcoins to dollars, then using those dollars to pay the credit card bill. 
Some merchants have responded by providing additional benefits to consumers 
who pay by Bitcoin: for example, Overstock provides a 1 percent rebate. However, if 
competing Bitcoin exchanges bid the 1 percent fee for converting from currency to 
bitcoin downwards, there could be room to make both consumers and merchants 
better off than through payments by credit card.

The block chain poses a further barrier to using Bitcoin for general-purpose 
payments. Every Bitcoin transaction, large or small, must be copied into all future 
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versions of the block chain. If Bitcoin expanded to include a huge volume of trans-
actions—as from millions of users’ small day-to-day payments—the storage burden 
would need to be addressed. Furthermore, updating the block chain entails an 
undesirable delay, making Bitcoin too slow for many in-person retail payments.

Meanwhile, other users appear to be buying bitcoins not to use them but to 
hold them in appreciation. Meiklejohn, Pomarole, Jordan, Levchenko, McCoy, 
Voelker, and Savage (2013) finds that of the bitcoins mined in 2009–2010, more 
than 60 percent remain unspent or took more than one year to be spent.

Overall, some question whether the growth of Bitcoin payments is actually as 
rapid as one might expect for a successful payments service. Evans (2014) compares 
Bitcoin’s growth to that of mPesa, a widely used person-to-person payment system 
using mobile phones in Kenya. Aligning the services based on months since launch, 
Evans finds Bitcoin’s adoption less than one-twentieth as rapid.

Possible and Future: General-Purpose Payments, Mainstream Store of Value, and 
Enabling Technology

Some proponents envision Bitcoin evolving into an all-purpose payment mech-
anism. If a payer already held bitcoins and if a payee was content to retain bitcoins 
rather than convert to a traditional currency, fees would be relatively low: the only 
costs are transaction fees paid to the successful miner who solved that block’s puzzle 
(and perhaps also a small minting reward). However, to date most payments entail 
at least one party needing to convert to or from bitcoin, which adds to transac-
tion costs. Overstock.com, the first prominent retailer to accept bitcoins, reports 
keeping 10 percent of its bitcoin gross receipts in that form (Sidel 2014), but given 
Overstock’s net margin of 0.6 percent (per its 2014 SEC 10-K), this effectively 
requires transferring profits from the company’s other operations.

It might seem natural for consumers to use Bitcoin for international remit-
tances, which may sometimes cost $50 or more, rather than as a substitute for 
credit card payments where consumers often receive a rebate. But so far, there is 
little sign of Bitcoin use in this area. The fees from services such as Western Union 
may appear high at first glance. But Western Union also offers a suite of services 
including accepting and dispensing cash, which is distinctively useful in low-income 
countries where transfer from bitcoin to local currency is likely to be difficult and 
where merchants are unlikely to accept payment by Bitcoin.

Some computer scientists and entrepreneurs report excitement at Bitcoin not 
for its role in facilitating payments, but for its ability to create a decentralized record 
of almost anything. Marc Andreessen (2014), best known as coauthor of Mosaic 
(the first widely-used web browser), presented the rationale:

Bitcoin gives us, for the first time, a way for one Internet user to transfer a 
unique piece of digital property to another Internet user, such that the trans-
fer is guaranteed to be safe and secure, everyone knows that the transfer has 
taken place, and nobody can challenge the legitimacy of the transfer. . . . All 
these are exchanged through a distributed network of trust that does not 
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require or rely upon a central intermediary like a bank or broker. What kinds 
of digital property might be transferred in this way? Think about digital sig-
natures, digital contracts, digital keys (to physical locks, or to online lockers), 
digital ownership of physical assets such as cars and houses, digital stocks and 
bonds . . . and digital money.

To date, there has been only limited use of the Bitcoin platform to provide services 
other than payment. Entrants building on the Bitcoin platform include Namecoin, 
an alternative domain name system; Colored Coins, a means to manage virtual prop-
erty rights (Rosenfeld 2012); CommitCoin, a secure commitment scheme (Clark 
and Essex 2012), a timed version of which can be repurposed to ensure fairness in 
multi-party computation (Andrychowicz, Dziembowski, Malinowski, and Mazurek 
2014) in order to run auctions without an auctioneer; and FutureCoin (Clark, 
Bonneau, Felton, Kroll, Miller, and Narayanan 2014), which enables decentralized 
prediction markets. However, none of these startups has attracted large-scale use to 
date, and each faces significant competition from firms and processes using more 
traditional system design.

Risks in Bitcoin

Bitcoin’s design presents distinctive risks that differ from other payment 
methods and stores of value. Here, we review market risk, the shallow market 
problem, counterparty risk, transaction risk, operational risk, privacy-related risk, 
and legal and regulatory risks.

Any user holding bitcoins faces market risk via fluctuation in the exchange rate 
between bitcoin and other currencies. Figure 2 plots the average US dollar–bitcoin 
exchange rate at the largest exchanges, along with the weekly trade volumes. A user 
might dismiss the short-term price spikes before mid-2013 as part of the price of 
using a new currency. But the sharp movements from late 2013 through 2015 would 
be a source of concern, both for users considering Bitcoin for transactions and for 
those using it as a store of value.

The relatively low weekly trade volumes suggest that Bitcoin users also experi-
ence a shallow markets problem: for example, a person seeking to trade a large amount 
of bitcoin typically cannot do so quickly without affecting the market price.

Given centralization in the Bitcoin ecosystem, counterparty risk has become 
substantial. Exchanges often act as de facto banks, as users convert currency to 
bitcoin but then leave the bitcoin in the exchange. However, 45 percent of the 
Bitcoin currency exchanges studied by Moore and Christin (2013) ultimately ceased 
operation. High-volume exchanges were more likely to close because of a security 
breach, while operators of low-volume exchanges were more likely to abscond 
without explanation. Of the exchanges that closed, 46 percent did not reimburse 
their customers after shutting down. If users avoid holding their bitcoins in an 
exchange and instead use a digital wallet service, other risks arise, as these firms 
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have become a lucrative target for cybercriminals. Examples include 4,100 bitcoins 
(valued at $1.2 million at then-applicable rates) taken from Bitcoin wallet inputs.io 
in November 2013, leading to that company’s default (McMillan 2013) as well as 
1,295 bitcoins ($1 million) taken from Bitcoin payment processor BIPS the next 
month following denial-of-service attacks (Southurst 2013).

The irreversibility of Bitcoin payments creates heightened transaction risk. If 
bitcoins are sent due to error or fraud, the Bitcoin system offers no built-in mecha-
nism to undo the error. Of course, a buyer and seller can voluntarily agree to correct 
errors, but the Bitcoin protocol has no mechanism to retake the funds by force. In 
a world of competing payment methods, irreversibility puts Bitcoin at a disadvan-
tage: all else equal, consumers should favor a payment system that allows reversal of 
unwanted or mistaken charges.

Transaction risk also arises when receiving payments. As discussed above, 
Bitcoin transactions do not clear (and hence are not final) until they have been 
added to the authoritative block chain. Transaction batches are only added every 
ten minutes on average. This creates at least two potential avenues for abuse. First, 
there is a low but persistent risk that what was once viewed as the authoritative block 
chain will later be cast aside, as voted on by a majority of participants, canceling 
any transactions recorded in that version of the block chain. Second, malevolent 
participants could double-spend bitcoins, particularly through rapid transactions 
before the block chain is updated. The protocol has taken steps to mitigate this 
possibility, but researchers have demonstrated viable attacks if Bitcoin is used for 
faster payments than intended by design (Karame, Androulaki, and C ̌apkun 2012). 

Figure 2 
US Dollar–Bitcoin Exchange Rate, January 2012–March 2015, along with Daily 
Bitcoin Trade Volume (in US Dollar Equivalent) at Four Top Currency Exchanges

Source: Authors using data from Blockchain.info and Quandl.com.
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A separate transaction risk arises from proposals to blacklist tainted Bitcoins, 
specifically those that have been obtained through theft. Some set of arbiters 
would publicly announce the ill-gotten bitcoins (much like a list of serial numbers 
on stolen paper currency), and the proposals call on the community to refuse 
incoming payments appearing on the blacklist. However, blacklists are contro-
versial within the Bitcoin community (Bradbury 2013). After all, blacklists create 
the prospect of rejecting transactions that have already occurred—transferring 
losses to those who had unknowingly accepted bitcoin that later turned out to be 
ill-gotten. Blacklists add significant complexity and create a risk of abuse by those 
who manage the blacklists. Finally, widespread use of blacklists could undermine 
the fungibility of bitcoins. With the block chain available for public inspection, 
each bitcoin can be traced to its unique transaction history, and in principle market 
participants could place varying values on bitcoins according to their apparent risk 
of future blacklisting.

Operational risk encompasses any action that undermines Bitcoin’s technical 
infrastructure and security assumptions. For example, despite a user’s efforts to keep 
a private key secure, vulnerabilities are to be expected—including operator error, 
security flaws, and malware that scours hard drives in search of wallet credentials 
and private keys. At least as worrisome, the Bitcoin platform faces operational risks 
through potential vulnerabilities in the protocol design or breakthroughs in crypt-
analysis. Community attention has focused on the so-called “51 percent attack,” in 
which if some group can reliably control more than half the computational power, 
they can seize control of the system (Barber, Boyen, Shi, and Uzen 2012). If such 
attacks arose, the Bitcoin community might devise defenses, but the conflict and 
transition would be chaotic and would probably undermine trust in Bitcoin.

Denial-of-service attacks form a particularly prominent operational risk, 
particularly large for those who use Bitcoin through various intermediaries. 
Denial-of-service attacks entail swamping a target firm with messages and requests 
in such volume that it becomes unusable or very slow. Such attacks have diverse 
motivations. For example, an attack on a mining pool can prevent a pool’s partici-
pants from solving the current puzzle and thus give an advantage to all other miners 
( Johnson, Laszka, Grossklags, Vasek, and Moore 2014). News of an attack can under-
mine trust in an exchange or even in Bitcoin itself—allowing an attacker to buy 
bitcoin at lower prices. Finally, attackers can demand ransom from service providers 
(such as exchanges), threatening attacks that would undermine the service’s opera-
tion and customers’ confidence. Figure 3 plots the number of denial-of-service 
attacks reported by users on the popular bitcointalk.org forum in 2011 to 2013, 
showing progression from attacks on mining pools to attacks on exchanges. While 
denial-of-service attacks occur throughout the web, they seem to be particularly 
effective in the Bitcoin ecosystem due to the relative ease of monetizing the attacks.

Bitcoin raises certain privacy risks, most notably the risk that transactions can be 
linked back to the people who made them. Bitcoin transactions are not truly anon-
ymous: instead, they are pseudonymous, in that each transaction specifies account 
information (the user’s public key) albeit without personal names, and the block 
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chain publishes transactions by that user identifier. Moreover, transactions made 
using Bitcoin often reveal real names—for example, as funds are converted to or 
from currencies in traditional banks, or when purchases from retailers reveal a 
customer name and mailing address. In principle, a Bitcoin user’s identity could be 
obtained from one such source and then associated with the user’s other transac-
tions—flouting the widespread expectation of privacy.

Finally, Bitcoin systems face numerous legal and regulatory risks across countries. 
For example, a law-abiding user could lose funds in an exchange that is frozen or 
seized due to criminal activity—even if only a portion of the exchange’s customers 
were in fact engaged in such activity. Furthermore, uncertain tax treatment of Bitcoin 
gains and losses hinders tax planning. We explore these questions in the next section.

Regulating Virtual Currencies

The original vision of Bitcoin is broadly in tension with regulation and govern-
ment control. In this respect Bitcoin extends a line of cyber-libertarianism, traced 

Figure 3 
Reported (Distributed Denial of Service) DDoS Attacks on Bitcoin Services over 
Time

Source: Vasek, Thornton, and Moore (2014).
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back at least to John Perry Barlow’s 1996 “Declaration of the Independence of 
Cyberspace,” denying the role of governments in overseeing online commu-
nications. But contrary to the initial view that Bitcoin’s decentralization made it 
impossible to regulate, there now appears to be ample possibility of regulatory over-
sight, as well as circumstances in which such intervention could be useful.

Fighting Crime
Bitcoin receives regulatory scrutiny for three classes of criminal concerns: 

Bitcoin-specific crime, money laundering, and Bitcoin-facilitated crime.
Bitcoin-specific crimes are attacks on the currency and its infrastructure like 

bitcoin theft, attacks on mining pools, and denial-of-service attacks on exchanges 
to manipulate exchange rates. Law enforcement often struggles to prevent or 
solve these crimes due to their novelty, lack of clarity on which agency and juris-
diction are responsible, technical complexity, procedural uncertainty, and limited 
resources.

Second, Bitcoin can be used for money laundering. Bitcoin money laundering 
could evolve to become more difficult to trace, particularly when funds are routed 
through mixers, with mixing records concealed from the public and perhaps 
unavailable to law enforcement. These characteristics might assist perpetrators 
in concealing or mischaracterizing the proceeds of crime. That said, Bitcoin also 
includes design elements that could facilitate the tracing of funds, including publi-
cation of the block chain (providing permanent publicly available records of what 
funds moved where).

Finally, Bitcoin-facilitated crime entails payment for unlawful services delivered 
(or purportedly delivered) offline, like the illegal goods and services sold on Silk 
Road and payment of funds in extortion. Criminals may be drawn to virtual curren-
cies because they perceive a lack of regulatory oversight, because they distinctively 
value irreversible transactions, or because they have been banned or ejected from 
other payment mechanisms.

Consumer Protection
A related justification for regulatory action is the need for consumer protec-

tion. Such discussions were particularly frequent after the February 2014 failure of 
Bitcoin exchange Mt. Gox, which lost bitcoins valued at more than $300 million. 
In light of this failure and others (Moore and Christin 2013), it is desirable to 
have orderly processes that distribute any remaining assets equitably. The risk of 
collapse also calls for disclosures to help consumers understand the products they 
are buying.

Broader consumer protection concerns result from irreversibility of Bitcoin 
transfers. Most electronic payment systems provide mechanisms to protect 
consumers against unauthorized transfers, and indeed such protections are often 
codified into law. (For example, credit card dispute rights are guaranteed by the 
US Fair Credit and Billing Act, 15 USC § 1666.) The absence of such protections 
in Bitcoin therefore appears to be contrary to longstanding public policy.



Rainer Böhme, Nicolas Christin, Benjamin Edelman, and Tyler Moore     231

Regulatory Options
A key challenge for prospective regulators is where to impose constraints. It is 

infeasible to regulate all peers in the Bitcoin network due to their quantity, their 
geographic distribution, and the privacy protections in the network. Instead, regula-
tors are naturally drawn to key intermediaries. But intermediaries raise predictable 
defenses. Why, they ask, should they face liability for the conduct of third-party 
users, customers, or suppliers? Furthermore, some users will anticipate regulators 
targeting intermediaries and will act to avoid such scrutiny, just as criminals can pay 
each other in cash to hide illegal activities from financial institutions.

The FBI takedown of Silk Road in 2013 illustrates both the challenges of regu-
lation and regulators’ ultimate power. Silk Road was hosted as a “hidden service” 
on Tor, a system which is purpose-built for anonymity of both visitors and opera-
tors. Payments were only accepted in bitcoin. However, the Silk Road domain site 
was seized by the FBI when the site’s alleged operator, Ross Ulbricht, was arrested 
on charges of conspiracy to distribute controlled substances, computer hacking, 
money laundering, and murder-for-hire charges. The private keys associated with 
Ulbricht’s 144,000 bitcoins were also seized by the FBI (Greenberg 2013). Investi-
gators targeted large merchants and administrators on Silk Road, exploiting poor 
operational security tactics to find their real identities. Ulbricht himself was identi-
fied by finding an early Silk Road advertisement posted on an online forum using 
his personal Gmail address (Zetter 2013). Silk Road’s online presence and elec-
tronic records in some respects made it an easier target than, say, a small-time dealer 
of drugs or weapons.

Transfers through currency exchanges are also within regulators’ grasp. In 
March 2013, the US Financial Crimes Enforcement Network issued guidance 
on when virtual currency operators should be classified as money-services busi-
nesses, requiring certain registration, reporting, and recordkeeping obligations. 
As exchanges complied, account details became available to regulators, and two 
months later, a US judge signed a seizure warrant for an account at the Mt. Gox 
exchange. In China, a December 2013 policy was broadly similar, requiring 
that Bitcoin intermediaries implement know-your-customer registrations for 
account-holders (People’s Bank of China and Five Associated Ministries 2013). 
These regulatory requirements will not impede peer-to-peer bitcoin transactions 
that are not facilitated by currency exchanges. But it seems longstanding reporting 
requirements can provide a level of compliance for virtual currencies similar to 
what has been achieved for traditional currencies.

In principle, Bitcoin’s electronic implementation in some ways makes it easier 
to regulate than offline equivalents. Consider the problem of theft. Once stolen 
cash enters circulation, little can be done to reclaim it. In contrast, Bitcoin blacklists 
could let law enforcement claw back all ill-gotten or stolen bitcoins—albeit with the 
problems discussed earlier.

Tax treatment of Bitcoin remains unsettled. In March 2014, the Internal 
Revenue Service (2014) issued guidance that transactions to and from virtual curren-
cies may create taxable events for federal tax purposes. Thus, if a user converts 
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dollars to bitcoin at one exchange rate, then later converts back at a higher rate, 
the user may owe tax on the appreciation; conversely, losses could offset gains else-
where. Depending on the user’s purpose and primary activity, the gains and losses 
could be ordinary income or capital (Notice 2014-21). While this guidance seems 
well-grounded in longstanding principles of US tax law, it was criticized for creating 
additional record-keeping and complexity, particularly for those whose conversions 
are frequent.

While Bitcoin now appears to be subject to regulatory oversight, the authority of 
regulators faces certain limits. For example, if one country places too large a burden 
on Bitcoin services based there, services are likely to develop elsewhere. If many 
countries impede use of Bitcoin, some users will resort to services like Zerocash 
with even stronger security precautions—likely letting criminals continue to use the 
service yet, perhaps, adding too much complexity for mainstream consumers. The 
overall regulatory goal should not take aim at Bitcoin or any other specific system or 
company, but instead should consider regulations in the broader context of a global 
market for virtual currency services.

Bitcoin as a Social Science Laboratory

Bitcoin has the potential to be a fertile area for social science research. Scholars 
should appreciate Bitcoin’s contained environment with a clear set of rules (albeit 
not free from frictions), the publicly available record of transactions (unusual for 
most means of exchange), and the general availability of data even beyond the 
block chain (including market prices and trading volumes). To date, researchers 
have considered diverse questions ranging from design of financial markets to 
user behavior along with myriad questions of law and regulation. This research is 
of course quite recent, and much of it is still in working paper form. Many ques-
tions remain open, particularly to researchers who combine a deep understanding 
of Bitcoin with technical skills to collect data and a solid background in social 
science. Here are some of the issues this research has tackled and could approach 
in the future.

Bitcoin as a Financial Asset
After comparing exchange-traded volume of bitcoins to total transaction 

volume within the Bitcoin network, Glaser, Zimmerman, Haferkorn, Weber, and 
Sterling (2014) conclude that most users (by volume) treat their bitcoin invest-
ments as speculative assets rather than as means of payment. Bitcoin investments 
seem to offer diversification benefits according to Brière, Oosterlinck, and Szafarz 
(2013), who study correlations between bitcoin and other asset classes. Gandal and 
Halaburda (2014) examine exchange rates of different virtual currencies to observe 
comovement and identify opportunities for triangular arbitrage. Preliminary results 
on daily “closing” prices indicate little opportunity, although this may reflect that 
the arbitrageurs operate faster than the frequency of data points. Of course, given 
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ongoing fluctuations in bitcoin prices and innovations in other virtual currencies, 
new data is already available for these kinds of studies.

Incentive-compatibility in Bitcoin Protocols
When confronted by a set of protocols, economic agents naturally look for ways 

to participate that increase their own gains. For example, early mining pools faced 
selfish behavior in the form of “pool hopping”: Miners opted out of the pool in long 
rounds, in which the potential block reward has to be shared with a larger group. 
This drew attention to the mechanism design problem of keeping the expected 
payoff constant over time (Rosenfeld 2011). 

Overall, the standard Bitcoin client software does not always act in the 
best interest of its principal. Both on the peer-to-peer network layer (Babaioff, 
Dobzinski, Oren, and Zohar 2012) and for the block mining protocol (Eyal and 
Sirer 2014), the prescribed rules are not equilibrium strategies if one considers 
the option to withhold information on a selective and temporary basis. Further-
more, Houy (2014b) observes that larger blocks are less likely to win a block race 
than smaller ones, meaning that a miner reduces the chance of collecting a reward 
when including new transactions into blocks—raising the question of why miners 
include transactions into blocks at all. So far, these concerns are theoretical. We 
are not aware of empirical evidence demonstrating substantial deviations from the 
suboptimal rules.

Privacy and Anonymity
The protection of online privacy and personal information arises in many 

contexts, and Bitcoin offers a specific set of rules and firms like the “mixers” that 
seek to offer privacy—although as we have seen, the privacy protections can be 
breached in various ways. Several papers analyze the public Bitcoin transaction 
history (Reid and Harrigan 2012; Ober, Katzenbeisser, and Hamacher 2013; Ron 
and Shamir 2013), finding a set of heuristics that can help to link Bitcoin accounts 
with real-world identities as long as some additional information is available for a 
related transaction. Androulaki, Karame, Roeschlin, Scherer, and C ̌apkun (2013) 
quantify the anonymity in a simulated environment similar to Bitcoin, finding that 
almost half of the users can be identified by their transaction patterns.

Monetary Policy
In a broad sense, the Bitcoin economy implements a variant of Milton Fried-

man’s (1960, p. 90) “k-percent rule”—that is, a proposal to fix the annual growth 
rate of the money supply to a fixed rate of growth. Indeed, Bitcoin’s protocol calls 
for an end of the minting phase at which point k = 0. In fact, k may even be nega-
tive in the future, because bitcoins can be irreversibly destroyed when users forget 
their private keys. This raises one of the classic questions in monetary policy: What 
happens when the size of an economy grows at a different rate than the quantity of 
money in that economy? Or if viewing Bitcoin as a social science laboratory, what 
happens if the Bitcoin economy grows faster than the supply of bitcoins?
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Just as overly rapid growth of a money supply is classically linked to inflation, the 
fixed slow growth rate of Bitcoin creates the possibility of deflation if Bitcoin was to  
be used widely, as Krugman (2011) noted while comparing the Bitcoin economy  
to the gold standard. In response to this risk, developers proposed alternative system 
rules. For example, Primecoin and Peercoin modify Bitcoin to provide an unlimited 
money supply, with k fixed to approximately 1 percent for Peercoin.

It remains unclear whether decentralized cryptographic currencies can be 
designed with monetary policies that include feedback or even discretion. Bitcoin’s 
design embodies a basic version of monetary policy that does not consider the state of  
the real economy. We note that Bitcoin’s block chain presents a crude measure  
of monetary indicators—specifically the number of transactions and their nominal 
amount—but offers no information about what value was actually provided in 
exchange for payment. The block chain thus lays the groundwork for automatic 
monetary policy based solely in nominal data, but does not facilitate any policy based 
on real economic activity. Human arbiters could presumably add information about 
economic conditions or could introduce discretion by judgment, but they would also 
introduce the governance questions Bitcoin set out to overcome. Further experience 
with Bitcoin and other virtual currencies may illuminate some of the longstanding 
issues on the conduct and effects of monetary policy.

Looking Ahead

What is the future of Bitcoin and other virtual currencies? To replace credit 
cards for everyday consumer payments? To displace Western Union and other firms 
for international cash payments? To supplant banks for short-term deposits? Will 
Bitcoin and other virtual currencies favor low costs (to undercut competitors), 
privacy (to serve users who distinctively seek that benefit), or decentralization (to 
avoid a single point of control)? When disputes arise, do Bitcoin service providers 
protect sellers (who seek finality) or buyers (who often want refunds)? The original 
vision of Bitcoin offered one set of answers, but as new constituents approach the 
service, it becomes less clear that early design decisions meet prevailing require-
ments. It is also uncertain whether a single service can serve all needs. For example, 
those who seek greater privacy may be prepared to accept greater technical 
complexity and perhaps higher fees. However, recruiting mainstream consumers 
and merchants seems to call for a focus on simplicity and lower prices.

Bitcoin may be able to accommodate a community of experimentation built 
on its foundations. Mixers already close the most obvious privacy shortcomings in 
Bitcoin’s early design, while pools help reduce risk for miners, and wallets address 
some of consumers’ usability and security concerns.

Other aspects of Bitcoin architecture are largely locked in place through its 
protocol design. For example, the block chain is the essence of Bitcoin. There is 
no clear way for Bitcoin to substitute a different approach to record-keeping while 
retaining installed Bitcoin software, remaining compatible with intermediary 
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systems, and, most importantly, retaining the overall consensus that has coordi-
nated around Bitcoin. Instantaneous transaction confirmations seem to require 
equally fundamental changes. In these and other respects, Bitcoin will struggle to 
make adjustments.

Numerous competing virtual currencies are waiting in the wings. For example, 
Litecoin confirms transactions four times faster than Bitcoin, potentially facili-
tating retail use and other time-sensitive transactions. NXT reduces the electrical 
and computational burden of Bitcoin mining by replacing proof-of-work mining 
with proof-of-stake, assigning block chain duties in proportion to coin holdings. 
Zerocash (Ben-Sasson et al. 2014), which is not yet operational, will seek to improve 
privacy protections by concealing identifiers in the public transaction history. 
Peercoin allows a perpetual 1 percent annual increase in the money supply.

To offer their competing design decisions, alternative virtual currencies would 
first need to achieve confidence in their value and adoption. Bitcoin benefited from 
early excitement for its service, buyers and sellers at Silk Road, and favorable press 
coverage. A replacement virtual currency would struggle to obtain this combination 
of advantages, but without favorable expectations for growth, few would be willing to 
convert traditional currency into a competing coin. Whether or not Bitcoin expands 
as its proponents envision, it offers a remarkable experiment, a lab for researchers, 
and an attractive means of exchange for a subset of merchants and consumers.
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Trustees of the Federal Old-Age and Survivors Insurance and Federal Disability Insurance 
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Trust Funds, commonly known as the “Trustees Report.” Actuaries at the Social Secu-
rity Administration (SSA) separately forecast demographic variables (for example, 
mortality rates) and economic variables (for example, labor force participation 
rates) that ultimately combine to produce solvency forecasts. In this article, we offer 
the first evaluation of Social Security forecasts that compares the SSA forecasts with 
observed truth; for example, we look at forecasts made in the 1980s, 1990s, and 2000s 
with outcomes that are now available. We do this first for demographic forecasts then 
for financial forecasts.1

Forecasts, of course, should not be expected to be precisely accurate. 
However, our analysis reveals several problems. First, Social Security Administra-
tion forecasting errors—as evaluated by how accurate the forecasts turned out 
to be—were approximately unbiased until 2000 and then became systematically 
biased afterward, and increasingly so over time. Second, most of the forecasting 
errors since 2000 are in the same direction, consistently misleading users of the 
forecasts to conclude that the Social Security Trust Funds are in better financial 
shape than turns out to be the case. Finally, the Social Security Administration’s 
informal uncertainty intervals appear to have become increasingly inaccurate 
since 2000. Although the Social Security Administration has recently begun to 
follow the recommendations of its panel of outside technical advisers on including 
certain types of more formal uncertainty estimates, a step that should be part of all 
government reporting (Manski 2013), these estimates have also not been system-
atically evaluated.

At present, the Office of the Chief Actuary, at the Social Security Administra-
tion, does not reveal in full how its forecasts are made and, as a result, no other 
person, party, or organization, in or out of government, has been able to make fully 
independent quantitative evaluations of policy proposals about Social Security. 
Even the Congressional Budget Office, which produces Social Security Trust Fund 
solvency forecasts, relies on the demographic forecasts produced by the Office of 
the Chief Actuary as inputs for its models. Thus, the Office of the Chief Actuary 
holds an unusual position within American politics of being the sole supplier of 
Social Security forecasts, as well as heading the only organization producing fully 
independent quantitative evaluations of policy proposals to alter Social Security. 
For each evaluation of a proposed policy, the Office of the Chief Actuary estimates  
the effect on key financial outcomes that assess the solvency of the Trust Funds.  
For the vast majority of policy proposals evaluated by the Office of the Chief 
Actuary, the estimated financial impact is smaller than almost all of SSA’s fore-
casting errors since 2000. Social Security Administration forecasts of current law 
and its counterfactual evaluation of policy proposals share the same growing bias 
because both are based on the same forecasting methodology. Additionally, the  

1 A replication dataset available with this article at http://e-jep.org and in Dataverse (Kashin, King, and 
Soneji 2015b) summarizes our data sources and all the information necessary to reproduce our results. 
An online Appendix, available at the same website, offers extra robustness checks.
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uncertainty surrounding the estimated effects of proposed policies, which would 
likely be larger than the uncertainty in the forecasts under current law, usually 
dominate the estimated effect of the policy.

In the conclusion of the article, we argue that the Social Security Admin-
istration and its Office of the Chief Actuary should follow best practices in 
academia and many other parts of government and make their forecasting 
procedures public and replicable, and should calculate and report calibrated 
uncertainty intervals for all forecasts. In a companion paper, we offer an explana-
tion for the origin of the biases reported here and propose simple structural ways  
of changing the system to fix the problems going forward (Kashin, King, and  
Soneji 2015a).

Demographic Forecasts

Demographic variables important to solvency forecasts from the Social Security 
Administration include mortality, fertility, and migration. Higher levels of fertility 
and migration increase the number of workers who contribute payroll taxes and 
increase long-term solvency. Lower levels of mortality, especially among those 
age 65 years and older, increase the number of retirees who receive benefits and 
decrease long-term solvency. Moreover, if Americans live longer than the forecasts 
predict, they will draw benefits for more years than expected and the Trust Funds 
will become exhausted sooner than anticipated. As Diamond and Orszag (2005, 
p. 63) explain, the increase in benefit payments from longer lives is not counter-
balanced by an increase in payroll tax receipts because the system is designed to 
be approximately fair on average from an actuarial standpoint—the longer lives 
were not taken into account in what was paid into the system earlier in working life. 
People with longer working careers also receive higher benefits compared to those 
starting their careers at later ages.

Observed Demographic Data
As a baseline, we present four observed time series in Figure 1. Life expectancy 

for males and females, both at birth and at age 65, are relatively smooth over almost 
the entire time period, as can be seen in all four graphs. Indeed, three of the four 
are approximately linear; the fourth, female life expectancy at 65, is not far from 
linear. The highly regular nature of these data suggests that relatively accurate fore-
casts should be possible.

There is a standard conceptual difficulty in measuring current life expec-
tancy: How can the analyst describe life expectancy when people are still alive? We 
follow common practice here by using the concept of “period life expectancy.” This 
approach calculates life expectancy in a given year as the average number of years a 
person would expect to live if that person experienced the mortality rates in that given 
year over the course of a lifetime. Thus, life expectancy is a function of age-specific 
mortality rates and the average number of person-years contributed by those who die 



242     Journal of Economic Perspectives

at each age. The mortality rate for people of a given age equals the number of deaths 
in that age divided by the number of person-years lived in that age (the exposure).2

The Office of the Chief Actuary forecasts male and female life expectancy 
separately. The male and female population counts are then combined with 
sex-specific economic factors like estimates of the labor force participation rates, 
and sex-specific beneficiary rates like disability incidence rates to project the popu-
lation of workers and beneficiaries. In turn, the number of male and female workers 

2 We use observed life expectancy based on Human Mortality Database life tables rather than the life 
tables from the Social Security Administration. The small differences in estimated life expectancy 
between the two sources do not account for the much larger error rates and patterns reported in this 
article. Both sources seek to estimate the conditional probability of death (and life expectancy, its single 

Figure 1 
Observed Period Life Expectancy

Note: “Period life expectancy” for a year is a single-number summary of all the age-specific mortality rates 
for that same year and is interpreted as the average number of years a person could expect to live if he 
or she experienced the mortality rates of a given year over the course of their life.
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and beneficiaries serve as inputs for predictions of the operations and actuarial 
status of the Trust Funds.

We begin in 1982, the earliest year with regular life expectancy forecasts from 
the Social Security Administration, and continue until 2010, the last year for which 
observed actual data have been released. For the years before 2001, the Social 
Security Administration only reveals information about its demographic forecast 
for years divisible by five. However, the observed time series are quite smooth and, 
hence, interpolations to other years should be accurate.

Forecasts
We present our results in stages beginning in Figure 2 with an evaluation of 

forecasts for 2005 and 2010, the two years forecast by the largest number of Trustees 
Reports (with details for all years in our online Appendix). We compute forecast 
error (here and throughout) as the “intermediate scenario” forecast minus the 
observed value, so that positive values represent overestimates and negative values 
represent underestimates. The vertical axis is the forecast error for each of the four 
demographic variables, and the horizontal axis is the year of the Trustees Report 
when the forecast was made. Figure 2 illustrates four points.

First, despite the strong resemblance and very high correlation between male 
and female life expectancy in Figure 1, the forecast errors are substantially worse for 
males than females over most of the range of the forecasts. In some of the forecasts of 
the mid-1980s, the overestimate of female life expectancy is more-or-less offset by the 
underestimate of the male life expectancy, but in later years, both are underestimated.

Second, the patterns of error persist. For example, Figure 2 shows that every 
single Trustees Report for 23 years from 1982–2005 underestimated male life expec-
tancy in 2005. Similarly, every forecast for 28 years from 1982–2010 underestimated 
male life expectancy in 2010.

Third, the forecasts for males do pass an obvious test by more closely approxi-
mating the truth as the year being forecast approaches. For females, errors have 
been smaller than for males until recently, but in the years from 2000–2005, when 
projecting female life expectancy at 65, forecast errors of female life expectancy actu-
ally increased as the year of the Trustees Report approached the year being forecast.

Fourth, a large number of the forecasts fall outside the uncertainty intervals 
offered by the Social Security Administration. In the forecasts, these uncer-
tainty intervals are categorized as “high cost,” “intermediate cost,” and “low cost” 
scenarios. The high- and low-cost scenarios form the Social Security Administra-
tion uncertainty interval. In Figure 2, we color points white if the truth falls within 

number summary), but the Human Mortality Database is the standard in the scientific literature for its 
emphasis on “comparability, flexibility, accessibility, [and] reproducibility,” for subjecting US Census 
counts and National Center for Health Statistics death counts to international quality standards, and for 
including all potential beneficiaries in the analyses, as discussed in an overview to the database (http://
www.mortality.org/Public/Overview.php; accessed March  20, 2015). An online Appendix repeats all 
demographic analyses in this section with Social Security Administration data; no important differences 
arise compared with the results presented here.
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Figure 2 
Forecast Error of Life Expectancy in 2005 and 2010 by Year of Trustees 
Report

Note: The circles (females) and triangles (males) are colored white when truth falls within Social 
Security Administration uncertainty intervals and colored black when the truth falls outside these 
uncertainty intervals.
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these “uncertainty intervals’’ and black if the truth falls outside of these intervals. 
Although any forecast is of course uncertain and errors are to be expected, uncer-
tainty intervals should still capture the truth with some known frequency. We find 
that only one of the 29 uncertainty intervals for male life expectancy at age 65 
for 2010 actually captured the true outcome. In the years after 2000, every single 
forecast for year 2010 male and female life expectancy at birth and at age 65 was 
underestimated, and the true outcome fell outside the uncertainty intervals.

The uncertainty intervals reported by the Social Security Administration are 
given no formal statistical basis in published materials, and thus we tried to assess 
how these intervals were qualitatively presented. In Trustees Reports from the earlier 
part of our period, the early and mid-1980s, the Social Security Administration wrote 
about the intervals as one would discuss wide confidence intervals, perhaps at a 
90 percent confidence interval, and readers were warned that the confidence inter-
vals might not necessarily cover the truth. In recent years, especially after 2000, the 
Trustees Reports became more confident in these intervals. Since 2003, the Trustees 
Reports have included an appendix referring to a stochastic model that attempts to 
formalize the uncertainty of their forecasts. The model itself is not publicly avail-
able, so outside analysts cannot evaluate how it has been calibrated or evaluated. But 
the Trustees describe the uncertainty intervals in qualitative terms that one would 
typically use to discuss something stronger than a 95 percent confidence level. For 
example, in the 2011, 2012, and 2013 Trustees Reports, the report repeated the 
same definition: “In the future, the costs of OASI, DI, and the combined OASDI 
programs as a percentage of taxable payroll are unlikely to fall outside the range 
encompassed by alternatives I [low cost] and III [high cost] because alternatives I 
and III define a wide range of demographic and economic conditions.” (OASI 
refers to the old age and survivors program, which is commonly known as Social 
Security, while DI refers to the disability insurance program.)

In short, the post-2000 forecasts all indicated that both men and women 
would have lived shorter lives than they did and also offered uncertainty ranges 
implying that the Trust Funds were on firmer financial ground than turned out to 
be warranted. We reach an identical conclusion when we examine the forecast error 
over all Trustees Reports for all observed years, as shown in the online Appendix.

Uncertainty Intervals
Finally, we analyze the set of all the Social Security Administration life expec-

tancy forecasts with respect to uncertainty interval coverage. Figure 3 plots the year 
of the Trustees Report (horizontally) by the year of the forecast (vertically), with 
one square for each forecast colored white when the truth fell within the uncer-
tainty interval and black when the truth fell outside the interval.

The results in Figure 3 demonstrate systematic problems with the uncertainty 
intervals used by the Social Security Administration. The uncertainty intervals failed 
to capture the truth for almost every forecast made since 2000 for all four demo-
graphic variables. For the graphs on male life expectancy at birth and at age 65 (the 
two graphs on the left), the problem began approximately in 1990.
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We might expect that some uncertainty intervals fail to capture the eventually 
observed truth, especially when the forecast was made many years earlier than the 
year forecast. But since about 2000, the uncertainty intervals consistently failed to 
capture the truth for male and female life expectancy at birth and age 65. Appar-
ently, the Social Security Administration did not perform a correction if and when 
these systematic errors became known.

Forecast Biases Are Not Explained by the Great Recession
Could the systematic forecasting biases documented in this section be caused 

to some extent by the Great Recession, which lasted from December 2007 to June 
2009? Historically, increases in unemployment have led to lower mortality primarily 
because of fewer accidental deaths (like road traffic fatalities) (Granados 2005; 
Stuckler, Meissner, Fishback, Basu, and McKee 2011) not counterbalanced by a 
small increase in the comparatively fewer number of suicides. Thus, a lengthy reces-
sion could potentially explain life expectancies longer than predicted. But although 
the recession may explain some of the forecasting error, it cannot explain most of it.

First, the Great Recession began in December 2007, when the Social Security 
Administration had already been underestimating Americans’ life expectancy for 
several years prior. Second, the mortality data and errors in forecasting mortality 

Notes: White indicates uncertainty interval covered the truth, black indicates that it did not, and gray “X” 
indicates that the Social Security Administration did not provide an uncertainty interval. Contemporaneous 
forecast error is possible because of the time lag (typically three to four years) in finalizing mortality data.

Figure 3 
Uncertainty Interval Coverage by Year of Trustees Report and Year of Forecast
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from one year to the next are relatively smooth functions of time—that is, the errors 
do not increase when the recession arrived. Finally, the Great Recession cannot 
account for the 0.6-year forecast error in male life expectancy and 0.8-year forecast 
error in female life expectancy made by the Social Security Administration in 2010. 
During the 18-month recession, unemployment increased 4.6  percentage points 
from a trough of 4.9 percent in February 2008 to a peak of 9.5 percent in June 
2009. Previous US- and European-based studies estimate that mortality rates decline 
approximately 0.5  percent for every 1 percent in unemployment (Ruhm 2000). 
Thus, the 4.6 percentage point increase in employment during the Great Recession 
would correspond approximately to a 2.3 percent decline in mortality rates. For 
comparison, the inaccuracies in projected male and female life expectancies corre-
spond to a 5.2 and 7.6 percent decline in mortality rates, respectively.

A Note about Fertility and Immigration
We also evaluated the performance of Social Security Administration forecasts of 

fertility and migration (with results shown in the online Appendix). Recent forecasts 
of the total fertility rate exhibited persistent and growing error, and the forecasts were 
overly confident. For example, the error in forecasts of the total fertility rate in 2010 
grew—rather than shrank—across successive Trustees Reports. The forecast error of 
the 2010 total fertility rate in the 2010 Trustees Report was 0.15, which translated to 
approximately 315,000 more births forecasted than actually occurred (8 percent of 
total births in 2010).3 As with mortality, forecast biases in fertility are not explained 
by the Great Recession. The rise in unemployment during the Great Recession led to 
a fertility decline of approximately 5 percent. Yet, the inaccuracy in the total fertility 
rate forecasted in 2010 corresponded to an approximately 8 percent difference in 
fertility rates. Overall, the forecast error in fertility makes the US population seem-
ingly younger than it really is and, consequently, the Social Security Trust Funds 
healthier than they may be.

In contrast to mortality and fertility, Social Security Administration forecasts 
of legal immigration (the largest component of overall immigration) were far less 
biased and the confidence intervals seem appropriate. For example, the error in 
the forecast of net legal immigration in 2010 declined across successive Trustees 
Reports. By the 2010 Trustees Report, the forecast error was less than 1 percent of 
the observed number of net legal immigrants in 2010.

The results of mortality, fertility, and immigration forecasts may illuminate some 
of the reasons why the Social Security Administration varies in its performance of 
forecasting these three demographic components. As we discuss in detail in Kashin, 
King, and Soneji (2015a), a constellation of factors may have interacted to produce 
biased mortality and fertility forecasts. First, the forecasting method itself allows for 
the introduction of unintentional bias because it apparently involves a very large 
number (previously 210, now 150) of interrelated subjective decisions about rates 

3 The 2010 Trustees Report included historical fertility up to 2006 because of the time lag in reporting 
final birth data.
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of mortality decline. Second, as Social Security reform has become more politi-
cally charged, the Social Security Administration seems to have disregarded the 
continued advice of its outside technical advisers to assume a more rapid increase 
in life expectancy. Third, mortality rates decreased at an ever faster pace after about 
2000, but the Social Security Administration mortality forecasts did not keep pace 
with this change in input data.

Some of the same factors that possibly produce biased mortality forecasts may 
occur for fertility, too. The Social Security Administration forecasting method 
for fertility also involves subjective decisions about future levels of fertility rates. 
In contrast to mortality and fertility, the level of legal immigration is annually set 
by Congress. The Social Security Administration forecast of net legal immigration 
largely follows this Congressionally-set level; at present, it sets the ratio of legal 
emigration to legal immigration to 25 percent.

Financial Forecasts

We next consider Social Security Administration forecasts of Trust Fund 
solvency, for which demographic forecasts serve as a key input. In particular, we 
examine forecasts and observed outcomes of the three most commonly cited finan-
cial indicators when discussing the health of Social Security: the cost rate, the trust 
fund balance, and the trust fund ratio. The cost rate equals the overall cost of the 
Social Security program in a given year divided by the taxable payroll for that year. 
The trust fund balance equals the difference between projected annual income and 
projected annual cost, as a percentage of the taxable payroll. The trust fund ratio 
equals the assets of the Social Security Trust Funds at the beginning of a calendar 
year divided by the expected expenditure for that year.

We collect all forecasts for each measure published in the annual Trustees 
Reports from 1978, when the reports began consistent reporting of financial indica-
tors, until 2013. The reports usually include yearly forecasts between the year of the 
report and 10 years in the future and then every fifth subsequent year. After 2000, 
single-year supplemental tables are available online.

These three financial indicators directly relate to the economic and public 
policy debates that have occurred over nearly the entire lifetime of Social Secu-
rity. After the Social Security Amendments of 1983, for example, the trust fund 
balance increased primarily because of higher payroll tax rates intended to build 
up a surplus in the trust fund, although benefit levels increased, too. Numerous 
economic studies find Social Security affects personal savings through reduction 
of disposable income because of payroll taxes and anticipated benefits during 
retirement (Harris 1941; Feldstein 1974; Diamond and Hausman 1984). Gramlich 
(1996) argued that proposed Social Security reform faces competing challenges in 
political economy: ensuring long-run actuarial balance while not lowering the ratio 
of discounted benefits to discounted taxes paid (the “money’s worth” ratio). The 
long-run actuarial balance, a function of the trust fund balance and cost rate, can 
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be maintained by raising payroll tax rates or lowering benefit levels, although such 
changes would reduce the money’s worth ratio. Other proposed reforms, such as 
individual accounts and personal savings accounts, offer a possibility of extending 
the solvency of Social Security and maintaining the money’s worth ratio but face 
intense public scrutiny (Samwick 1999).

The Cost of Mortality Forecasting Errors
Before turning to the three financial indicators, we begin by comparing the 

forecast errors in cost that are specifically due to forecast errors in mortality (dashed 
line, Figure 4) to the overall forecast errors in cost (solid line). In theory, either of 
these forecast errors in cost could be larger than the other because forecast errors 
in cost potentially come from many inputs other than mortality.

Notes: Each panel of the figure corresponds to a Trustees Report. Within each panel, we plot the forecast 
error in total Social Security expenditures (solid lines) and the forecast error in total Social Security 
expenditures due to mortality forecasting errors (dashed lines). Finally, we represent the Great Recession 
as a vertical grey region.

Figure 4 
Cost of Mortality Forecasting Errors
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For each Trustees Report and forecast year, we estimate the number of addi-
tional retirees that the Social Security Administration did not expect because of 
errors in predicting life expectancy. For example, the 2005 Trustees Report under-
forecasted male life expectancy at age 65 in the year 2010 by 1.3 years (forecast: 
16.6 years; true outcome: 17.9 years). The 1.3 years under-forecast of life expectancy 
corresponds to approximately 151,000 male beneficiaries. We estimate the forecast 
errors in costs due to forecast error in mortality as the product of the total number 
of additional beneficiaries and the average benefit amount per year. For this figure, 
we plot the forecast year on the horizontal axis and the forecast error in cost (in 
billions of 2010 dollars) on the vertical axis. Each panel presents forecasts from 
different Trustees Reports. The years of the Great Recession are denoted by the 
grey shaded region. To put the figure into perspective, the total cost of the Social 
Security program in 2010 was $712.5 billion.

Figure 4 emphasizes four points. First, mortality is a highly predictable part 
of the overall forecast error in cost, as evidenced by the highly smooth and almost 
linear dashed lines in each panel. Second, for many years, forecast errors in cost 
specifically due to forecast errors in mortality were a large fraction of the overall 
forecast error in cost. Third, the forecast errors in cost due to forecast errors in 
mortality are neither random nor constant. The errors increase secularly and thus 
strongly suggest the existence of information that can be used to improve fore-
casting performance. Finally, the overall forecast errors in costs are highly variable 
relative to errors due to mortality. They are much larger during the Great Reces-
sion, shown by the vertical shaded area, but these overall forecast errors in costs 
were also large at times well before the onset of the Great Recession.

Cost Rate Forecasting Errors
Figure 5 reports the forecast error in the cost rate (the vertical axis in each panel) 

made in a Trustees Report in the given year (the horizontal axis in each panel) for 
a number of years out into the future (in the title of each panel). For example, the 
upper-left panel shows the forecast error in the cost rate for forecasts made one year 
in advance of the year forecast. A value of zero on the vertical axis indicates that 
the forecast was perfectly accurate. White points fall within the forecast uncertainty 
interval and black points fall outside. To enhance readability, we superimpose on each 
panel a smoothed line showing the path of the errors.4

The pattern of forecast errors in Figure 5 is striking. Forecasts from Trustees 
Reports until about 2000 were approximately unbiased, which can be seen by the 
roughly random scatter of points vertically around the horizontal line at zero fore-
cast error. However, forecasts from Trustees Reports after roughly the year 2000 
were increasingly biased over time, and all in the same direction. Congress and 

4 The smoothed line is estimated with a locally weighted scatterplot smoothing (LOESS) procedure, in 
which the predicted error t for Trustees Report is calculated based on a local polynomial of degree 2, 
fit to neighboring observations. These observations are weighted by their tricubic distance from the 
Trustees Report in question.
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other users of these forecasts would have been misled into thinking that the cost 
of the Social Security program was less than it actually turned out to be. This is as 
true for forecasts one year into the future (top left) as for forecasts 10 years into the 
future (bottom right). As expected, the errors are larger for forecasts farther into 
the future.

Finally, Figure 5 shows that the largest errors are also most likely to be outside 
the uncertainty intervals (as indicated by black dots). The purpose of uncertainty 

Notes: The graphs show forecast errors in the cost rate (vertically) by the year of the forecast (horizontally) 
by how many years into the future the forecast is made (in the title of each panel). Cost rate forecasting 
errors are overestimates if positive and underestimates if negative. Points are white if the error is within 
the Social Security Administration’s uncertainty interval and black otherwise. To enhance readability, we 
superimpose on each panel a smoothed line showing the path of the errors. This error bar around this line 
relates to the observed path of the errors and not to the SSA predicted path of observations. See footnote 4.

Figure 5 
Cost Rate Forecasting Errors
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estimates is to protect oneself from drawing overconfident conclusions from the 
data, and if estimates are consistently falling outside those uncertainty intervals, 
then alteration and improvement in the forecasting process should follow.

Trust Fund Balance Forecasting Errors
A positive annual trust fund balance indicates the program has a surplus for the 

year and a negative trust fund balance translates to a deficit. We present Figure 6 in 

Notes: The graphs show forecast errors in balance (vertically) by the year of the forecast (horizontally) by 
how many years into the future the forecast is made (in the title of each panel). Positive errors overestimate 
the Trust Fund balance; negative errors underestimate it. Points are white if the error is within the Social 
Security Administration’s uncertainty interval and black otherwise. To enhance readability, we superimpose 
on each panel a smoothed line showing the path of the errors. This error bar around this line relates to 
the path of the observed errors and not to the SSA predicted path of observations. See footnote 4.

Figure 6 
Trust Fund Balance Forecasting Errors
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the same format as Figure 5. The evaluation of forecasting errors in the trust fund 
balance leads us to the same conclusions as forecasting errors in the cost rate. The 
Social Security Administration forecasts of trust fund balances were approximately 
unbiased until about 2000, after which they become substantially biased. Moreover, 
the direction of the biases are all in the same direction, making the Social Security 
trust funds look healthier than they turned out to be. The reported uncertainty 
intervals are again overconfident.

Trust Fund Ratio Forecasting Errors
When the trust fund ratio equals 0 percent or becomes negative, the Social 

Security Trust Funds are insolvent. The Trust Funds are deemed financially 
adequate in the short term if the ratio stays above 100  percent for the first 10 
forecasted years. Insolvency does not release the federal government from its obli-
gation to pay some level of benefits to qualified individuals (Meyerson 2014). 
The Social Security Act stipulates that every fully insured individual is entitled to 
receive benefits. On the other side, the Antideficiency Act prohibits the federal 
government from paying Social Security benefits beyond the balance of the Trust 
Funds. Once insolvency occurs, beneficiaries would either receive delayed or 
lower benefit payments.

In Figure 7, we present results in a form parallel to Figures 5 and 6. While the 
uncertainty intervals appear to have better coverage when compared to the cost 
rate and trust fund balance metrics, the overall results in this figure confirm the 
main results from our analysis of the cost rate and trust fund balance. First, trust 
fund ratio forecast errors are approximately unbiased from 1978 through about the 
year 2000, as indicated by the dots scattered randomly above and below the vertical 
line drawn at zero. After 2000, forecast errors became increasingly biased, and in 
the same direction. Trustees Reports after 2000 all overestimated the assets in the 
program and overestimated solvency of the Trust Funds. The size of this bias has 
increased over time, with the more recent Trustee Reports being less and less reli-
able. Finally, the coverage of uncertainty estimates did not improve over time and 
were strongly and positively correlated with the size of the absolute error.

Implication of Financial Forecasting Errors for Proposal Scoring
In addition to producing the annual Trustees Report, the Office of the Chief 

Actuary also scores policy proposals to alter Social Security submitted by members 
of Congress, the administration, and select professional organizations. For each of 
the policy proposals it scores, the Office of the Chief Actuary makes point-estimate 
predictions about what would happen to one or more financial metrics, such as 
those we study above, if the proposal became law. Although the Office of the Chief 
Actuary includes no uncertainty measures with these predictions, we can estimate 
their uncertainty on the basis of our evaluation of their forecasts.

The extent of uncertainty in these counterfactual predictions can be divided 
into two components. The first is the inherent uncertainty of the effect of the inter-
vention if the law changes as proposed. The second is the uncertainty in forecasting 
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the same financial indicators under current law, as we do earlier. We use our evalua-
tion of the second component as a lower bound for the uncertainty of the Office of 
the Chief Actuary’s policy scoring.

The Social Security Administration evaluated 93 proposals since 2000, which 
resulted in 110  assessments of financial indicators for which we can evaluate 

Notes: The graphs show forecast errors in the trust fund ratio (vertically) by the year of the Trustees 
Report forecast (horizontally) by how many years into the future the forecast is made (in the title of each 
panel). Positive errors overestimate the Trust Fund ratio; negative errors underestimate it. Points are 
white if the error is within the Social Security Administration’s uncertainty interval and black otherwise. 
To enhance readability, we superimpose on each panel a smoothed line showing the path of the errors. 
This error bar around this line relates to the path of the observed errors and not to the SSA predicted 
path of observations. See footnote 4.

Figure 7 
Trust Fund Ratio Forecasting Errors
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forecasting performance (see http://ssa.gov/oact/solvency). For example, in 2015, 
the Social Security Administration evaluated the effect of President Obama’s Execu-
tive Actions for immigration on Social Security solvency. The Chief Actuary concluded 
immigration reform would increase the cost rate by an average 0.04 percent over the 
next 75 years, which is considerably smaller than most cost rate forecasting errors 
made since 2000. Overall, we found that 42  percent of policy assessments by the 
Office of the Chief Actuary predicted changes in Social Security finances that were 
smaller than the average forecasting error made since 2000. And 95 percent of the 
assessments concluded by predicting changes in Social Security finances that were 
smaller than the maximum forecasting error made since 2000.

Members of Congress and the public devote considerable energy debating 
policy proposals on the basis of these evaluations. Presidents and their opponents 
tout the merits of policy proposals to engender public support. But if the lower 
bound on the magnitude of forecasting errors exceeds the estimated effect of the 
reforms, then it seems likely these discussions and debates are not grounded in 
the best information available.

Conclusions and Recommendations

In recent years, especially after about 2000, the Social Security Administra-
tion began issuing systematically biased forecasts with overconfident assessments 
of uncertainty. Reliance on such forecasts led policymakers and other users of the 
forecasts to conclude that the Social Security Trust Funds were on firmer financial 
ground than actually turned out to be the case. We focus here on three steps that 
the Social Security Administration should take to ensure this problem is addressed; 
other suggestions are offered in King, Kashin, and Soneji (2015a).

First, forecasting mistakes are no embarrassment unless the forecaster fails 
to learn from them. Thus, we recommend that the Social Security Administration 
publish annually a systematic and comprehensive evaluation of its forecasting perfor-
mance for both demographic factors and financial solvency. This best practice of 
forecasting self-evaluation is routine among academic researchers (Lee and Miller 
2001) and professional actuaries (Lu and Won 2011), for social security programs 
in other countries (Shaw 2007), and in other parts of the US government, such 
as the Congressional Budget Office (2013), the Census Bureau (Wang 2002), the 
Bureau of Labor Statistics (Wyatt 2010), and even other parts of the Social Security 
Administration itself (US Social Security Administration’s “Fiscal Year 2013 Major 
Evaluations” and Social Security Administration Agency Financial Report: Fiscal Year 
2013). Every future Trustees Report, without exception, should include a routine 
evaluation of all prior forecasts, and a discussion of what forecasting mistakes were 
made, what was learned from the mistakes, and what actions might be taken to 
improve forecasts going forward.

Second, the Social Security Administration withholds from public view much 
of the data and procedures it uses to make many of its forecasts. The Office of the 

http://ssa.gov/oact/solvency
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Chief Actuary, which produces the demographic and economic forecasts, does not 
share much of its data and procedures even with other parts of the Social Security 
Administration. Currently, the best anyone can do to understand how the Social 
Security Administration forecasts work is to attempt to reverse-engineer their results 
(as done by many involved in the policy process and authors of simulation programs 
such as SSASIM by the Policy Simulation Group; see also King and Soneji 2011, and 
Soneji and King 2012). The “replication standard” for data sharing is the widely 
understood and accepted best practice throughout the scientific community (King 
1995, p. 444) and echoed in the Obama administration’s executive orders requiring 
“a presumption in favor of openness,” and that data produced by government be 
“accessible, discoverable, and usable by the public” (Executive Office of the Presi-
dent, Memorandum, May 9, 2013).

Finally, it appears to us and to other outside observers that the forecasting 
procedures used by the Social Security Administration are in a number of ways 
ad hoc and suboptimal. These approaches also fail to take advantage of many of 
the dramatic improvements in statistical modeling over the last several decades (for 
example, Girosi and King 2008; King and Soneji 2011). Even some explicitly quan-
titative parts of the methods seem idiosyncratic or unnecessarily model dependent.

Our study reveals systematic errors in both demographic and solvency fore-
casts. Forecasting errors in economic variables, such as the labor force participation 
rate and growth in average wages, may also contribute to systematic errors in Trust 
Fund solvency forecasts. For the disability program of Social Security, forecasting 
errors in the disability incidence rate may be an additional important source of 
solvency forecast error.

This list of “best practices’’ is neither new nor controversial. There is a Social 
Security Advisory Board Technical Panels on Assumptions and Methods made up 
of outside experts. The Social Security Administration’s own outside advisors have 
repeatedly and emphatically recommended that the Office of the Chief Actuary 
make its data and procedures widely available, and allow its work to be replicated 
by outside groups. The collective efforts of the scientific community could easily 
be marshaled to improve the difficult forecasting task that confronts the Social 
Security Administration, all essentially without cost to the taxpayer. The creation 
of transparent forecasting procedures will also enable members of Congress and 
partisans on all sides to consider alternative assumptions explicitly when they 
debate proposals to ensure the solvency of Social Security. Forecasts of Social 
Security solvency also shape debates on immigration, public health, taxation, 
and income redistribution from working age adults to retirees. Accurate forecasts 
would help ensure these debates are based on the best information available.

■ For helpful advice or comments, we are grateful to Bill Alpert, Jim Alt, Steve Ansolabehere, 
Neal Beck, Nicholas Christakis, Mo Fiorina, Dan Gilbert, Alexander Hertel-Fernandez, 
Martin Holmer, David Langer, and Theda Skocpol. We received approval from our university 
Institutional Review Boards for this study.
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This section will list readings that may be especially useful to teachers of 
undergraduate economics, as well as other articles that are of broader cultural 
interest. In general, with occasional exceptions, the articles chosen will be exposi-
tory or integrative and not focus on original research. If you write or read an 
appropriate article, please send a copy of the article (and possibly a few sentences 
describing it) to Timothy Taylor, preferably by email at taylort@macalester.edu, 
or c/o Journal of Economic Perspectives, Macalester College, 1600 Grand Ave., 
Saint Paul, Minnesota, 55105.

Smorgasbord

Education Next has published a group of articles in its Spring 2015 issue on 
“Revisiting the Moynihan Report on its 50th Anniversary.” As one example, Sara 
McLanahan and Christopher Jencks contribute “Was Moynihan Right?” “Moynihan’s 
claim that growing up in a fatherless family reduced a child’s chances of educational 
and economic success was furiously denounced when the report appeared in 1965, 
with many critics calling Moynihan a racist. For the next two decades few scholars 
chose to investigate the effects of father absence, lest they too be demonized if their 
findings supported Moynihan’s argument. Fortunately, America’s best-known black 
sociologist, William Julius Wilson, broke this taboo in 1987, providing a candid 

■ Timothy Taylor is Managing Editor, Journal of Economic Perspectives, based at Macalester 
College, Saint Paul, Minnesota. He blogs at http://conversableeconomist.blogspot.com.
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assessment of the black family and its problems in The Truly Disadvantaged. Since 
then, social scientists have accumulated a lot more evidence on the effects of family 
structure.” As an example, they cite the literature review by Sara McLanahan, Laura 
Tach, and Daniel Schneider concerning “The Causal Effects of Father Absence” in 
the Annual Review of Sociology ( July 2013, pp. 399–427). These authors conclude: “We 
find strong evidence that father absence negatively affects children’s social-emotional 
development, particularly by increasing externalizing behavior. These effects may 
be more pronounced if father absence occurs during early childhood than during 
middle childhood, and they may be more pronounced for boys than for girls. There 
is weaker evidence of an effect of father absence on children’s cognitive ability.” 
The Education Next articles are at http://educationnext.org/revisiting-moynihan 
-report-50th-anniversary. The McLanahan, Tach, and Schneider article appears in 
the Annual Review of Sociology, July 2013, pp. 399–427, and is at http://www.ncbi 
.nlm.nih.gov/pmc/articles/PMC3904543.

An all-star list of environmental and welfare economists discuss “Should Govern-
ments Use a Declining Discount Rate in Project Analysis?” Kenneth J. Arrow, Maureen 
L. Croppery, Christian Gollierz, Ben Groom, Geoffrey M. Heal, Richard G. Newell, 
William D. Nordhaus, Robert S. Pindyck, William A. Pizer, Paul R. Portney, Thomas 
Sterner, Richard S. J. Tol, and Martin L. Weitzman write: “In the United States, 
however, the Office of Management and Budget (OMB) recommends that project 
costs and benefits be discounted at a constant exponential rate (which, other things 
equal, assigns a lower weight to future benefits and costs than a declining rate), 
although a lower constant rate may be used for projects that affect future generations. 
. . . For intragenerational projects, the OMB (2003) recommends that benefit-cost 
analyses be performed using a discount rate of 7 percent, representing the pretax real 
return on private investments, and also a discount rate of 3 percent, representing the 
“social rate of time preference. . . . France and the United Kingdom use discount rate 
schedules in which the discount rate applied today to benefits and costs occurring in 
the future declines over time. That is, the rate used today to discount benefits from 
year 200 to year 100 is lower than the rate used to discount benefits in year 100 to 
the present.” “We have argued that theory provides compelling arguments for using 
a declining certainty equivalent discount rate. . . . Establishing a procedure for esti-
mating a DDR for project analysis would be an improvement over the OMB’s current 
practice of recommending fixed discount rates that are rarely updated.” In Review of 
Environmental Economics and Policy, Summer 2014, vol. 8, no. 2, pp. 145–163. http://
reep.oxfordjournals.org/content/8/2/145.full.pdf+html.

Jonathan V. Hall and Alan B. Krueger offer “An Analysis of the Labor Market for 
Uber’s Driver-Partners in the United States.” “From a base of near zero in mid-2012, 
more than 160,000 drivers actively partnered with Uber at the end of 2014 in the 
United States, and the rate of growth was rising throughout this period. In the United 
States driver-partners received $656.8 million in payments from Uber during the last 
three months of 2014.” “[A]lthough some have argued that the sharing economy is 
weakening worker bargaining power and responsible for much of the rise in inequality 
in the United States, the actual effect is much more complicated and less clear. First, 
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there is little evidence of a secular rise in the percentage of workers who are self-
employed, independent contractors, or part-time. . . . Second, inequality increased 
dramatically in the United States long before the advent of the sharing economy, and 
has increased much less in many other countries that, unlike the United States, expe-
rienced a sharp rise in part-time work. Third, at least insofar as the advent of ride 
sharing services like Uber is concerned, the relevant market comparison is to other 
for-hire drivers, many of whom were independent contractors prior to the launch of 
Uber. Moreover, the availability of modern technology, like the Uber app, provides 
many advantages and lower prices for consumers compared with the traditional taxi 
cab dispatch system, and this has boosted demand for ride services, which, in turn, 
has increased total demand for workers with the requisite skills to work as for-hire 
drivers, potentially raising earnings for all workers with such skills. And finally, the 
growth of Uber has provided new opportunities for driver-partners, who . . . seem 
quite pleased to have the option available.” Princeton University, Industrial Relations 
Section, Working Paper #587, January 22, 2015. http://dataspace.princeton.edu 
/jspui/bitstream/88435/dsp010z708z67d/5/587.pdf.

Elroy Dimson, Paul Marsh, and Mike Staunton ask: “Responsible Investing: 
Does It Pay to be Bad?” “The paradox, then, is that depressed share prices for what 
some regard as noxious and nasty businesses may demonstrate that responsible 
and ethical investors are having an impact on the value of a company whose activi-
ties conflict with social norms. If so, the shares will ultimately sell at a lower price 
relative to fundamentals. For example, they may trade at a lower price/earnings 
or lower price/dividend ratio. Buying them would then offer a superior expected 
financial return which, for some investors, compensates for the emotional ‘cost’ 
of exposure to offensive companies.” “[I]f companies have a lower stock price, 
they offer a buying opportunity to investors who are relatively untroubled by 
ethical considerations.” “To maximize the probability of success as an activist, asset 
owners might consider the ‘washing machine’ strategy . . . [A] large investor can 
generate continuing outperformance by buying non-responsible companies and 
turning them into more responsible businesses. After they have been cleaned 
up, the shares may then be sold at a price that reflects the accomplishments of 
the activist.” Credit Suisse Global Investment Returns Yearbook 2015, February 2015, 
pp. 17–27. At http://publications.credit-suisse.com/tasks/render/file/index.cfm 
?fileid=AE924F44-E396-A4E5-11E63B09CFE37CCB.

Jan Luiten van Zanden, Joerg Baten, Marco Mira d’Ercole, Auke Rijpma, Conal 
Smith, and Marcel Timmer have edited a collection of 13 chapters in the book, How 
Was Life? Global Well-being Since 1820. “How was life in 1820, and how has it improved 
over time? . . . The report examines 10 individual dimensions of well-being, tracking 
them over time and space, then pulls them together in a new composite indicator. 
The dimensions covered reflect a broad range of material and non-material aspects 
of well-being: per capita GDP, real wages, educational attainment, life expectancy, 
height, personal security, political institutions, environmental quality, income 
inequality and gender inequality. . . . For some of these dimensions the statistical 
correlation with the evolution of GDP per capita is strong. Education (as measured 
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by literacy and educational attainment) and health status (as measured by life expec-
tancy and height) improved strongly in many countries in the world, and there is a 
strong cross-section and over-time correlation with GDP per capita. . . . The statistical 
correlation with GDP per capita was much weaker for other well-being dimensions. 
Political institutions (as measured by electoral participation and competition) have 
greatly improved around the world in the past century. But their development was 
far from gradual, with sometimes violent swings in political rights in some countries. 
Also differences across countries in personal security (measured by homicide rates 
and exposure to conflict) do not correlate well with GDP per capita. . . . A negative 
correlation with GDP per capita is clearly in place when looking at quality of the 
environment. . . . Long-term trends in income inequality, as measured by the distri-
bution of pre-tax household income across individuals, followed a U-shape in most 
Western European countries and Western Offshoots. It declined between the end 
of the 19th century until about 1970, followed by a rise. . . . Gender inequality as 
measured by outcomes in health status, socio-economic status and political rights, 
has been on a declining trend over the past 60 years in most world regions. . . . The 
Composite indicator of well-being presented in this report indicates that progress 
in well-being has been widespread since the early 20th century, with the possible 
exception of Sub-Saharan Africa. The evidence presented in this report also 
suggests that since the 1970s between-country inequality in composite well-being 
has been lower than in GDP per capita, while being more pronounced in the period 
before.” OECD, 2014. It can be read at http://www.oecd-ilibrary.org/economics 
/how-was-life_9789264214262-en.

Matthew Rognlie takes on the task of “Deciphering the Fall and Rise in the 
Net Capital Share.” “The story of the postwar net capital share is not a simple one. 
It has fallen and then recovered—with a large long-term increase in net capital 
income from housing . . . Given the important role of housing, observers concerned 
about the distribution of income should keep an eye on housing costs . . . Beyond 
housing, the results in this paper (if anything) tentatively suggest that concern 
about inequality should be shifted away from the split between capital and labor, 
and toward other aspects of distribution, such as the within-labor distribution of 
income.” Brookings Papers on Economic Activity, Spring 2015. http://www.brookings 
.edu/about/projects/bpea/papers/2015/land-prices-evolution-capitals-share.

Paul H. Rubin delivered the 2013 Presidential Address to the Southern 
Economic Association on the subject of “Emporiophobia (Fear of Markets): 
Cooperation or Competition?” “In their economic lives, people produce goods 
and services and exchange these goods and services for others. Both the produc-
tion of goods and the exchange of goods for other goods are cooperative acts. 
There is no competition in these actions. The motive for some acts may be compet-
itive, but the actions themselves are cooperative. . . . Unless an agent is willing to 
engage in illegal actions (for example, burning a competitor’s factory) or willing  
to go outside the market (e.g., complaining to the Federal Trade Commission 
about a competitor), any competitive act is actually performed through coopera-
tive behavior. . . . Adam Smith is the father of competitive analysis. But he is also 
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the father of cooperative analysis. Specialization is the mother of cooperation. The 
pin factory is a masterful analysis of cooperation. Somehow we economists have 
made the competitive analysis in Smith the basis for our discipline and have made 
cooperation into something of a stepchild. . . . Wal-Mart succeeds not because it has 
beat up its rivals and driven them out of business. It succeeds because it has done 
a better job of cooperating with consumers, by offering them stuff they want at the 
lowest possible prices. Of course, economists know this, but since non-economists 
begin with the competition model, economists must be defensive and try to dissuade 
citizens of their prior beliefs. If the default way of thinking was cooperation, then 
the critics of markets would be on the defensive.” Southern Economic Journal April 
2014, vol. 80, no. 4, pp. 875–89. Also available at SSRN: http://papers.ssrn.com 
/sol3/papers.cfm?abstract_id=2360674.

Productivity Growth

Antonin Bergeaud, Gilbert Cette, and Rémy Lecat discuss “Productivity Trends 
from 1890 to 2012 in Advanced Countries.” “We can mainly distinguish four 
periods from 1890 to 2012. . . . 1. From 1890 to WWI, productivity was growing 
moderately and was characterized by a UK leadership and a catch-up by the other 
countries.  2. After the WWI slump, the Interwar and WWII years were character-
ized by a heightening of the US leadership, as it experienced an impressive big 
wave of productivity acceleration in the 1930s and 1940s, while other countries 
struggled with the Great Depression legacy and WWII.  3. After WWII, European 
countries and Japan benefited from the big wave experienced earlier in the United 
States.  4. Since 1995, the post-war convergence process has come to an end as US 
productivity growth overtook Japan and other countries’, although it is not up to 
its 1930s or 1940s pace. Shorter and smaller than the first one, a second big wave 
appeared in the US and, in a less explicit way, in the other areas. Bank of France, 
Working Paper 475, February 2014. https://www.banque-france.fr/uploads/tx 
_bdfdocumentstravail/DT_475.pdf.

The McKinsey Global Institute tackles the question: “Global Growth: Can 
Productivity Save the Day in an Aging World?” For low and middle-income countries: 
“Overall, it is striking that the absolute gap between productivity in emerging and 
developed economies has not narrowed. Productivity in developed economies today 
remains almost five times that of emerging economies. Narrowing this gap is one 
of the biggest opportunities for—and challenges to—long-term global growth.” For 
high-income countries: “In developed economies, more than half—55 percent—
of the productivity gains that MGI’s analysis finds are feasible could come from 
closing the gap between low-productivity companies and plants and those that 
have high productivity. There are opportunities to continue to incorporate leaner 
supply-chain operations throughout retail, and to improve the allocation of the 
time spent by nurses and doctors in hospitals and health-care centers, for example. 
Across countries, large differences in average productivity within the same industry 
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indicate industry-wide opportunities for improvement. For instance, low produc-
tivity in retail and other service sectors in Japan and South Korea reflects a large 
share of traditional small-scale retailers. High costs in the US health-care system 
partly reflect the excessive use of clinically ineffective procedures. Even agriculture, 
automotive manufacturing, and other sectors that have historically made strong 
contributions to productivity growth have ample room to continue to diffuse inno-
vations and become more efficient.” January 2015. At: http://www.mckinsey.com 
/insights/growth/can_long-term_global_growth_be_saved.

Islamic Banking

The World Islamic Banking Competitiveness Report 2014–15: Participation Banking 2.0 
notes that what used to be called “Islamic banking” is now sometimes called “Partici-
pation banking.” “The global profit pool of Participation banks is set to triple over 
the next five years. For the first time in history, the combined profit of Participation 
banks crossed $10 bn (2013). . . . But this is only half the story. The ROEs [return on 
equity] of Participation banks remain c. 19% lower when compared to traditional 
banks in the same markets. . . . This year, EY studied 2.2 million customer sentiments 
dispersed across countless on-line sources in nine key markets (Saudi Arabia, Bahrain, 
Kuwait, the UAE, Malaysia, Indonesia, Turkey, Qatar, and Oman). Results show that 
for many Participation banks, customer satisfaction is, at best, mediocre.” EY, http://
www.ey.com/EM/en/Industries/Financial-Services/Banking---Capital-Markets 
/EY-world-islamic-banking-competitiveness-report-2014-15.

Renee Haltom discusses “Islamic Banking, American Regulation: For Some 
American Muslims, Sharia-Compliant Banks Are an Important Part of the Finan-
cial Landscape.” “According to research by Feisal Khan, an economics professor at 
Hobart and William Smith Colleges in upstate New York, most Islamic finance trans-
actions are economically indistinguishable from traditional, debt- and interest-based 
finance. Where there is principal and a payment plan, there is an implied interest 
rate, Khan argued . . . He is not the first economist to make such a claim. Many 
Islamic scholars argue that murabaha contracts don’t share risk and thus are not 
Sharia-compliant—and experts estimate that such contracts constitute up to 
80 percent of the global Islamic finance volume. Other economists have noted that 
the terms of Islamic financial contracts often move with market interest rates. In the 
United States, Islamic financial products are frequently marketed with information 
about implied interest rates to allow customers to compare prices or simply to comply 
with American regulation. . . . In 1997, the United Bank of Kuwait (UBK), which 
then had a branch in New York, requested interpretive letters from its regulator, the 
Office of the Comptroller of the Currency (OCC), on ijara and murabaha mortgage 
products. The OCC approved them on the very grounds that they were economically 
equivalent to traditional products. . . . Possibly because the products are unfamiliar 
to many investors, there is a smaller secondary market for Islamic financial products, 
so it has been harder for Islamic mortgage lenders to remain liquid, hindering the 
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market’s growth. In the United States, housing agencies Freddie Mac and Fannie 
Mae started buying Islamic mortgage products in 2001 and 2003, respectively, to 
provide liquidity, and they are now the primary investors in Islamic mortgages.” Econ 
Focus, Federal Reserve Bank of Richmond, Second Quarter 2014, pp. 15–19.

Discussion Starters

The Copenhagen Consensus Center has been commissioning research to iden-
tify what development proposals would have the highest benefit-cost ratios. Three 
prominent economists—Finn Kydland, Tom Schelling, and Nancy Stokey—have 
evaluated that research and recommended 19 areas of focus, all of which promise 
benefits at least 15 times greater than costs. Their list includes:  1) Lower chronic 
child malnutrition by 40%.  2) Halve malaria infection.  3) Reduce tuberculosis 
deaths by 90%.  4) Avoid 1.1 million HIV infections through circumcision.  5) Cut 
early death from chronic disease by 1/3.  6) Reduce newborn mortality by 
70%.  7) Increase immunization to reduce child deaths by 25%.  8) Make family 
planning available to everyone.  9) Eliminate violence against women and 
girls.  10) Phase out fossil fuel subsidies.  11) Halve coral reef loss.  12) Tax pollu-
tion damage from energy.  13) Cut indoor air pollution by 20%.  14) Reduce 
trade restrictions.  15) Improve gender equality in ownership, business and poli-
tics.  16) Boost agricultural yield growth by 40%.  17) Increase girls’ education by two 
years.  18) Achieve universal primary education in sub-Saharan Africa.  19) Triple 
preschool in sub-Saharan Africa. The website of the Copenhagen Consensus 
Center is at http://www.copenhagenconsensus.com. Over 100 peer-reviewed 
analyses of different proposals are available at http://www.copenhagenconsensus 
.com/post-2015-consensus/research. The list of 19 goals from Kydland, Schelling, 
and Stokey is at http://www.copenhagenconsensus.com/post-2015-consensus 
/nobel-laureates-guide-smarter-global-targets-2030-0.

Eugene Gholz tells the story of a seeming crisis and how it was largely resolved 
by market forces in “Rare Earth Elements and National Security.” “By the early 
2000s China produced 97 percent of the world’s REEs. Because of REEs’ extreme 
supplier concentration and the wide acceptance that these materials are vital inputs 
to military products, concerns over potential supply-chain vulnerabilities soon  
began to percolate around the developed world. . . . U.S. government agencies, led 
by the Department of Defense and the U.S. Geological Survey, quietly began to study 
the risks of dependency on China . . . In early September 2010, in the midst of a 
maritime border dispute, Japan detained the captain of a Chinese fishing trawler. 
Afterward, China allegedly embargoed exports of rare earth oxides, salts, and metals 
to Japan. ( Japanese companies insisted the embargo was real, even as the Chinese 
government officially denied it.) . . . Prices soared in the REE spot market in the 
wake of China’s 2010 export cuts, especially as downstream users—companies that 
incorporate REEs into other products—filled inventories to protect themselves from 
future disruptions.” But the market responded with supply increases and substitutes 
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for demand. “Motivated by expected increases in demand, investors in the United 
States, Japan, and Australia were already opening rare earth mines and building new 
processing capabilities by 2010, and other investors were moving ahead on mines 
around the world in places like Canada, South Africa, and Kazakhstan. . . . When 
rare earth prices surged in 2010, even more potential entrants swarmed. . . . [A]t the 
time of China’s 2010 export embargo to Japan, the largest-volume use of rare earths 
was in gasoline refining. But gasoline refining still works without rare earth catalysts, 
just slightly less efficiently; in fact, at the peak of the 2011 rare-earths price bubble 
(well after the embargo crisis), some refiners stopped using the rare earth catalysts to 
save input costs. . . . Companies such as Hitachi Metals that make rare earth magnets 
(now including in North Carolina) found ways to make equivalent magnets using 
smaller amounts of rare earths in the alloys. Some users remembered that they did 
not need the high performance of specialized rare earth magnets; they were merely 
using them because, at least until the 2010 episode, they were relatively inexpensive 
and convenient.” Overall, Gholz writes: “Future crises are unlikely to seem so perfectly 
orchestrated to make the United States and its allies vulnerable: the materials in ques-
tion may be more prosaic or the country where supplies are concentrated may loom 
less ominously than China. But even in the apparently most-dangerous case of rare 
earth elements, the problem rapidly faded—and not primarily due to government 
action.” Council on Foreign Relations, October 2014. At http://i.cfr.org/content 
/publications/attachments/Energy%20Report_Gholz.pdf. 

Roland Fryer discusses his journey to becoming a K-12 school reformer in “21st 
Century Inequality: The Declining Significance of Discrimination.” “When do U.S. 
black students start falling behind? It turns out that development psychologists can 
begin assessing cognitive capacity of children when they are only nine months old with 
the Bayley Scale of Infant Development. We examined data that had been collected 
on a representative sample of 11,000 children and could find no difference in perfor-
mance of racial groups. But by age two, one can detect a gap opening, which becomes 
larger with each passing year. By age five, black children trail their white peers by 
8 months in cognitive performance, and by eighth grade the gap has widened to 
twelve months.” Fryer’s focus has been to study successful charter schools, and then 
to try to apply their lessons. In a group of 20 Houston public schools, including four 
high schools, with 16,000 students, they found: “When we began, the black/white 
achievement gap in the elementary schools was about 0.4 standard deviations, which 
is equivalent to about 5 months. Over the three years, our elementary schools essen-
tially eliminated the gap in math and made some progress in reading. In secondary 
schools, math scores rose at a rate that would close the gap in roughly four to five 
years, but there was no improvement in reading. One other significant result was that 
100% of the high school graduates were accepted to a two- or four-year college.” The 
essay appears in Issues in Science and Technology, Fall 2014, at http://issues.org/31-1 
/21st-century-inequality-the-declining-significance-of-discrimination. The article is an 
edited version of the Henry and Bryna David Lecture, which Fryer delivered at the 
National Academy of Sciences on April 29, 2014, and can be watched at http://sites 
.nationalacademies.org/DBASSE/DBASSE_088044.
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Considerations for those ProPosing  
toPiCs and PaPers for JeP

Articles appearing in the journal are primarily solicited 
by the editors and associate editors. However, we do 
look at all unsolicited material. Due to the volume of 
submissions received, proposals that do not meet 
JEP ’s editorial criteria will receive only a brief reply. 
Proposals that appear to have JEP potential receive 
more detailed feedback. Historically, about 10–15 
percent of the articles appearing in our pages 
originate as unsolicited proposals.

Philosophy and Style

The Journal of Economic Perspectives attempts to 
fill part of the gap between refereed economics research jour-

nals and the popular press, while falling consider ably closer to the former 
than the latter. The focus of JEP articles should be on understanding the 
central eco nomic ideas of a question, what is fundamentally at issue, why 
the question is particularly important, what the latest advances are, and 
what facets remain to be examined. In every case, articles should argue for 
the author’s point of view, explain how recent theoretical or empirical work has  
affected that view, and lay out the points of departure from other views.

We hope that most JEP articles will offer a kind of intellectual arbitrage that will 
be useful for every economist. For many, the articles will present insights and 
issues from a specialty outside the readers’ usual field of work. For specialists, 
the articles will lead to thoughts about the questions underlying their research, 
which directions have been most productive, and what the key questions are.

Articles in many other economics journals are addressed to the author’s peers 
in a subspec ialty; thus, they use tools and terminology of that specialty and 
presume that readers know the context and general direction of the inquiry.  
By contrast, this journal is aimed at all economists, including those not 
conversant with recent work in the subspecialty of the author. The goal is 
to have articles that can be read by 90 percent or more of the AEA membership, 
as opposed to articles that can only be mastered with abundant time and energy. 
Articles should be as complex as they need to be, but not more so. Moreover, 
the necessary complexity should be explained in terms appropriate to an audi-
ence presumed to have an understanding of economics generally, but not a 
specialized knowledge of the author’s methods or previous work in this area.

The Journal of Economic Perspectives is intended to be scholarly without  
relying too heavily on mathematical notation or mathematical insights. In some 
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cases, it will be appropriate for an author to offer a mathematical derivation 
of an economic relationship, but in most cases it will be more important that 
an author explain why a key formula makes sense and tie it to economic 
intuition, while leaving the actual derivation to another publication or to an 
appendix.

JEP does not publish book reviews or literature reviews. Highly mathematical 
papers, papers exploring issues specific to one non-U.S. country (like the state 
of agriculture in Ukraine), and papers that address an economic subspecialty in 
a manner inaccessible to the general AEA membership are not appropriate for 
the Journal of Economic Perspectives. Our stock in trade is original, opinionated 
perspectives on economic topics that are grounded in frontier scholarship. If you 
are not familiar with this journal, it is freely available on-line at <http://e-JEP.org>.

Guidelines for Preparing JEP Proposals

Almost all JEP articles begin life as a two- or three-page proposal crafted by the 
authors. If there is already an existing paper, that paper can be sent to us as a 
proposal for JEP. However, given the low chances that an unsolicited manuscript 
will be published in JEP, no one should write an unsolicited manuscript intended 
for the pages of JEP. Indeed, we prefer to receive article proposals rather 
than completed manuscripts. The following features of a proposal seek to 
make the initial review process as productive as possible while minimizing the 
time burden on prospective authors:

•	 Outlines	should	begin	with	a	paragraph	or	two	that	precisely	states	the	
main thesis of the paper.

•	 After	that	overview,	an	explicit	outline	structure	(I.,	II.,	III.)	is	appreciated.

•	 The	outline	should	lay	out	the	expository	or	factual	components	of	the	
paper and indicate what evidence, models, historical examples, and 
so on will be used to support the main points of the paper. The more 
specific this information, the better.

•	 The	outline	should	provide	a	conclusion

•	 Figures	 or	 tables	 that	 support	 the	 article’s	 main	 points	 are	 often	
extremely helpful.

•	 The	specifics	of	fonts,	formatting,	margins,	and	so	forth	do	not	matter	
at the proposal stage. (This applies for outlines and unsolicited 
manuscripts).

•	 Sample	 proposals	 for	 (subsequently)	 published	 JEP articles are 
available on request.

•	 For	proposals	and	manuscripts	whose	main	purpose	is	to	present	an	
original empirical result, please see the specific guidelines for such 
papers below.
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The proposal provides the editors and authors an opportunity to preview the 
substance and flow of the article. For proposals that appear promising, the editors 
provide feedback on the substance, focus, and style of the proposed article. After 
the editors and author(s) have reached agreement on the shape of the article 
(which may take one or more iterations), the author(s) are given several months 
to submit a completed first draft by an agreed date. This draft will receive detailed 
comments from the editors as well as a full set of suggested edits from JEP ’s 
Managing Editor. Articles may undergo more than one round of comment and 
revision prior to publication.

Readers are also welcome to send e-mails suggesting topics for JEP articles and 
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