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A Social Insurance Perspective on Pandemic Fiscal Policy: Implications for Unemployment Insurance and Hazard Pay

Christina D. Romer and David H. Romer

COVID-19 is a worldwide public health crisis unlike anything seen in the post-World War II era. The fiscal response has been similarly extraordinary. The United States has spent $5.2 trillion on a wide range of recovery and support initiatives, and other countries have also spent unprecedented sums. The pros and cons of various measures have been discussed extensively. But, what has been largely missing from the fiscal policy discussion is an overarching analytical framework that takes into account the unique nature of a pandemic recession. This paper seeks to fill this gap.

We argue that a social insurance perspective is the appropriate way to understand and evaluate fiscal policy in a pandemic. Social insurance analysis shows how the government can use taxes and transfers to provide people with insurance that they would like to have, but that doesn’t exist or that no one had contemplated needing. During a pandemic, workers in certain sectors face prolonged unemployment because their industries can’t operate safely, while workers in other sectors remain relatively unscathed. Had workers foreseen this possibility, they would have liked to purchase insurance against the risk that their sector would be closed. The social insurance framework can show which types of government fiscal actions best approximate what a well-functioning insurance market would provide.

A social insurance perspective is more appropriate for designing and evaluating pandemic fiscal policy than simple aggregate-demand-based models. Conventional
Keynesian models of fiscal policy suggest that the way to deal with a recession is to increase aggregate demand quickly, and by enough to return output to its normal or potential level. And in this framework, it is not necessary for fiscal policy to closely target the workers or industries most affected by the recession. Raising aggregate demand anywhere will raise incomes and spending throughout the economy, and so help will eventually flow to those most affected.

These models and policy prescriptions don’t hold in a pandemic recession. Because the virus thrives on human interaction (and hence on some types of economic activity), fiscal policy should not be aimed at quickly raising aggregate demand and attempting to return the economy to full employment. Doing so would make the pandemic worse and increase illness and deaths. Similarly, in a pandemic, some types of economic activity—such as in-restaurant dining and cruise travel—simply can’t take place safely. As a result, broad stimulus measures like one-time payments or tax cuts can do little to put workers in those industries back to work. In essence, pandemic-related shutdowns of certain sectors short-circuit the usual Keynesian multiplier effect.

We begin our analysis by developing the social insurance framework. We describe a simple model with one sector that is affected by the pandemic and one that isn’t. We show that optimal policy involves the government taxing those in the unaffected sector and providing income support for those in the sector that is shut. We then discuss several enhancements of the framework that yield richer understanding and more nuanced policy prescriptions. For example, adding a third sector where essential workers remain employed, but face greater health risks because of the nature of their jobs, suggests that government-provided hazard pay is appropriate. Or, incorporating notions of fairness or difficulty in identifying which workers remain able to work implies that optimal policy includes a role for general stimulus.

Armed with the framework, we examine two types of pandemic fiscal policy in detail: one that has been used extensively—unemployment insurance—and one that’s hardly been used at all—hazard pay. We discuss in more depth the implications of a social insurance perspective for the usefulness of such policies and how they should be structured. We also discuss some of the practical issues around designing these fiscal actions for use in a pandemic, and examine how the implications of a social insurance perspective compare with what was actually enacted or proposed during the pandemic.

Finally, in the conclusion we consider the broader applicability of the social insurance perspective on fiscal policy. We argue that the insights likely carry over to a wide range of situations other than the current pandemic.

Some previous authors have also suggested a social insurance perspective on the appropriate policy response to the pandemic, and the baseline case of the next section draws heavily on that work.1 Our contributions are in the ways we go beyond

---

1 In a contribution early in the pandemic, Milne (2020) argues that the idea of “retrospective insurance” provides a valuable way of thinking about important aspects of the appropriate policy response. Similarly,
the baseline case and in evaluating actual and proposed policies from a social insurance perspective.

A Social Insurance Perspective

The basic logic of a social insurance perspective on the fiscal policy response to a pandemic is straightforward. We therefore present a verbal description here, and leave the more formal presentation to the online Appendix available with this article at the JEP website.

A Baseline Case

To see many of the key implications of the social insurance perspective, we start with a very stylized case that builds on Guerrieri et al. (2020) and Woodford (2020). We then consider the implications of relaxing some of its assumptions to address additional issues.

Think of a competitive, one-period economy with many identical individuals. There are two sectors, A and B. Other than producing different outputs, the two sectors are identical. Each individual obtains utility from their consumption of both sectors’ outputs. Consumption of one sector’s output doesn’t affect utility from consuming the other sector’s (that is, utility is “additively separable” over consumption of the two outputs). Although this assumption of course isn’t exactly correct, the idea that, for example, whether one is able to go the dentist or take an airplane flight doesn’t affect the marginal utility of groceries or clothes is arguably a reasonable approximation. We also assume that individuals get disutility if they work. For simplicity, work is a 0–1 variable—an individual is either working or they aren’t.

We think of a pandemic as an event that makes production in one sector impossible; this could be either because producing the sector’s output is unsafe or because consuming it is. To preserve the symmetry between the sectors, we assume they have the same probability of being shut down by a pandemic.

Finally, individuals must decide which sector they want to work in before they learn whether a pandemic will occur. Allowing for some mobility after the pandemic arises mitigates the fall in output in a pandemic, but otherwise has little impact on the messages of the baseline case.

in an informal early contribution, Saez and Zucman (2020) propose full government replacement of lost income for workers and businesses as a form of social insurance. Our framework builds most closely on Woodford (2020) and, especially, Guerrieri et al. (2020). Both papers consider multi-sector models where one sector is forced to shut down because of a pandemic, and both consider social insurance policies. And like us, Woodford uses the hypothetical case where there are perfectly functioning markets for “pandemic insurance” as a benchmark. These authors’ main interests, however, are different from ours: the focus of Guerrieri et al. is on the conditions under which a pandemic—which is fundamentally a shock to aggregate supply—can lead to an aggregate demand shortfall (an issue we discuss below), while Woodford’s focus is on the consequences of the structure of linkages among sectors.
The equilibrium of this stylized economy isn’t hard to describe. Consider first what happens when individuals cannot insure against a pandemic. This could occur because people simply hadn’t contemplated the possibility of a pandemic, or because in practice the difficulty of spelling out exactly what constitutes a pandemic makes the cost of writing insurance contracts prohibitive. The symmetry of the model implies that half of individuals are in each sector. In the absence of a pandemic, everyone earns the same amount, each sector produces the same amount, and each individual consumes the same amount of each sector’s output. If a pandemic shuts one sector, the individuals who were working there earn no income, and so have no consumption (recall that the economy lasts for only one period and workers can’t switch sectors in a pandemic). The individuals in the sector that stays open continue to work, but they now spend all their income on that sector’s output rather than splitting it between the two sectors.

In normal times, because everyone’s consumption is the same, everyone’s marginal utility of consumption is the same. But in a pandemic, the marginal utility of consumption (of the output of the sector that remains open) of those who remain employed is lower than normal, while the marginal utility of those who become unemployed is higher than normal (probably greatly so, because their consumption falls to zero). Thus, the marginal utility of sector-A workers is higher than that of sector-B workers if there’s a sector-A pandemic, but lower if there’s a sector-B pandemic. This variation in relative marginal utilities implies that from an ex ante perspective—that is, before it’s known whether there will be a pandemic—the outcome is Pareto inefficient. Measures that would shift resources from low-marginal-utility individuals to high-marginal-utility individuals in a pandemic would raise everyone’s ex ante expected utility.

The efficient allocation can be achieved without any government action if there are not only competitive markets for output and labor in each sector after it is known whether there will be a pandemic, but also competitive markets for “pandemic insurance” before it’s known whether there will be a pandemic. With these markets in place, the outcome in the absence of a pandemic is the same as before. But now individuals in each sector purchase insurance against the possibility of a pandemic hitting their sector (with the market clearing because the individuals in the other sector are willing to sell such insurance). In the event of a pandemic, every individual consumes the same amount of the output of the sector that stays open as they do in the absence of a pandemic. Marginal utility is always equal across all individuals, and so the allocation is efficient.

The final step is to return to the case where there is no insurance and consider how the government can implement the efficient allocation—that is, the one that

---

2 Another market-based way of achieving the efficient allocation is through trade in competitive markets in the full set of “state-contingent” (or “Arrow-Debreu”) commodities (output and labor in each sector in each state of the world—no pandemic, a sector-A pandemic, and a sector-B pandemic) before it’s known whether there will be a pandemic. This produces the same outcomes as with competitive markets for pandemic insurance. Although this set-up is obviously more abstract and even less realistic than the possibility of pandemic insurance, it can be useful for clarifying outcomes and their welfare properties.
would occur with perfectly functioning insurance markets. In this case, the public sector is providing the insurance individuals would obtain for themselves if markets functioned perfectly, so it’s natural to describe the policy as social insurance.

The policy that reproduces the efficient outcome is simple. In the absence of a pandemic, the government takes no action. But if there is a pandemic, it taxes the individuals in the sector that is still open half their income and transfers the proceeds to the individuals in the sector that is shut. The result is that each individual’s after-tax-and-transfer income is half their usual income, and everyone’s consumption of the output of the sector that stays open is the same as in normal times.

Thus, the policy that replicates what would happen with perfect insurance markets is one of targeted transfers: the government makes transfers to individuals who can’t work because of the pandemic. Moreover, there is no “stimulus” in the optimal policy: what the government pays out in transfers equals what it takes in from taxes, and output and employment are the same as they would be without insurance markets or government intervention (as also observed by Woodford 2020). In addition, although individuals who can’t work because of the pandemic obtain the same after-tax-and-transfer income (and the same consumption) as those who stay employed, they don’t attain their usual income. Instead, they only get what they normally spend on the output of the non-pandemic sector. In that sense, insurance is less than complete.

Finally, a simple way of thinking about the government’s policy is that it taxes the individuals in the non-pandemic sector what they would normally spend on the pandemic sector’s output and gives the proceeds to the individuals in the pandemic sector. This allows them to maintain their normal spending on the output of the non-pandemic sector.

Although this baseline case shows some key messages of the social insurance perspective, it omits some important issues. We therefore turn to extensions. Table 1 summarizes their key features and implications.

**Incentives and Fairness**

In the efficient allocation of the baseline case, the individuals who were working in the sector that shuts down are actually better off than those in the sector that stays open: everyone has the same consumption, but only the individuals in the sector that’s open have the disutility of working. There are two reasons that implementing that allocation through government social insurance might not be workable. The first involves incentives. In the model, it’s evident who should continue working in the pandemic—everyone working in the sector that isn’t shut by the pandemic. In practice, however, the situation is more complicated. Individuals differ in their nonwork situations (such as their childcare needs and preexisting health conditions), in their attitudes toward health risks, and in how easily they can change sectors in a pandemic. Similarly, it often isn’t obvious which firms (or which parts of a firm) should continue operating in a pandemic. As a result, for many workers it is not possible to tell whether the optimal outcome involves their continuing to
work. Second, public perceptions of fairness don’t align perfectly with allocations that would prevail under complete markets (see, for example, Weinzierl 2014), and so an allocation that makes the unemployed better off than the employed may not be politically feasible or may be viewed as undesirable.

We capture these considerations by assuming the government has no information about who should optimally be working in a pandemic and who shouldn’t. As a result, the individuals who continue working must be at least as well off as those who don’t; otherwise, no one would work. Since working involves disutility, it follows that the employed must have greater consumption than the unemployed. Total output (and hence total consumption) is the same as without this constraint. Thus the employed consume more than they do without the constraint, and the unemployed consume less. The “replacement rate” from social insurance is therefore lower than in the baseline case. The other key implications of the baseline case continue to hold: the optimal policy is targeted transfers, and there’s no need for stimulus.3

### High-Risk Essential Workers and Hazard Pay

During a pandemic, there are some jobs—notably in healthcare—where it’s socially desirable for workers to continue working even though it involves an elevated risk of illness. To capture this, suppose there are three sectors rather than two. When there’s a pandemic, as before one sector shuts down and one is unaffected. But now

---

3 The online Appendix also discusses the cases where the government has some but less than full information about who should be working in a pandemic, and where some individuals can switch sectors in a pandemic but the government has limited information about who can switch easily. For the most part, these extensions don’t change our main messages. However, we find that labor mobility with limited government information not only leads to a smaller fall in output in a pandemic than in the baseline case, but also provides a reason the government might want to provide a "moving bonus" to workers who switch sectors in a pandemic (somewhat analogous to the possibility of hazard pay discussed below).
a third sector is essential and high-risk: the workers are particularly valuable during a pandemic but must interact with others, and so face greater chances of illness. As a result, both the utility of consuming the sector’s output and the disutility of working in this sector are higher than normal. We continue to assume that workers must decide which sector to be in before knowing whether there will be a pandemic. Finally, to maintain the symmetry across sectors (which makes the implications particularly clear), we assume that in a pandemic each sector is equally likely to be the one that shuts and each is equally likely to be the essential high-risk one.

In the absence of incentive or fairness considerations, the efficient policy with a high-risk sector is very similar to that of the baseline case. Workers are equally divided among the sectors. In a pandemic, each individual’s consumption of the outputs of the two sectors that stay open is unchanged (while their consumption of the output of the sector that shuts of course falls to zero). As before, the efficient allocation can be obtained by a social insurance program of targeted transfers to the unemployed.

With this policy, however, workers in the high-risk sector are the worst off, individuals who had been working in the sector that shuts are the best off, and workers in the sector that stays open but is not high-risk are in between. As a result, the presence of an essential high-risk sector has more interesting implications if allocations that make the employed worse off than the unemployed aren’t possible. With this constraint, as before, workers in the sector that stays open but is not hazardous must have higher consumption than the unemployed. More importantly, because working in the high-risk sector involves greater disutility than working in the other open sector, the consumption of workers in the high-risk sector needs to be even greater than that of workers in the other open sector.

This allocation can’t be implemented just by targeted transfers to the unemployed; there must also be transfers to workers in the high-risk sector. This implication corresponds to the idea of “hazard pay”: workers in the sector that is essential but hazardous are compensated for the additional risks they face by continuing to work.

Heterogeneous Incomes and Self-Insurance

In the baseline case, individuals in the sector that shuts down are fully compensated for the loss of the income they would use to purchase the output of the other sector. It follows that if earnings are heterogeneous, individuals with much higher non-pandemic earnings who lose their jobs receive much larger social insurance payments than lower-earning individuals. And although the situation with incentive or fairness considerations is somewhat more complicated, the result that optimal social insurance payments rise strongly with non-pandemic earnings carries over to that case.

This implication of our framework doesn’t correspond well with intuition or with what is done in almost all social insurance programs. For example, although unemployment insurance payments are an increasing function of prior earnings, they’re normally capped at a relatively low level, and that policy continued during the pandemic. Similarly, the various rounds of direct payments to individuals
excluded those with high incomes, and there were limits on the amount of an individual’s earnings that could be paid using funds from the Paycheck Protection Program (where the government made forgivable loans to small businesses hurt by the pandemic).

This gap between our framework’s implications and actual policy reflects, at least in part, the framework’s omission of two important factors. One is that insurance (whether provided privately or through the government) involves administrative and related costs, which reduces the optimal amount of insurance. The other is that individuals make decisions over multiple periods. As a result, they have some ability to self-insure through their saving and borrowing, and this ability is almost certainly greater for individuals with higher incomes.

The availability of self-insurance reduces the amount of insurance the government should provide when that insurance is costly, and the reduction is greater when an individual’s ability to self-insure is greater. Specifically, suppose (realistically) that higher-income individuals are more able to self-insure, in the sense that their consumption falls by a smaller proportion if they become unemployed in a pandemic and there’s no social insurance. Then, as we show in the online Appendix, under reasonable assumptions pandemic social insurance payments rise less than proportionately with individuals’ normal incomes. Indeed, if self-insurance is sufficiently strong at high enough incomes, optimal pandemic social insurance doesn’t provide very high-income individuals with any payments at all.

The Possibility of an Aggregate Demand Shortfall and a Need for Stimulus

A pandemic is a disruption to the economy’s ability to produce, so it’s natural to describe it as a shock to aggregate supply. However, as argued informally by Rowe (2020) early in the pandemic and formalized soon after by Guerrieri et al. (2020), a pandemic that disproportionately affects some sectors can lead endogenously to a fall in aggregate demand larger than the fall in aggregate supply. This result holds in a natural multi-period version of our framework.

Following Guerrieri et al. (2020), we say aggregate demand falls by more than aggregate supply in a pandemic if with the previous real interest rate and the optimal social insurance policy, demand for output is less than the efficient level of output (which is, of course, less than normal output because of the need to shut down some of the economy). If this occurs, obtaining the efficient level of output requires some source of additional aggregate demand, which could come either from a reduction in the real interest rate or from fiscal stimulus.

Whether a pandemic reduces demand by more than supply isn’t immediately clear. On the one hand, everyone’s consumption falls in a pandemic. In a multi-period setting, this effect tends to make individuals want to borrow against their future income to smooth their consumption. This acts to raise demand relative to supply, and so works in the direction of raising the equilibrium real interest rate. On the other hand, the range of outputs that are available to consume falls in a pandemic because of the shutdowns. This makes consumption less attractive than usual, which works in the other direction.
It turns out that in the most natural multi-period extension of our baseline case, these two effects exactly balance. With optimal social insurance in the baseline case, each individual’s consumption of the output of the sector that stays open is the same as in normal times. Together with the assumption that consumption of one sector’s output doesn’t affect utility from consuming the other sector’s, this implies that each individual’s marginal utility is the same as normal. As a result, in a multi-period setting, the same real interest rate that makes individuals want to buy the usual level of output in normal times makes them want to buy the efficient level of output in a pandemic. Thus, there is no force causing the equilibrium real interest rate to either rise or fall in a pandemic.

Crucially, however, this result fails if social insurance doesn’t equalize consumption across individuals in a pandemic (as occurs with incentive or fairness considerations or with costly insurance). In this case, since total output of the sector that stays open is the same as normal, in the optimal allocation some individuals consume more of the sector’s output than normal and some consume less. Those consuming more want to save, which reduces demand, while those consuming less want to borrow, which raises demand. If there are smaller barriers to saving than to borrowing, which is surely realistic, the saving effect dominates the borrowing effect, and so there’s an aggregate demand shortfall. Thus, a pandemic is likely to lead to a need for aggregate demand stimulus.

Guerrieri et al. (2020) explore these issues in much more depth. For our purposes, the key message is that a need for stimulus in a pandemic isn’t just possible but plausible despite the fall in the economy’s safe capacity. One implication is that in thinking about possible social insurance policies in a pandemic, it’s appropriate to be concerned about whether they raise aggregate demand in addition to providing insurance.

Implications for Unemployment Insurance in the Pandemic

A key implication of the social insurance framework is that benefits should be targeted to those who suffer direct economic harms from the pandemic. Because being unable to work is a powerful indicator of being harmed economically, it follows that unemployment insurance should be a central component of pandemic fiscal policy. We therefore turn to what the social insurance perspective implies about how unemployment insurance should be structured in a pandemic, and compare those prescriptions with what was actually done in the United States.

---

4 The online Appendix discusses two issues concerning pandemic fiscal policy that fit in the social insurance framework but that we don’t consider in the text: “forgiveness” (that is, policies that eliminate either payment obligations, such as student loan payments, or outstanding debts, such as student loan balances) and aid to state and local governments. It also describes some extensions that have little effect on the main messages of our analysis.
A first issue is who should be eligible for unemployment insurance. In practice, eligibility in normal times is restricted in various ways. Among the most important are that workers must have earned at least a certain amount over some length of time before becoming unemployed (with earnings from self-employment not counting toward this requirement); they must not have left their previous job voluntarily; and they must be either actively seeking work or awaiting recall to their previous job. Yet if individuals could purchase pandemic insurance, they would want to insure themselves against being unable to work in a pandemic regardless of whether they satisfied these criteria. Thus, the social insurance framework implies that unemployment insurance should be broadly available to individuals who aren’t working because of a pandemic.

Actual policy in the United States largely followed this implication of our framework. In response to the pandemic, policymakers increased the length of time individuals could receive benefits and relaxed search requirements, waiting periods, and some eligibility rules for regular unemployment insurance. They also enacted the Pandemic Unemployment Assistance program, which extended coverage to many previously uncovered workers, including the self-employed, gig workers, and workers who quit their jobs because of childcare needs resulting from the pandemic (Cajner et al. 2020). Finally, as discussed in more detail below, they added a fixed weekly amount to benefits (including those through Pandemic Unemployment Assistance) for much of the pandemic.

As Cajner et al. (2020) stress, a host of factors—ranging from fraudulent claims to idiosyncratic biweekly reporting in some large states—make it very challenging to determine the number of individuals receiving benefits during the pandemic. Nonetheless, it’s clear that coverage rose broadly in line with job losses. Employment (as measured by the household survey, and so including the self-employed) fell by 24.7 million from February to April 2020. Cajner et al.’s preferred measure of continued regular unemployment insurance claims rose by 19.7 million from its pre-pandemic level to its peak. Determining the number legitimately receiving Pandemic Unemployment Assistance benefits is even harder, but Cajner et al.’s results indicate it was at least several million.

At the same time, unemployment insurance coverage wasn’t complete. Some of the pandemic unemployed, such as most new entrants to the labor force who could not find a job immediately, were not eligible for any unemployment insurance. In addition, the conjunction of the enormous crush of claims, limited processing resources, and antiquated administrative systems in many states led to long delays in processing claims (Bitler, Hoynes, and Schanzenbach 2020; Cajner et al. 2020). Nonetheless, there was unusually broad coverage of the unemployed in the pandemic.

5Because the impact of the pandemic swamped the effects of normal seasonal variation, the numbers in this paragraph are not seasonally adjusted.
Duration

A second issue that is not directly addressed by the one-period framework is how long pandemic-related unemployment insurance should last. Again, however, the logic of the social insurance perspective is clear. If individuals could purchase pandemic insurance, they would want to be insured for the duration of the pandemic. Thus pandemic-related unemployment insurance should be available for however long the pandemic lasts.

Actual US policy departed considerably from this implication of the social insurance framework. Policymakers did increase the number of weeks that individuals could receive benefits. However, throughout the pandemic, the various extensions of duration, expansions of coverage, and increases in benefits were tied to calendar time rather than to metrics of the course of the pandemic or the state of the economy. Moreover, there was often great uncertainty about whether the emergency measures would be extended or allowed to lapse, which is not what beneficiaries would desire from a social insurance program.

Consider, for example, the Pandemic Unemployment Assistance program. The original Coronavirus Aid, Relief, and Economic Security (CARES) Act, enacted on March 27, 2020, provided 39 weeks of benefits under the program and set its end data as December 31, 2020. The program was continued at the last minute through mid-March 2021 by the Consolidated Appropriations Act, 2021, enacted December 27, 2020, which also provided an additional eleven weeks of benefits. The program was extended again (through September 6, 2021) by the American Rescue Plan Act of 2021, enacted on March 11, 2021—just a few days before the program was to end.

Similarly, the additions to benefits fluctuated greatly in ways largely unrelated to the severity of the pandemic. The CARES Act provided an extra $600 per week of unemployment insurance benefits through July 31, 2020, at which point the supplement was allowed to lapse. The Lost Wages Assistance Program through the Federal Emergency Management Agency then provided $300 per week of additional benefits (or, in a few states, $400 per week) for roughly six weeks for many workers, though workers receiving low benefits were excluded. Additional benefits then lapsed entirely through the end of 2020. The Consolidated Appropriations Act, 2021 provided $300 per week in additional benefits from January 1, 2021, through March 14, 2021. Finally, the American Rescue Plan Act of 2021 extended the $300 per week through September 6, 2021.

Replacement Rates

An issue for which it’s much harder to determine the exact implications of the social insurance framework is how generous unemployment benefits in a pandemic should be and how that generosity should vary with prior income. In our baseline case, individuals who remain employed are taxed to finance transfers to the unemployed, and insurance payments to the unemployed are less than their prior incomes. In practice, however, additional unemployment insurance in the pandemic has been financed in the short term by government borrowing. In this case, as we describe in the online Appendix, the natural modification of our
baseline case implies that optimal social insurance fully replaces the incomes of individuals who can’t work because of the pandemic.

The various extensions of our baseline case discussed in the previous section, however, suggest two reasons for less than 100 percent replacement. First, there may be incentive or fairness considerations that imply the unemployed shouldn’t be better off than the employed. Because the unemployed don’t have the disutility of working, in a one-period setting this requires that they have lower incomes than the employed. As various authors have pointed out, however, things are more complicated in a dynamic setting. Someone who is unemployed may face a long and challenging job search when the pandemic ends. Thus it’s not clear that replacement rates need to be much (or even at all) below 100 percent during the pandemic to prevent individuals preferring unemployment to employment (for example, Ganong, Noel, and Vavra 2020).

Second, and more importantly, providing social insurance involves costs beyond the insurance payments. Those costs include administrative expenses, the distortions caused by the incentive effects of the insurance, and the distortions from raising the additional revenues at some point to satisfy the government’s intertemporal budget constraint. These costs imply that even in the absence of incentive or fairness issues, optimal social insurance should leave the consumption of the unemployed somewhat below that of the employed. In the online Appendix, we argue that 10 to 15 percent is a plausible ballpark figure for the size of the shortfall.

How much social insurance is needed to achieve this level of consumption for unemployed workers depends crucially on the possibility and cost of self-insurance. In particular, to make more precise statements about optimal replacement rates and how they should vary with prior income, we would want two types of information. The first is a comparison of the consumption of unemployed and otherwise similar employed individuals in the absence of unemployment insurance, as a function of their income. This would be informative about the extent of self-insurance. The second is evidence about how the unemployed finance their consumption in the absence of unemployment insurance. This would be informative about the cost of self-insurance. To the extent individuals use types of self-insurance that are more costly than government-provided social insurance (as might be true of borrowing at very high interest rates or selling highly illiquid possessions), it’s optimal for the government to provide the insurance. On the other hand, if sufficiently high-income individuals can do enough self-insurance at a cost less than that of the government to keep their consumption from falling very much if they become unemployed, optimal social insurance doesn’t provide them with any social insurance payments.

Ganong and Noel (2019) examine the consumption behavior of unemployment insurance recipients before the pandemic. In a sample where recipients are probably financially healthier than typical beneficiaries, they find that after recipients exhaust their benefits, their consumption is on average 20 to 30 percent below what it was when they were employed. They also find that the falls average 30 to 40 percent among those in the highest third of the ratio of benefits to prior income and in the lowest third of assets relative to prior spending (both which tend to be
associated with lower incomes). Farrell et al. (2020) and Ganong et al. (2021) find that delays in benefits early in the pandemic also resulted in large reductions in consumption for the unemployed.

Another type of evidence about these issues comes from short-run marginal propensities to consume (MPCs) out of stimulus payments during the pandemic. A high MPC is suggestive of current marginal utility being high relative to future marginal utility, and thus of short-run financial distress. Karger and Rajan (2021) and Baker et al. (2021) find large MPCs from the stimulus payments. More importantly for our purposes, they find that it varied substantially with income. For example, Baker et al.’s point estimates (from their Table 5, Column 1) imply an MPC over three months of 0.66 at a monthly income (net of withholding) of $500 and just 0.15 at a monthly income of $5000. This evidence points to greater economic stress during the pandemic among low-income individuals.

Taken together, these studies indicate that unemployed workers may have limited ability to self-insure, and that this ability may be substantially smaller among lower-income workers. This suggests that the replacement rate for unemployment benefits may need to be fairly substantial, though clearly less than 100 percent, to result in a loss of consumption in the 10 to 15 percent range. It also suggests that replacement rates should decline as prior income rises. However, the existing evidence is not enough to pin down optimal replacement rates precisely.

Even though we are unable to say what exactly replacement rates from unemployment insurance during a pandemic should be, it is clear that actual replacement rates have differed sharply from the prescriptions of a social insurance perspective. Ganong, Noel, and Vavra (2020) show that the flat $600 per week of additional benefits raised replacement rates to well over 100 percent for most workers. There appear to have been two forces behind the policies involving greater than 100 percent replacement. One is the pursuit of other objectives, especially redistribution toward lower-wage workers and aggregate demand stimulus. The other is idiosyncratic factors: Ganong, Noel, and Vavra (2020) report that an overestimate of the average wage of workers who would lose their jobs led policymakers to underestimate the impact of the $600 weekly adjustment on replacement rates, and that the very limited capacities of state unemployment insurance systems led policymakers to adopt the fixed supplement rather than more complicated additions to benefits.

The later iterations of benefit increases, which were in the range of $300 per week, likely reduced replacement rate to below 100 percent for many workers, and so are more consistent with the social insurance perspective. Also, regular unemployment benefits continued to phase out at high incomes, which is consistent with the social insurance framework given the evidence that self-insurance is easier for high-income unemployed workers.

Unemployment Insurance Payments as Demand Stimulus

As we have discussed, even with optimal social insurance, a pandemic can lead to a shortfall of aggregate demand from what is needed to yield the desirable level of output. Thus, even though the central motivation for broad unemployment
insurance in a pandemic is social insurance, it is valuable to know whether unemployment insurance is also an effective source of aggregate demand stimulus.

Three types of evidence suggest that it is. First, the social insurance framework implies that unemployment insurance should be targeted to individuals whose marginal utility from consumption would otherwise be temporarily high. Such individuals would be expected to devote a large fraction of a marginal increase in resources to current consumption.

Second, the evidence from before the pandemic points to a high marginal propensity to consume out of unemployment insurance benefits, and thus to it being effective stimulus. Ganong and Noel (2019) report a very conservative lower bound for the MPC out of unemployment insurance benefits of 0.27, an upper bound of 0.83, and a point estimate under reasonable assumptions of 0.77. In a survey of work in this area, Chodorow-Reich and Coglianese (2019) suggest an MPC of about 0.35 over one month and 0.55 over a year.

Third, the evidence from the pandemic also points to high marginal propensities to consume out of unemployment insurance benefits. Most notably, Ganong et al. (2021) estimate an MPC out of benefits (both regular and the $600 supplement) between 0.29 and 0.43 over one month, and between 0.62 and 0.69 over six months.

One wouldn’t expect the large marginal propensities to consume to apply regardless of the level of benefits, however. If benefits are sufficiently high that the marginal utility of current consumption for the unemployed is driven down to its normal level, a large fraction of any additional benefits is likely to be saved. The evidence doesn’t clearly support this prediction, however. Ganong et al. (2021) find that because of the high replacement rates, the unemployed had both unusually high consumption and large increases in their stock of savings during the period when benefits included the $600 supplement. Furthermore, despite the higher saving, they estimate an MPC out of the subsequent $300 supplement that is very similar to the MPC out of the initial benefits. Thus, the issue of under what circumstances MPCs are high remains open.

**Implications for Hazard Pay in the Pandemic**

As discussed in the first section, a novel implication of the social insurance perspective is that in some cases, the government should provide hazard pay to high-risk essential workers during a pandemic. This implication results from extending the baseline model to include a third sector where workers doing very socially valuable jobs face greater risk of illness, and hence have greater disutility of work during a pandemic. The inclusion of this third sector, combined with either notions of fairness or difficulty in determining who should be working, leads to paying such at-risk workers a bonus. Intuitively, the need for hazard pay comes from seeking to make sure workers employed in the riskier sector aren’t worse off than workers whose sector had to shut down. This section investigates this implication of the
social insurance perspective on fiscal policy in more detail. It also considers some of the many practical issues involved in the design and implementation of an actual program.

Government-funded hazard pay was considered during the pandemic and actually implemented on a very limited basis. These programs provide a useful baseline for discussion. The 2020 HEROES Act, which passed by the House of Representatives in May 2020, contained a $200 billion hazard pay program (US Congress 2020). The proposed program, which did not make it into final legislation, would have paid an extra $13 per hour for the period from January 27, 2020 (the first day of the declared public health emergency) until 60 days after the last day of the emergency. The definition of who was potentially eligible was very broad. Qualifying work was defined as work “not performed while teleworking from a residence” and involving “regular in-person interactions with . . . patients; . . . the public; . . . or coworkers” in a number of specific areas (US Congress 2020). Actual eligibility determination required an application by the employer to the Treasury Department. If the application was approved, the employer would then receive a grant and be responsible for providing the premium pay to workers.

An example of a hazard pay program that was actually implemented is the COVID-19 Pennsylvania Hazard Pay Grant (Pennsylvania Department of Community and Economic Development 2020), enacted in May 2020. The employees receiving the hazard pay needed to interact with others and couldn’t be teleworking from home. The list of eligible industries was decidedly shorter than the HEROES Act program. The amount of hazard pay was $3 per hour, up to a total of $1200. Like the HEROES Act, the Pennsylvania program required employers to apply for the grants. Employers could only apply for grants covering up to 500 full-time-equivalent employees per location. The budget for the program was $50 million.

Who Should Receive Hazard Pay?

Whether some workers should receive hazard pay depends crucially on differences in risk across occupations during the pandemic. A number of studies have tried to investigate this issue. Their findings are summarized in Table 2.

One of the most detailed studies combines comprehensive health records and occupation data to form a complete individual-level national database for Norway (Magnusson et al. 2021). The study then identified occupations with direct contact with children, students, patients, and customers, and compared COVID-19 infection rates for these occupations with those of all other working-age adults. The study found that after controlling for age and sex, healthcare workers and transit workers had approximately three times the risk of contracting COVID-19 during the first wave of infection (February 26–July 17, 2020) (Magnusson et al. 2021, Figure 3). Interestingly, in the second wave (July 18–December 18, 2020), healthcare workers no longer had significantly elevated COVID-19 risk. Instead, the occupations with the highest odds ratios of infection were food service workers (food counter attendants, bartenders, and waiters), transit workers, and cleaners (p. 8).
A study of 120,000 people in the United Kingdom compared the risk of COVID-19 (severe enough to be diagnosed in a hospital or emergency room) between workers in eight essential occupations and nonessential workers (Mutambudzi et al. 2021). The highest relative risk was for healthcare professionals, medical support staff, health associate professionals, and social care workers. Healthcare workers had more than a seven-fold increase in COVID-19 risk. A strong point of this study is that it was able to control for a wide range of health and demographic covariates.

Song et al. (2021) used detailed private insurance data from Pennsylvania to compare COVID-19 infection rates for essential and nonessential workers. Essential workers were defined as those employed by firms designated by the governor as life-sustaining businesses and permitted to continue physical operations during a statewide shutdown. Because this definition required physical operation, many of the workers involved were likely to have contact with others. The authors use a difference-in-differences specification to see if essential workers had higher infection rates following the shutdown order. They find that for a sample of policyholders younger than 65, “being an essential worker is associated with a 53% increase in likelihood of being Covid-positive” (p. 11). This increase was most notable in the health and social care sectors, but still present to a smaller extent for essential workers outside those sectors.

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample</th>
<th>Riskiest occupations</th>
<th>Degree of elevated risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Magnusson et al. (2021)</td>
<td>All working-age Norwegians</td>
<td>1st wave: healthcare, public transit workers&lt;br&gt;2nd wave: food service, public transit workers, cleaners</td>
<td>Approximately 3 times all other working-age adults&lt;br&gt;Approximately 1.5–2 times all other working-age adults</td>
</tr>
<tr>
<td>2. Mutambudzi et al. (2021)</td>
<td>120,075 UK Biobank participants</td>
<td>Healthcare workers&lt;br&gt;Social care workers</td>
<td>7.43-fold increase in risk&lt;br&gt;2.46-fold increase in risk</td>
</tr>
<tr>
<td>3. Song et al. (2021)</td>
<td>400,000 primary policy holders of a major insurer in PA</td>
<td>Essential workers as revealed by whether their industry was shut down</td>
<td>53% increase in risk relative to non-essential workers</td>
</tr>
<tr>
<td>4. Billingsley et al. (2020)</td>
<td>All deaths in Sweden 3/5 to 5/7/2020</td>
<td>Taxi and bus drivers&lt;br&gt;Service sector</td>
<td>3.7 times the risk of IT techs.&lt;br&gt;2.2 times the risk of IT techs. (not statistically significant)</td>
</tr>
<tr>
<td>5. Chen et al. (2021)</td>
<td>Deaths in CA from 1/2016 to 11/2020 of people 18–65</td>
<td>Food or agriculture&lt;br&gt;Transportation or logistics&lt;br&gt;Manufacturing&lt;br&gt;Facilities</td>
<td>1.39 times expected deaths&lt;br&gt;1.31 times expected deaths&lt;br&gt;1.24 times expected deaths&lt;br&gt;1.23 times expected deaths</td>
</tr>
</tbody>
</table>
Two other studies use death records to assess the occupational mortality risk of COVID-19. A Swedish study found that taxi and bus drivers and service sector workers had a higher risk of dying from COVID-19 than other workers, but the elevated risk disappeared when demographic covariates were included (Billingsley et al. 2020). A California study estimated excess deaths for nine occupational sectors over the period March–November 2020 (Chen et al. 2021). The sectoral highs were in food or agriculture, transportation or logistics, manufacturing, and facilities. Healthcare workers faced only slightly elevated mortality risk. A weakness of this study is that the authors have little information on covariates, as well as imperfect data on occupation.

Based on this evidence, it appears that hazard pay would have made sense during the pandemic. There was indeed a portion of the economy that needed to remain open but that involved a greater risk of illness. At the same time, the evidence suggests that the fraction of essential workers at noticeably higher risk was relatively small. Both Magnusson et al. (2021) and Mutambudzi et al. (2021) identify healthcare workers as being the main workers at greater risk (at least early in the pandemic). Using occupational data from the May 2019 National Occupational Employment and Wage Estimates, healthcare workers (broadly defined) account for about 10 percent of all US workers (US Bureau of Labor Statistics 2019). Expanding the list to include food service workers, taxi drivers, and cleaners, the other noticeably higher risk occupations, adds another 8 percent of US workers.

Compared with this list, the HEROES Act had an excessively broad definition of who should receive hazard pay during the pandemic. The list of eligible occupations or industries in the bill went on for more than four pages and included not just the obvious ones of healthcare and public transportation, but child care, barge operations, longshoremen, laundry work, and restaurant work. The list of eligible industries in the Pennsylvania program was shorter, but still included many for which there is little evidence of higher risk, such as security services, freight trucking, and retail food stores. Both programs did limit the bonuses to frontline workers—that is, essential workers who were required to interact with others. Blau, Koebe, and Meyerhofer (2021) estimate that in March 2020, about 43 percent of all US workers met these criteria.

Both the HEROES Act and the Pennsylvania hazard pay program relied on firms to apply for hazard pay funds from the government. From a social insurance perspective, this feature is problematic. Relying on employer application risks identical workers being treated differently (or worse, workers facing less risk getting premium pay and workers facing more risk not). Whether workers receive the government-provided hazard pay could depend on employer motivation or simply on how quickly employers respond to the call for applications. These outcomes are not socially optimal.

Various alternatives are possible. A minor variation that would reduce the possible randomness would be for the government to invite firms in the relevant industries to say how many workers they have eligible for the hazard pay. The presumption would be that all such identified workers would receive it. Firms would
still have to make some effort for their workers to receive the bonus, but the burden would be less. A more extreme variation would be to require individual workers to apply, as they do for unemployment insurance. This proposal has the great disadvantage of being administratively complex. Not only would the government need to process a very large number of applications, but firms would likely still have to be involved because they are the sensible unit for dispensing the pay.

How Large Should the Hazard Premium Be?

The HEROES Act called for a hazard premium of $13 per hour for all eligible workers; the Pennsylvania program provided a boost of $3 per hour. Since risk is related to contact, and contact is time-dependent, it is appropriate for the hazard premium to be per hour worked rather than lump sum. A more difficult and fundamental question is just how much extra pay would be appropriate for high-risk workers.

A crude way to try to answer this question is to blend risk estimates with an estimate of the value of a statistical life. Table 3 presents such a calculation. The Centers for Disease Control and Prevention (2021a) provide an estimate of the number of COVID-19 infections for adults 18 to 64 in the United States over roughly the first year of the pandemic. We combine this with data on the working-age population in 2019 from the US Census Bureau (Rogers and Wilder 2020) to get an overall infection rate (row 1 of Table 3). Magnusson et al. (2021, Figure 3) find that healthcare and public transit workers in Norway had a risk of contracting COVID-19 that was approximately three times greater than other working-age adults (adjusting for age and sex) during the first wave of the pandemic. As discussed above, these workers comprise about 10 percent of employed workers in the United States, or 7 percent of the working-age population in 2019. From this, we can back out estimates of the risk of getting COVID-19 during the first year of the pandemic for both the high-risk group and other working-age adults (row 2). This calculation suggests that high-risk workers had a 59 percentage point higher risk of infection. We then estimate the infection fatality rate for working-age adults by dividing confirmed working-age deaths (Centers for Disease Control 2021b) by estimated cases (row 3). The Environmental Protection Agency and other government agencies use $10 million as their estimate of the value of a statistical life (row 4) (for example, US Environmental Protection Agency 2016).

Armed with these components, we can calculate the cost to high-risk workers of the extra risk of dying they incurred during the pandemic. Multiplying the excess risk times the infection fatality rate times $10 million yields $8,617 (row 5).

---

6 This difference is almost surely somewhat too large. It may reflect the fact that the Magnusson et al. (2021) estimates for relative risk come from early in the pandemic when overall infection rates in Norway were very low. It is worth reiterating, however, that Mutambudzi et al. (2021) also estimate very high risk for healthcare workers.

7 Our resulting infection fatality rate of 0.146 percent matches quite closely the estimates from O’Driscoll et al. (2020) for the infection fatality rate for working-age adults based on a meta-analysis of studies for a number of countries.
The pandemic had been going on for roughly a year as of the time of the data used in the calculation, so this estimate corresponds to the pay boost that would be needed for a year to compensate for the additional risk. This works out to $4.13 per hour for a typical 2,087-hour work year (US Office of Personnel Management 2021). This is roughly what the Pennsylvania hazard pay program provided, but substantially less than what the HEROES Act called for.

There are various ways that this estimate of the appropriate size of the hazard premium could be too low. Most obviously, it only includes the risk of dying from COVID-19. Studies suggest that at least 10 percent of COVID-19 survivors experience long-term effects (for example, Greenhalgh et al. 2020). Workers might put a substantial dollar value on that possibility as well. Second, hazard pay is motivated by a desire to ensure that high-risk workers remain willing to do socially valuable work. As a result, what matters is not necessarily their actual risk of infection and death, but their perceived risks. If high-risk workers systematically overestimate their risks, the hazard premium might need to be higher. For example, if the perceived infection fatality rate were twice as high as the estimate in Table 3, then the perceived cost of excess risk to high-risk healthcare and transit workers would be over $8 per hour—getting closer to the hazard premium called for in the HEROES Act. Third, the calculations in Table 3 use confirmed COVID-19 deaths to calculate the

---

**Table 3**

*Putting a Dollar Value on Increased COVID-19 Risk for High-Risk Workers*

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Share of working-age population who had COVID-19 during first year of the pandemic:</td>
<td>75,302,292 / 213,610,414 = 0.35</td>
</tr>
</tbody>
</table>
| 2. Estimated risk of getting COVID-19 based on Magnusson et al. (2021): | Other working age population: 29%  
Healthcare and transit workers: 88%  
Difference: 59 percentage points |
| 3. Estimated infection fatality rate for working-age population: | 110,143 / 75,302,292 = 0.00146 |
| 4. Value of a statistical life: | $10 million |
| 5. Dollar value of excess risk to healthcare and transit workers: | 0.59 • 0.00146 • $10 million = $8,617 per year (or $4.13/hour) |
| 6. Dollar value of excess risk to all frontline workers based on Magnusson et al.: | 0.18 • 0.00146 • $10 million = $2,704 per year (or $1.30/hour) |
| 7. Dollar value of excess risk to top two risk tiers based on Magnusson et al.: | Healthcare and transit workers:  
0.59 • 0.00146 • $10 million = $8,617 per year (or $4.13/hour)  
Food service workers, taxi drivers, and cleaners:  
0.29 • 0.00146 • $10 million = $4,308 per year (or $2.06/hour) |

*Note:* Equations may not hold exactly because of rounding.
infection fatality rate. Excess deaths (from all causes) are estimated to be approximately 30 percent higher than confirmed COVID-19 deaths in 2020 (Islam et al. 2021). Using this alternative estimate increases the hazard pay needed by 30 percent as well.

Importantly, the calculation above is only for the highest-risk workers. The HEROES Act proposed to provide hazard pay for most frontline workers. The high-contact workers analyzed by Magnusson et al. (2021) account for roughly 31 percent of all workers in the United States in 2019. For this broader group, the overall weighted average of the added risk of infection (adjusted for age and sex) was a factor of 1.59 (which is very similar to the factor of 1.53 found by Song et al. 2021), which translates into an elevated infection risk of 18 percentage points. Line 6 of Table 3 shows that the resulting dollar value of the extra risk to frontline workers as a group is relatively low—precisely because most face little elevated risk (or in some cases lower risk than non-frontline workers). The calculation suggests that the dollar value of the added risk for this broad group is $2,704, or roughly $1.30 per hour.

Given the variation in risk among frontline workers, an appealing possibility would be to have some sort of tiered hazard pay system. While neither the evidence nor administrative capacity is likely to be adequate for a highly variable scale, it seems possible that having a few tiers could result in a program that more closely fits the social insurance ideal. For example, in the Magnusson et al. (2021) study, roughly 10 percent of workers have a threefold increase in risk, and another 8 percent have a twofold increase. As shown in line 7 of Table 3, these numbers imply a dollar value of the extra risk of $4.13 per hour for the highest-risk workers, and $2.06 for the second highest risk category.

While these various calculations do not yield a firm number for the size of any hazard premium, they illustrate how policymakers might go about figuring out an appropriate premium in a pandemic. A crucial input, particularly for a tiered hazard pay scheme, is good evidence on the degree of elevated risk for different occupations and industries.

There are obviously other ways policymakers could try to ascertain the appropriate amount of hazard pay. For example, they could gather data on labor shortages in frontline industries. During the pandemic, there was a great deal of anecdotal evidence of labor shortages, particularly for nurses and home healthcare workers (for example, McLernon 2020; Nguyen 2020). Though it would be impractical to try to estimate a full labor supply function in real time, the degree of labor shortage in frontline industries could provide a rough guide for at least the appropriate ranking of the hazard premium across industries.

---

8 We calculate this percentage by matching the categories of workers in the Magnusson et al. study with those from the US Bureau of Labor Statistics (2019).
9 For the increased risk for food service workers, taxi drivers, and cleaners, we use the estimates from the second wave of infection, when the relevant sectors were more likely to be open (see Magnusson et al. 2021, Figure 4).
**Should Hazard Pay Phase out at High Incomes?**

Whether hazard pay should phase out above some income level depends on the relationship between the utility of income from working and the disutility of working itself for high-wage, high-risk workers. If the two were reasonably close before the pandemic, the rise in the disutility of work caused by the pandemic could cause many of these workers to stop working (even if they were not eligible for unemployment insurance). Because such workers are very valuable to society, in this case hazard pay should continue even at high incomes. On the other hand, if the utility provided by the income from working was substantially above the disutility of working for high-income workers in the high-risk sector before the pandemic, even a substantial rise in their disutility of work would not make them choose unemployment. In this case, it would make sense for hazard pay to phase out.

There are good reasons for thinking that the scenario where high-income workers in the risky sector choose to continue working despite increased risk is the more plausible one. Workers such as doctors and dentists have invested years in training and building a practice. The present value of the income loss they would face from leaving their jobs, even temporarily, is very large. More generally, it is likely that high human capital and high match quality create a substantial wedge between what high-skilled, high-risk workers earn and the disutility of work. Finally, there is also evidence that nonpecuniary job benefits are higher for well-educated workers (see Duncan 1977). This too creates a wedge between the wage and the disutility of labor that would encourage high-income, high-risk workers to continue working even if the disutility of work rises. Thus, it would likely be appropriate for hazard pay to phase out at high incomes.

Interestingly, the HEROES Act did not phase out hazard pay entirely for high-wage workers, though it did limit it. The act capped the amount of premium pay at $10,000 for eligible workers earning less than $200,000, and $5000 for eligible workers earning more than $200,000. The Pennsylvania program, on the other hand, only applied to workers earning less than $20 per hour (excluding benefits and overtime).

**Hazard Pay as Demand Stimulus**

The primary motivation for hazard pay during a pandemic from a social insurance perspective is to make sure essential workers in hazardous sectors are not worse off than workers who become unemployed because their sectors shut down. However, because there may be inadequate aggregate demand during a pandemic, an important practical consideration is whether hazard pay is likely to be useful as demand stimulus. From a logical standpoint, hazard pay wouldn’t seem to have a particularly large bang for the buck. By definition, the workers receiving it remain employed. As a result, one might think that the recipients have a lower marginal propensity to consume than the unemployed workers discussed in the previous section.

One factor that militates against this presumption is that many frontline workers are relatively low-income. Blau, Koebe, and Meyerhofer (2021, p. 172) estimate
that frontline workers had lower average hourly wages ($22.76 versus $27.05 for all workers). This is even true for healthcare workers, where the case for hazard pay is strongest. While healthcare practitioners and technicians earn more than $40 per hour, Blau, Koebe, and Meyerhofer (2021, p. 172) find that healthcare support workers earn less than $20 per hour. The other five lowest-wage frontline occupations the authors identify are food preparation and serving; building and grounds cleaning and maintenance; personal care and service occupations; farming, fishing, and forestry; and transportation and material moving. Many of these are occupations that would be next in line after healthcare to receive hazard pay based on their relative COVID-19 risk.

Other studies reach similar conclusions about the low-wage nature of much elevated-risk work. Kinder, Stateler, and Du (2020) calculate that “as of 2018, nearly half (47%) of all frontline essential workers earned less than a living wage” (which they identify as $16.14 in 2018). For example, personal care aides had a median wage of $11.55, and janitors and cleaners had a median wage of $12.55. Kearney and Muñana (2020), using the Kaiser Family Foundation Tracking Poll, find that essential workers working outside the home were more likely to earn less than $40,000 than other currently employed workers (31 percent versus 19 percent). Forty-nine percent of them said they would struggle to pay a $500 unexpected medical bill, while only 31 percent of other workers said they would.

That high-risk workers are disproportionately low-wage and would struggle to pay bills suggests they are likely to have a higher marginal propensity to consume than a typical worker. A higher MPC should translate into a higher fiscal multiplier. Thus, hazard pay could pack a larger stimulatory impact than broader types of stimulus, such as general tax cuts or widely available one-time payments. This extra stimulatory impact could be enhanced by limiting hazard pay to low-wage workers, as in the Pennsylvania program.

Conclusion

In many ways, our social insurance perspective on fiscal policy harkens back to an older literature. Rather than focusing on aggregate demand management, we emphasize the more traditional role of government in providing insurance against life’s vicissitudes. This perspective is particularly appropriate for fiscal policy during a pandemic, when output needs to remain low in some sectors for health reasons, and aggregate demand stimulus cannot flow to many affected workers because their sectors are shut.

Our framework shows that thinking in terms of social insurance leads naturally to directing government aid to those directly harmed by the pandemic—particularly the unemployed and those who work in essential jobs with a high risk of infection. Our more practical analysis of unemployment insurance and hazard pay shows how a social insurance perspective can provide guidance on who should receive these benefits, how large they should be, and how long they should last. An analysis of the
policies actually taken or proposed for unemployment insurance and hazard pay in the United States during the pandemic shows that many of the actions follow what a social insurance perspective would recommend, but a number did not.

An obvious question about the social insurance perspective on fiscal policy is whether it’s likely to have usefulness beyond the COVID-19 pandemic. We believe it does. First, it is all too likely that there will be future pandemics. The implications of the social insurance perspective we have discussed could yield much more successful fiscal policy in any future public health crises.

Second, it’s possible that the United States and other countries could face more regionally concentrated recessions in the future that share important similarities to a pandemic. For example, parts of the American West and Australia have experienced prolonged economic disruption due to drought-induced fires. As with a pandemic, such natural-disaster-fueled downturns aren’t easily remedied with broad aggregate demand stimulus. They are also likely to involve high risks to certain essential workers. The lessons derived from a social insurance perspective for pandemics about targeting relief to those most affected and paying a hazard premium to essential high-risk workers are likely to carry over to these downturns as well.

Finally, while the unique features of the pandemic have made a social insurance perspective vital in the current situation, it may have value in more ordinary downturns. Most recessions involve highly unequal impacts on different types of workers, and general stimulus often takes a long time to help some workers regain employment. A fiscal response that focuses on both aggregate demand management and social insurance might prove more effective in dealing with future recessions regardless of their cause.
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Should We Insure Workers or Jobs During Recessions?
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In the wake of the COVID crisis, labor market policy responses on both sides of the Atlantic have been immediate, absolutely unprecedented in scope—and also diametrically opposed in nature. To put it simply, the focus of the US labor market policy response was on insuring the income of workers against the cost of job losses. This was done by aggressively increasing the generosity of unemployment insurance. In Europe, the emphasis was on preserving the relationship between workers and firms, which translated into generous subsidies for hours reductions and temporary layoffs through short-time work or related schemes.

Panel A of Figure 1 gives a visual representation of these polar strategies. In the United States, the fraction of the working-age population on unemployment insurance benefits surged from about 2 to 12 percent in April 2020, and, although it declined very quickly after that, at the end of 2020 it was still higher than at the peak of the Great Recession of 2007–09. If we look at the weighted sum of the four largest European economies—Germany, the United Kingdom, France, and Italy—the increase in the number of unemployment insurance recipients was very limited, but take-up of short-time work skyrocketed, with more than 16 percent of the working-age population enrolled in this type of scheme in April 2020. There was no such increase in short-time work take-up in the US economy, although about 25 US states have operational work-sharing schemes similar to short-time work.
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Figure 1
Labor Market Policy Responses to Recessions and Non-Employment Rates in the United States and Europe

Note: Panel A reports the evolution of short-time work (dashed lines) and unemployment insurance (solid lines) take-up in Europe (red lines) and the United States (blue lines), each computed as the ratio of the number of individuals in the program in a given month, as a percent of the quarterly working age population. The series for Europe is a weighted average of the series for Germany, France, Italy, and the United Kingdom, weighted by the working-age population. Panel B reports the evolution of the non-employment rate—that is, one minus the employment rate (and thus including both the unemployed and those out of the labor force). In both panels, the plotted series are moving averages of the raw series over the period up to June 2021. The moving average is based on twelve lagged terms, one forward term, and uniform weights. Data on employment come from OECD. Data on short-time work and unemployment insurance take-up come from the OECD and national statistics. See Online Appendix C for details on data sources and the construction of short-time work/unemployment insurance take-up.
Some consequences of these opposite labor market strategies on non-employment rates are laid bare in Panel B. While the US economy experienced a spike in non-employment, and continued to see high rates of non-employment in late 2020, employment rates did not bulge in Europe despite the severity of the shock. Interestingly, the much larger cyclicality of the US labor market relative to that of European countries was already visible in past recessions, during which Europe already experimented, although to a much lower degree, with short-time work usage. Do US policymakers get it right by focusing their labor market policy response to recessions on insuring workers through unemployment insurance? Or should they use more short-time work and focus more on preserving jobs, as in Europe?

Addressing these questions is complicated by the remarkably small attention devoted to short-time work relative to the sprawling literature on unemployment insurance—an imbalance we hope to remedy.

**Short-Time Work and Unemployment Insurance**

**Some Institutional Features**

While most people are familiar with unemployment insurance policies, short-time work schemes are not as well-known. How do they work in practice? What countries use them and how long have they been in place? How do they compare with unemployment insurance in terms of generosity, coverage, or eligibility? Let us start by clarifying a bit the institutional background.

Short-time work—also known as short-time compensation, work sharing, or shared-work programs—is a subsidy for temporary reductions in the number of hours worked in firms experiencing temporary drops in demand or production. Short-time work programs allow employers facing temporary shocks to reduce their employees’ hours instead of laying them off. The program provides a subsidy to employees put on reduced hours (that is, put on short-time work) equivalent to a fraction of their lost earnings. Short-time work cushions the adverse effect of reductions in business activity on both firms and workers, averting the risk of layoffs and insuring workers against the cost of drops in hours worked. Unemployment insurance programs, instead, provide a temporary subsidy to laid-off workers who lost their job through no fault of their own. Hence, while both programs provide insurance against labor market shocks, short-time work programs insure job matches against temporary hours reductions, while unemployment insurance insures workers against job loss. We now provide a general description of the features of both programs.

Several European countries and US states have short-time work schemes in place.\(^1\) Whilst different schemes are characterized by different requirements and generosity, they all share a common feature in that the application process must be initiated by

\(^1\) At the time of writing, 25 states are operating active programs in the United States: Arizona, Arkansas, California, Colorado, Connecticut, Florida, Iowa, Kansas, Maine, Maryland, Massachusetts, Michigan, Minnesota, Missouri, Nebraska, New Hampshire, New Jersey, New York, Ohio, Oregon, Pennsylvania, Rhode Island, Texas, Washington, and Wisconsin. Vermont ceased to operate its short-time work program on July 1, 2020.
the employer, who must submit an application to the relevant administrative agency. If successful, the application grants a number of subsidized hours of short-time work that can be used by the firm. Workers’ subsidies are computed as a percentage of the earnings lost due to hours not worked, typically up to a cap. The disbursement of the subsidy is usually advanced to the worker by the firm, who is subsequently reimbursed by a social insurance administration via lower contribution payments. In exceptional cases, the social insurance agency pays the subsidy directly to the worker. Short-time work schemes are usually funded through a combination of social insurance contributions—paid by eligible firms and workers—and an experience rating component, paid only by those firms and workers that benefit from the program.

Short-time work regulations can include work-sharing requirements, specifying a minimum and/or maximum hours reduction, a minimum number of employees or share of the workforce to be involved in the program, and how hours reductions should be distributed across the workforce. In the majority of countries, there is no maximum hours reduction per worker, meaning that short-time work can cover both partial and full hours reductions (that is, down to zero hours worked). In the United States, instead, work weeks must be reduced by at least 10 percent and no more than 60 percent to benefit from the program.

Eligibility requirements set the conditions under which employers or employees can take part in the scheme. For employers, the main requirement is proof of economic need, such as a reduction in business activity above a certain threshold. In some countries, access to the program is restricted to firms operating in certain sectors of the economy or with size above given thresholds. An agreement with union representatives can also be required. To be eligible for short-time work, workers are typically required to have been employed and contributing to social insurance for a minimum amount of time. Some short-time work schemes do not cover workers on temporary contracts.

Conditionality requirements for employers can include the prohibition of dismissals and the development of a recovery plan, while for workers, either training or job search requirements could be in place.

Unemployment insurance provides temporary financial assistance to eligible unemployed workers who become unemployed through no fault of their own. To receive unemployment insurance, laid-off workers must file a claim with the relevant administrative agency. To be eligible, a worker is typically required to have worked for a minimum amount of time, and in some cases to have earnings above a certain threshold. Workers on fixed-term contracts are usually not covered by unemployment insurance once their contract expires. If eligible, the unemployed worker receives an unemployment benefit in cash for a given amount of time. Benefits are defined as a fraction of recent earnings, usually up to a cap, with a replacement rate that is in most cases lower than that of short-time work at zero hours (and the more so at partial hours). The disbursement of unemployment benefits is made directly to the worker by the social insurance agency, typically ensuring swift payments. To retain their

2For a comprehensive illustration of short-time work schemes in OECD countries, see Hijzen and Venn (2011).
benefits, unemployed workers may need to fulfill job-search and availability-to-work requirements—features aimed at ensuring that recipients do not become inactive.

Whilst in their purest form, as we have described them so far, short-time work and unemployment insurance are polar schemes insuring jobs on the one hand and workers on the other, in practice there exists a continuum of more nuanced labor market policies between those two extremes. Taking the United States as an example, workers can qualify for unemployment insurance both when on permanent and temporary layoffs. Temporary unemployment—also called “recall” unemployment—is a situation in which an employer lays off a worker or a group of workers but plans to rehire them by a given date. In this circumstance, the worker is eligible for unemployment benefits and job search requirements are usually waived. Employers also have the option to put full-time employees who work less than full time during a pay period due to lack of work on partial unemployment insurance. In this case, workers are eligible for partial unemployment benefits, provided that they do not earn more than a maximum amount of labor income per week. Apart from this, eligibility conditions for partial unemployment insurance are usually identical to those for full unemployment insurance.

We can therefore think of there being a spectrum of policies offering different types of flexibility to employers: from short-time work for partial hours reductions offering only intensive margin flexibility, to short-time work at zero hours and partial unemployment offering both intensive and extensive margin flexibility, to recall unemployment offering only flexibility at the extensive margin. Besides differences in flexibility, the programs also insure different shocks and, consequently, are characterized by different types of moral hazard responses. On the one hand, programs that ensure intensive-margin adjustments tend to insure job matches: they trigger moral hazard responses on the employer side, because employers may have incentives to rely excessively on subsidized hours reductions. This possibility is especially relevant in contexts—like European countries—in which short-time work is only mildly experience-rated. On the other hand, unemployment insurance schemes insure workers rather than jobs and trigger moral hazard responses in the form of lower job search effort exerted by the unemployed.

It is worth noting that, whilst at first sight short-time work and partial or recall unemployment might seem to serve the same insurance needs, they are fundamentally different in how they affect employers’ commitment to retain workers. The possibility to make take-up conditional on the prohibition of dismissal is a key advantage of short-time work programs compared to partial or recall unemployment. For these, it is hard to envisage a mechanism whereby firms are held to their commitment to retain or recall workers, since such a commitment can neither be monitored nor enforced.

Short-Time Work and Unemployment Insurance During the COVID Crisis

At the onset of the COVID crisis, the United States responded to the sudden labor market freeze and historical surge in layoffs by aggressively extending the generosity of unemployment insurance. In particular, the Coronavirus Aid, Relief, and Economic Security (CARES) Act signed into law in March 2020 granted i) additional payments
to everyone who qualified for unemployment benefits; ii) an extension to individuals who would have otherwise exhausted their benefits; and iii) eligibility to self-employed and gig workers. Specifically, the CARES Act authorized Federal Pandemic Unemployment Compensation, in which unemployment benefits were increased by $600 a week from March to July 2020. Moreover, the CARES Act was complemented by two additional stimulus packages in 2021—the Consolidated Appropriations Act (January) and the American Rescue Plan (March)—both of which extended the unemployment insurance measures put in place by the CARES Act.

European countries, on the contrary, responded through short-time work or related schemes. In April 2020, the European Union announced that it would provide financial assistance for up to €100 billion to EU countries to develop or expand short-time work schemes. The majority of OECD countries had a short-time work program in place prior to the COVID crisis: Activité Partielle in France, Kurzarbeit in Germany, and Cassa Integrazione Guadagni in Italy. Several of those who did not have a scheme in place introduced it (as in Hungary and the United Kingdom), and most of those with existing short-time work schemes implemented measures to ensure rapid access to and wide take-up of the program. Combinations of such measures have been necessary for short-time work schemes to work swiftly and effectively (Giupponi and Landais 2020a).

Insurance versus Moral Hazard

Let us imagine that, in the midst of recession, we decide to increase the generosity of social insurance by $1. Should this $1 be put into more generous unemployment insurance or into more generous short-time work?

To approach the choice between unemployment insurance and short-time work, our starting point is the standard trade-off that both policies have to solve between providing insurance to workers against labor market shocks and distorting the behaviors of firms and workers (Baily 1978; Chetty 2008). Indeed, the goal of both policies is to provide insurance against labor market shocks. For unemployment insurance, the shock is the cost of being unemployed. For short-time work, it is the cost of having to reduce working hours when a firm is hit by a negative shock.

Providing such insurance is likely to be socially desirable, as it transfers money to individuals who have lower income and consumption. But transferring $1 to these individuals will cost more than $1 because these policies also tend to distort behaviors, a problem often called moral hazard. Individuals will search less actively for a new job when they have unemployment insurance and will cash benefits for longer as a result. Firms may reduce hours more than otherwise necessary if their

---

4 Online Appendix A provides an overview of measures that have been put in place during the COVID crisis to facilitate access to short-time work. See also Scarpetta et al. (2020) for an overview of short-time work schemes during COVID in OECD countries.
workers receive short-time work benefits. From the perspective of the government, these changes in behavior increase the cost of providing such insurance benefits. We say that moral hazard creates a fiscal externality on the government.

What do we know about the respective moral hazard costs of unemployment insurance and short-time work schemes? And which program is better at providing insurance?

**Willingness to Pay for Unemployment Insurance versus Short-Time Work Benefits**

The value of any form of social insurance against labor market shocks depends on how workers value insurance (that is, the extent of their risk aversion) as well on whether workers have access to alternative means of consumption smoothing (self-insurance). Estimating this value poses challenges. Given that both unemployment insurance and short-time work are mandated by the government, one cannot simply look at a market price to measure workers’ willingness-to-pay for insurance against labor market shocks.

In general, the research literature has devoted relatively little attention to this problem. The literature has mostly focused on measuring consumption dynamics around labor market shocks like job loss (for example, Gruber 1997). This approach usually finds significant but small consumption responses, which in turn translate into a moderate value of social insurance. Recent research using alternative revealed-preference methods (for example, Hendren 2017; Landais and Spinnewijn 2021) suggests instead that the value of insurance against unemployment shocks is much larger than previously thought, but is also strongly heterogeneous across individuals.

For present purposes, the key question is how the insurance value of short-time work compares to that of unemployment insurance. The evidence on this point is limited. However, two elements indicate that the value of unemployment insurance may be somewhat larger than the value of short-time work.

First, recipients of short-time work and recipients of unemployment insurance are often quite distinct populations. For example, Germany is a country where both generous unemployment insurance and short-time work are available. We exploit newly collected data starting in May 2020 from the High-frequency Online Personal Panel Survey (HOPP), a longitudinal survey launched by the German Institute for Employment Research (Haas et al. 2021). It shows unambiguously that during the COVID crisis, short-time work tended to protect mostly insiders, individuals with higher incomes and better self-insurance options. Unemployment insurance, to the contrary, was mostly protecting the outsiders of the labor market, like younger individuals at the beginning of their career, or individuals with lower education and fewer means to smooth household consumption (such as the presence of a working partner). As noted by Cahuc and Carcillo (2011), because short-time work tends to protect insiders, it is perhaps not surprising that it tends to be more prevalent in countries with strong employment protection regulations.

Second, the value of insurance is a direct function not only of the availability of self-insurance options, but also of the size of the consumption (or income) shock

---

5 For these results and additional details on the HOPP survey, see online Appendix B.
experienced upon transitioning to the program. As shown in Figure 2, short-time work clearly insures smaller shocks. The figure builds on administrative data from Germany (Tilly and Niedermayer 2016) and Italy during the Great Recession of 2007–09 (Giupponi and Landais 2020b), and compares, using an event study design, the evolution of total earnings plus transfers around the onset of an unemployment spell and a spell of short-time work. In both panels, we see that the drop in earnings and transfers is much more severe and persistent for the unemployed than for workers on short-time work. But we also see an interesting difference. In Germany, the earnings of workers who experienced a short-time work spell had fully recovered after three years (Panel A). In Italy, to the contrary, they were still 30 percent lower than the year before entering short-time work, and they were converging to the level of earnings of workers having experienced an unemployment shock instead (Panel B). The main explanation for this discrepancy is that the Italian recession was much more protracted, and the shock to firms was therefore much more persistent. This, in turn, reminds us that short-time work tends to insure against temporary shocks, but is less effective at insuring against persistent or permanent shocks: if the shock persists, a firm will not hold onto its workers and will eventually lay them off.

The Relative Moral Hazard Costs of Unemployment Insurance and Short-Time Work

The literature on the moral hazard costs of unemployment insurance is abundant (for example, see Schmieder, von Wachter, and Bender 2016). A main conclusion is that the duration of unemployment spells is strongly responsive to the generosity of unemployment insurance. A smaller literature also investigates the impact of unemployment insurance generosity on the probability of entering an unemployment insurance program, and finds moderate responses. In general, there is less scope for moral hazard along the extensive margin of becoming unemployed (as opposed to the intensive margin of being unemployed for a longer time), as layoffs are well-defined and well-monitored events, and those who quit are quite restricted in their ability to access unemployment insurance in many countries. Overall, the consensus is that the fiscal externality of increasing the generosity of unemployment insurance is relatively large: the cost to the government of an additional $1 of unemployment insurance ranges from $1.50 to $2.50.

Evidence on the moral hazard costs of short-time work is much more limited, but two elements suggest that these costs might be significant. First, while access to short-time work is generally made conditional on firms experiencing economic or financial distress, the definition of distress is not always very precise and can prove hard to enforce, leaving some room for manipulation. Second, short-time work subsidizes hours reductions, which requires an effective monitoring of hours actually worked by employees, a notoriously difficult task for government administrators. As a result, the massive extension across Europe during the COVID crisis of access to

---

6 Recent papers hint towards layoff date being responsive to discontinuities in eligibility or generosity of unemployment insurance, one potential explanation being workers and firms bargaining over the timing of the layoff: for example, see Khoury (2021) for evidence on France, and Albanese, Picchio, and Ghirelli (2020) for evidence on Italy.
short-time work for small businesses, where the difficulty of monitoring hours can be even more acute, has generated fears of a surge in moral hazard.

The existing evidence on the moral hazard costs of short-time work comes almost exclusively from the Great Recession, but it suggests, interestingly, that these

Figure 2
Evolution of Earnings and Transfers Around the Events of Job Loss and Short-Time Work During the Great Recession

Note: The figure reports the evolution of earnings and transfers around job loss (in grey) or around the start of a short-time work spell (in blue). It shows that job loss is associated with a much larger and much more persistent drop in resources than short-time work, implying that the marginal insurance value is likely greater for unemployment insurance than for short-time work. Panel A reproduces estimates from Tilly and Niedermayer (2016) which uses German administrative data from the Institute for Employment Research (IAB). It corresponds to a weighted average of the effect of short-time work and unemployment insurance on income by tenure category using as weights their share in the population. Panel B reproduces estimates from Giupponi and Landais (2020b) and uses administrative data from INPS on the universe of employer-employee matches and social security payments in the private sector in Italy.
costs are smaller than anticipated. In the context of Italy, for instance, Giupponi and Landais (2020b) identify behavioral responses to short-time work using variation in eligibility rules across firms, and find that for every €1 transferred to a worker on short-time work during the Great Recession, the total cost to the government implied by behavioral responses was around €1.4. In the context of Switzerland, Kopp and Siegenthaler (2021) compared firms who were successful to firms who were unsuccessful in their short-time work application during the Great Recession and find a negative mark-up: in other words, short-time work paid for itself.

What can explain these relatively small (or even negative) fiscal externalities of short-time work, in contrast with the relatively large moral hazard cost of unemployment insurance? First, it seems that, at least during the Great Recession, there was not much manipulation in the reporting of hours worked. Second, it appears that the probability of an individual worker being put on short-time work did not respond significantly to the generosity of short-time work subsidies, at least not during the Great Recession. Figure 3 illustrates this point using a large discontinuity in the short-time work subsidy amount available to workers in Italy at a particular wage threshold. Panel A shows, using Italian administrative data, that the average short-time work subsidy increases by 12 percent at the wage threshold. Yet, there is no sign of discontinuity at the threshold in the probability that a worker is put on short-time work, conditional on being employed by a firm using it (Panel C), nor in the share of potential working hours spent on short-time work conditional on being on reduced hours (Panel E).

Figure 3 also shows evidence of large moral hazard responses to unemployment insurance benefits in the same Italian context (Scrutinio 2018). In Italy, potential unemployment benefit duration is entirely based on age at layoff: workers fired before turning 50 are eligible for eight months of unemployment benefits, while workers fired after turning 50 can receive up to twelve months of benefits (Panel B). Panel D plots the density of layoffs by age in months and shows a sharp response to the increase in benefit duration at age 50, suggesting that workers manipulate their layoff date to obtain more generous benefits. Panel F shows that the average number of weeks on unemployment insurance—that is, the intensity of utilization—increases sharply from 23 to 31 weeks at the threshold (based on evidence from Scrutinio 2018).

---

7 Evidence from Germany shows that, during the Great Recession, the utilization of short-time work was concentrated among large firms hit by the trade collapse (Boeri et al. 2011). The extension of short-time work schemes to smaller firms during the COVID crisis, as well as the much larger scale of utilization of the program, may limit the applicability of evidence on moral hazard from the Great Recession to the COVID one.

8 Using data on firm balance sheets, Giupponi and Landais (2020b) show that in firms taking up short-time work, value-added per worker fell significantly, and by about the same magnitude as hours per worker. This indicates that reduction in hours upon take-up of short-time work is in large part a real response rather than a reporting response.

9 In Italy, the amount of short-time work subsidy received by the worker is equivalent to 80 percent of forgone earnings due to hours not worked, up to a cap established by law each year. For example, in 2021, workers with contractual monthly earnings above €2,159.48 can receive benefits up to €998.19. For those with contractual earnings above €2,159.48, the cap is €1,119.72.

10 The benefit amount is proportional to average wages earned in the three months before layoff up to a cap. Workers receive 60 percent of their average wage for the first six months, 50 percent for the following two months, and 40 percent for the remaining four months, if still eligible.
Figure 3

Short-Time Work versus Unemployment Insurance Generosity and Take-Up

A. Short-time work benefit schedule

B. Unemployment insurance duration schedule

C. Extensive margin response: probability of worker receiving short-time work

D. Extensive margin response: density of age at unemployment insurance benefit start

E. Intensive margin response: hours reduction (conditional on short-time work take-up)

F. Intensive margin response: duration of unemployment insurance receipt (conditional on take-up)

Note: The figure reports a set of regression-discontinuity graphs to illustrate the relationship between short-time work/unemployment insurance generosity and take-up. Left-hand side panels report evidence on short-time work, right-hand side ones on unemployment insurance and are based on Scrutinio (2018). Panel A shows the short-time work benefit schedule as a function of a wage threshold. The benefit amount is based on a 70 percent hour reduction and 2021 short-time work cap parameters. Panel C reports the probability for a worker to be put on short-time work in a given year (pooling years 2011–2014), conditional on being employed in a firm that uses short-time work in that year. Panel E reports the average number of hours a worker spends on short-time work per month (as a percent of total potential working hours), conditional on being on short-time work in that month. Panel B plots unemployment insurance potential benefit duration as a function of a worker’s age at layoff. Panel D reports the density of layoffs by age at layoff. Panel F shows the average duration of unemployment insurance in months, conditional on unemployment insurance take-up. Panels C–F are based on Italian Social Security data.
Rigidities or frictions to individual level bargaining within the firm may explain why short-time work take-up does not respond much to variation in the generosity of the subsidy at the individual level. These rigidities in turn can also rationalize why firms’ behavior is generally much more responsive to a variation in the firm’s rather than the worker’s side of the job surplus (Jäger, Schoefer, and Zweimüller 2019). Firms appear to be responsive to how social insurance programs like unemployment insurance or short-time work are financed: for instance, if unemployment insurance is funded by experience-rated premia on firms (that is, firms where more workers claim unemployment insurance pay somewhat higher premia), this tends to reduce layoffs significantly. Time-series evidence also suggests that the take-up of short-time work by firms declines significantly with the tightening of short-time work’s experience rating.

The last reason why the fiscal cost of short-time work appears limited, and probably the main reason for it, is that the fiscal cost of short-time work is of course endogenous to the generosity of unemployment insurance. If more generous short-time work prevents layoffs, these positive employment effects mechanically reduce the fiscal cost to the unemployment insurance system, as fewer workers end up collecting unemployment insurance. In turn, the more generous the unemployment insurance system relative to short-time work, the larger will such savings be for the government. This leads us to the central question: does short-time work effectively save jobs? If so, what are the welfare consequences?

**Short-Time Work and Job Destruction**

While both unemployment insurance and short-time work offer insurance against labor market shocks, they differ in a fundamental way. Short-time work seeks to preserve labor market matches by subsidizing jobs rather than job-seekers. In other words, short-time work, contrary to unemployment insurance, aims at reducing job separations. It is therefore critical to establish to what extent short-time work effectively saves jobs. Moreover, the social welfare impact of saving jobs will depend on whether separations are inefficiently high in recessions to begin with. So let us first review the evidence on the employment effects of short-time work, before delving into the reasons why layoffs may be inefficient and determining whether subsidizing labor hoarding may be socially desirable.

**The Employment Effects of Short-Time Work**

To determine whether short-time work saves jobs, a natural place to start is to leverage the large variation in short-time work usage during the COVID crisis across countries. Figure 4 provides such a macro perspective and shows the presence of a very robust negative correlation between the fraction of the working-age population that took up short-time work and the evolution of the non-employment rate during the crisis. One additional worker enrolling in short-time work is correlated with .27 fewer workers being non-employed. This strong correlation between employment and short-time work usage echoes time-series and cross-country evidence from previous recessions (for example, Van Audenrode
Going beyond such correlations is complicated, and direct causal evidence on the employment effects of short-time work is scant. The issue lies in the lack of credibly exogenous sources of variation in short-time work treatment across firms—an issue that will become even more acute for the current recession, as most countries have purposefully extended short-time work access to every firm. This situation severely complicates identification, with no obvious method to control for the selection of firms into short-time work.

Note: The figure reports a scatter plot of the relationship between the year-on-year change in the quarterly non-employment rate and in the rate of short-time work take-up at the country level. Data are not seasonally adjusted. To remove the seasonal component, we take the year-on-year change—i.e., for a given year-quarter YYQX, we apply the following transformation to the data:  $x_{YYQX} = x_{YYQX} - x_{(YY-1)QX}$. Short-time work take-up is computed as the ratio of the number of individuals in the program over the working-age population. For short-time work take-up in 2020 we take the variable in level as take-up was close to 0 in 2019. Outcomes are residualized against year-quarter fixed effects, the year-on-year change in the number of COVID cases (linear and quadratic), and in unemployment insurance take-up. The red line represents the linear fit. The figure reports the slope coefficient and associated standard error (in parentheses), clustered at the country level. Data on employment come from OECD. Data on short-time work and unemployment insurance take-up come from the OECD and national statistics (Scarpetta, Carcillo, and Hijzen 2022). Data on COVID cases come from the Johns Hopkins Coronavirus Resource Center. See online Appendix C for details on data sources and the construction of short-time work/unemployment insurance take-up.
Three recent papers focusing on the Great Recession do seek to address these selection problems and provide credible evidence of a positive, strong, and causal relationship between short-time work and employment. Looking at Swiss firms, Kopp and Siegenthaler (2021) compare firms whose short-time work application was granted to similar firms whose application was rejected. The unsuccessful establishments provide a valid counterfactual for the successful ones because approval practices across Swiss cantons are partly idiosyncratic. They find that short-time work prevented a large number of dismissals and significantly reduced the incidence of long-term unemployment.

Looking at French firms, Cahuc, Kramarz, and Nevoux (2021) use the proximity of a firm to other firms that used short-time work in the past as an instrumental variable for short-time work take-up during the Great Recession. As an alternative instrument, they use response-time variation in the administrative treatment of short-time work applications across French departments. They find large and significant employment effects of short-time work treatment.

Finally, looking at data from Italy, Giupponi and Landais (2020b) exploit plausibly exogenous variation in short-time work eligibility rules based on the interaction between industry and firm size. Their approach and main results are presented in Figure 5. The figure shows the evolution of the difference in short-time work take-up between eligible firms and similar counterfactual firms without access to short-time work, around the time of the Great Recession (blue diamonds). The evidence confirms that after the onset of the crisis, the take-up of short-time work among eligible firms surged quickly. The chart further reports the evolution of hours (red triangles) and total employment (purple circles) in eligible firms relative to counterfactual non-eligible firms. It demonstrates that short-time work had large and significant effects on firms’ employment at both the intensive and extensive margin. Compared to counterfactual firms, firms treated by short-time work experienced a 40 percent reduction in hours worked per employee, which was met by an increase of similar magnitude in the number of headcount employees. Consistent with the findings of Kopp and Siegenthaler (2021) using Swiss firms, further results show that the employment effects are mostly driven by a reduction in dismissals among firms that would otherwise experience mass layoffs. Interestingly, Giupponi and Landais (2020b) also find no effect of short-time work on the wages of incumbents nor on the wages of new hires.

The Welfare Value of Labor Hoarding Subsidies

Overall, short-time work does seem to preserve jobs. But why is that valuable? In other words, why are employment adjustments at the intensive margin (hours reduction) versus extensive margin (layoffs) not equivalent in terms of welfare?

Preserving job matches is valuable for at least three reasons. First, frictions in the labor market, as well as hiring and training costs, make it costly for firms to replace workers and for workers to change jobs. Second, workers may accumulate human capital that is specific to their job, and separations risk destroying this valuable source of idiosyncratic productivity. Finally, unemployment often entails long-run scarring effects for workers (as discussed, for example, by Sullivan and
As a consequence, we should observe significant labor hoarding: firms and workers should be willing to preserve matches when hit by negative shocks. But in practice, the socially efficient level of labor hoarding may not be achieved. Liquidity constraints are probably the most obvious and prevalent reason: during a shock, a firm may lack the funds necessary to pay wages and retain its workers. Giroud and Mueller (2017) document that, during the Great Recession, US firms facing higher liquidity constraints, as proxied by pre-crisis levels of leverage, were (all else equal) more likely to reduce employment in response to a consumer demand shock. Of course, employers could try to negotiate temporary wage or hours adjustments with their employees to deal with such liquidity constraints. But bargaining costs and commitment issues may often make such renegotiation impractical. Therefore, wage and hours rigidities may interact with liquidity constraints to amplify the employment response to negative shocks (Schoefer 2016; Jäger, Schoefer, and Zweimüller 2019). Finally, note that generous and imperfectly experience-rated unemployment insurance may also already distort workers’ and firms’ choices in favor of (socially inefficient) dismissals. As pointed out by Braun and Brügemann (2014), this interaction
between short-time work and the pre-existing distortions caused by unemployment insurance is critical to the welfare analysis of short-time work.

If separations are indeed inefficiently high during recessions because of liquidity constraints and other bargaining frictions, subsidizing labor hoarding can be efficient. Indeed, evidence from Giupponi and Landais (2020b) regarding Italian firms strongly supports this idea. It shows that liquidity-constrained firms, identified using various indicators from balance-sheet data, were much more likely to take up short-time work. Moreover, the treatment effects of short-time work were much more positive for these firms. The number of jobs saved per subsidized hour was significantly larger for them, and so was the effect of short-time work on the probability that the firm survived.

In sum, the liquidity constraint channel seems critical in explaining the excess sensitivity of employment adjustments to productivity shocks and supports the idea of having job match subsidies to correct for inefficiently high separations. Yet two important questions remain.

First, what is the welfare value of saving these jobs? The answer depends on the value of the surplus of the marginal job match saved: the larger the value of a match, the larger the positive welfare effect of preserving it. Unfortunately, this value is an object that is hard to fathom, let alone to measure precisely, and on which there is little consensus in the literature.

Second, why should short-time work be the only way to implement such subsidies? What about other policy instruments? A natural alternative instrument would be “recall” unemployment insurance, under which workers can return to their former employer after a spell on unemployment insurance, thus preserving the job match. But in practice, recall unemployment insurance entails much less commitment to preserving the job match. Furthermore, it lacks the flexibility to insure against partial reductions in hours, a flexibility which can prove effective in addressing financial constraints and in preserving employment. What about direct wage subsidies, or direct provision of liquidity with temporary loans, such as the Paycheck Protection Program in the United States? If liquidity constraints are in fact the main underlying source of inefficiency, tools addressing these financial constraints directly may be more appropriate than short-time work.

But even with these alternatives in mind, two arguments tend to support short-time work. The option of short-time work offers expediency: it can almost immediately provide the funds necessary to cover a firm’s payroll. In contrast, dedicated loan programs, as demonstrated by the experience of the US Paycheck Protection Program, can take more time to be activated and for funds to actually reach firms. Short-time work also may offer superior targeting, because it channels liquidity to firms that are willing to reduce their hours, which tends to be an effective screening mechanism. In practice, short-time work selects firms effectively hit by negative shocks, as measured by revenues, labor productivity, or the predicted probability to engage in mass layoffs (Giupponi and Landais 2020b; Kopp and Siegenthaler 2021). This screening property makes short-time work more effective than non-targeted wage subsidies, which can end up subsidizing a lot of non-marginal matches.
Reallocating in the Labor Market

Recessions are times of intense reallocation between workers and firms (Foster, Grim, and Haltiwanger 2016). They are also usually characterized by slackness in the labor market: many workers are searching for jobs while firms demand less labor and post fewer vacancies.

Both short-time work and unemployment insurance affect workers’ search effort and firms’ labor demand. To assess the social desirability of both programs, we must therefore also factor in how they impact labor market reallocation. We start by focusing on the effect of both social insurance schemes on the overall tightness of the labor market. We then delve into the impact of both policies on the optimal sorting of workers into firms in the labor market.

Social Insurance and the Tightness of the Labor Market

Reallocating in the labor market occurs as workers search for new jobs and firms hire new workers. When there are a lot of workers searching for jobs, it is easy for firms to hire new workers: the labor market is “slack,” which is good for firms, but bad for workers. When, to the contrary, there are a lot of vacancies but few workers searching for jobs, the labor market is “tight.”

Unemployment insurance and short-time work affect at the same time the aggregate search effort of workers and the incentives for firms to hire new workers: their overall effect on the tightness of the labor market is therefore a priori ambiguous. If generous unemployment insurance increases wages or if short-time work strongly reduces the need for new hires, more generous social insurance might strongly reduce the number of vacancies posted by firms and make the labor market even more slack in recessions, delaying recovery. To the contrary, if labor demand is rigid during recessions and the labor market exhibits job rationing, workers searching for jobs find themselves in a rat race. In such contexts, reducing search effort through more generous unemployment insurance or short-time work can benefit workers by increasing the tightness of the labor market (Landais, Michaillat, and Saez 2018b).

What do the data tell us about the overall effect of unemployment insurance and short-time work on equilibrium tightness? As a starter, we can again exploit the large variation in short-time work and unemployment insurance usage across countries and over time during the recent crisis. For this purpose, we built consistent measures of job-filling probabilities, using the ratio of hires to vacancies. These measures are direct proxies of the slackness of the market: the tighter the market, the harder it is for firms to hire workers, and the lower the job-filling probability as a result. We then correlate the change in job-filling probabilities with the change in short-time work and in unemployment insurance take-up across countries and across quarters during the current recession. Our results, reported in Figure 6, show that short-time work (Panel A) and unemployment insurance (Panel B) both seem negatively correlated with job-filling probabilities (or equivalently positively correlated with labor market tightness) in a recession, which is consistent with the presence of significant job rationing in downturns. The evidence suggests that increasing the
Cross-Country Correlation between Job-Filling Probability and Take-Up of Short-Time Work and Unemployment Insurance

**Panel A. Job-filling probability and short-time work take-up**

![Graph showing the relationship between residual change in job-filling probability and short-time work take-up.]

**Panel B. Job-filling probability and unemployment insurance take-up**

![Graph showing the relationship between residual change in job-filling probability and unemployment insurance take-up.]

**Note:** The figure shows how short-time work and unemployment insurance take-up during the COVID crisis correlate with tightness in the labor market. We use the vacancy-filling probability \( q(\theta) \) as a proxy for labor market tightness. The higher the vacancy-filling probability, the easier it is for firms to hire workers when opening a vacancy, and the slacker the labor market as a result. Both panels report scatter plots of the relationship between the quarter-on-quarter change in \( q(\theta) \) and in the rate of short-time work/unemployment insurance take-up at the country level. Data are not seasonally adjusted. To remove the seasonal component, we take the quarter-on-quarter change—that is, for a given year-quarter \( YYQX \), we apply the following transformation to the data: \( x_{YYQX}^{\prime} = x_{YYQX} - x_{YYQ(X-1)} \). Short-time work and unemployment insurance take-up are computed as the ratio of the number of individuals in the program over the working-age population. Outcomes are residualized against year-quarter fixed effects, the quarter-on-quarter change in the number of COVID cases (linear and quadratic), and in the take-up of the other policy instrument. The red line represents the linear fit. The figure reports the slope coefficient and associated standard error (in parentheses), clustered at the country level. Data for European countries come from the Job Vacancy Statistics and Labor Force Survey, and for the United States from the Job Openings and Labor Turnover Survey. For European countries, hires are proxied by recent job starters—i.e., individuals who reported having started their employment in the last three months before the interview. Job openings are restricted to the private sector. Data on short-time work and unemployment insurance take-up come from the OECD and national statistics (Scarpetta, Carcillo, and Hijzen 2022). Data on COVID cases come from the Johns Hopkins Coronavirus Resource Center. See online Appendix C for details on data sources and the construction of short-time work/unemployment insurance take-up.
generosity of short-time work or unemployment insurance in a recession can be an effective way of alleviating the search inefficiencies created by rat-race externalities. This cross-country evidence is corroborated by a stream of recent papers that identify the impact of social insurance on search externalities and equilibrium tightness using quasi-experimental designs. Lalive, Landais, and Zweimüller (2015) exploit a massive expansion in the generosity of unemployment insurance to a large subgroup of workers in Austria and show that non-eligible workers have significantly higher job finding rates, lower unemployment durations, and lower risk of long-term unemployment as a result. Marinescu (2017) uses job board data and exploits quasi-random variation in unemployment insurance expansions across US states during the Great Recession: she finds that unemployment insurance reduced search effort significantly but did not affect job vacancies, so that tightness went up significantly as a result. Marinescu, Skandalis, and Zhao (2020, 2021) exploit variation in unemployment insurance across US labor markets stemming from the CARES Act and Federal Pandemic Unemployment Compensation (FPUC). Using granular data from the online job platform Glassdoor, they show in both cases that increases in unemployment insurance generosity significantly increased labor market tightness. Finally, using exogenous variation across local labor markets in Italy in their exposure to short-time work, Giupponi and Landais (2020b) find that greater access to short-time work decreases the job finding probability in the labor market, but that the magnitude of the effect is small. Overall, these results confirm that both unemployment insurance and short-time work increase tightness during downturns, and the effect seems to be more pronounced for unemployment insurance.

Of course, the welfare consequences of increasing tightness depend on whether tightness is inefficiently low or high in recessions. Historically, labor markets tend to be very slack during downturns. Michaillat and Saez (2021) offer a general characterization as well as a measure of the efficient level of tightness in the United States. They find that the labor market has been particularly inefficiently slack during past recessions. The intuition is that the social cost of unemployment is very large relative to firms’ recruiting costs during downturns. Pushing tightness up and increasing the job-finding probability of workers is then socially desirable: the reduction in the social cost of unemployment greatly outweighs the increased costs of recruiting for firms.

However, evidence from the current crisis suggests that this time is different. Looking at the long-run evolution of the average vacancy-filling probability in the United States, it is striking to see that it has remained at a historic low during the crisis. Overall, this recession seems unique: it is a tight recession in the labor market.\footnote{For more information on labor market tightness during the pandemic, including figures showing the hires-to-vacancies ratio for the US and various European economies, see online Appendix D. In the US data, the brief surge in the second quarter of 2020 can be entirely explained by early recalls from unemployment.}

Can this sustained level of tightness actually be explained by the large expansion of unemployment insurance generosity and coverage in the United States at the onset of the COVID crisis? Would the situation be different if US policymakers had resorted more to short-time work, which seems to put less upward pressure
on tightness? When we consider comparable data for European countries, we find that they have also experienced what appears to be tight labor markets during the pandemic recession, which suggests that the mix of social insurance policies used during the COVID crisis is probably not responsible. But this pattern also implies that there is probably no need to push tightness further up going forward. Exploring the factors behind this uniquely high level of tightness during a slump is important to guide the policy response during the recovery.

**Slowing Down Reallocation across Firms and Sectors**

Recessions trigger shocks that are asymmetric across firms and sectors. As a result, significant reallocation usually follows in the labor market: workers move away from firms persistently hit by bad shocks and toward more productive job matches, a movement which enhances aggregate efficiency. In recent months, concerns have emerged again on the impact that higher social insurance might have on the pace of this sectoral and firm reallocation (for example, Barrero et al. 2021).

Both unemployment insurance and short-time work have the potential to hinder reallocation, although the mechanism by which they do so differs. In theory, unemployment insurance is a general brake to aggregate reallocation: by lowering the search effort of the unemployed, it can slow the pace at which workers who have been dismissed from lower productivity jobs may move to more productive matches. Short-time work is a specific brake to sectoral/firm reallocation: it discourages workers in firms/sectors that are hit by productivity shocks from reallocating to other firms/sectors by keeping them in their jobs. The extent to which this is problematic for aggregate productivity depends on whether the shock is temporary or permanent: if the shock is permanent, then short-time work may subsidize persistently unproductive matches and hinder reallocation towards more productive job matches.

How serious are these negative reallocation effects of unemployment insurance and short-time work in practice? Regarding unemployment insurance, we know surprisingly little on its overall impact on reallocation and aggregate efficiency in the labor market. For short-time work, evidence from Giupponi and Landais (2020b) on Italian firms sheds some interesting light on its impact on reallocation. It finds that short-time work tends to subsidize persistently low productivity matches, as low productivity firms tend to over-select into short-time work. Italian firms that were already below the median of labor productivity before the onset of the recession were twice as likely to select into short-time work during the Great Recession, and the employment effects of short-time work are also significantly lower for these low productivity firms. Furthermore, exploiting variation across local labor markets, they show that (exogenously) higher exposure to short-time work is significantly and negatively correlated with the employment growth of high productivity firms. In other words, high productivity firms have a harder time growing in a local labor market where low productivity firms have more access to short-time work. While this clearly supports the idea that short-time work slows down reallocation, the magnitude of the estimated effects remains small. However, the level of take-up of short-time work was also much smaller during the Great Recession than in the current crisis, and one
cannot exclude that short-time work may have much stronger negative effects on reallocation in the current recovery.

Further Externalities

Besides inefficient separations and reallocation frictions, it is worth pointing to a few further externalities with which short-time work and unemployment insurance may interact: aggregate demand externalities, fairness, and health.

A usual argument in favor of generous social insurance during recessions relates to their fiscal multiplier effects: unemployment insurance and short-time work transfer money to individuals who tend to have higher-than-average marginal propensities to consume. These high marginal propensities to consume, in turn, may help trigger positive aggregate demand externalities in a slump. A small literature has tried to embed social insurance into New Keynesian models to quantify the size of these multiplier effects (for example, McKay and Reis 2016; Michaillat and Saez 2019; Guerrieri et al. 2020; Kekre forthcoming). How large are these fiscal multiplier effects? Which program commands the larger fiscal multipliers: short-time work or unemployment insurance?

Unemployment insurance, as explained above, tends to insure individuals experiencing larger shocks with lower means to smooth consumption: this suggests that unemployment insurance recipients are likely to have larger marginal propensities to consume. But short-time work, by preserving employment and improving expectations regarding future employment and income, may reduce the need for precautionary savings and thus raise marginal propensities to consume compared to unemployment insurance.

The marginal propensities to consume of recipients of unemployment insurance are large, and significantly larger than those of employed people. Comparing the same individuals over time in Sweden, Landais and Spinnewijn (2021) find that the marginal propensity to consume is around 25 percent higher when unemployed than employed. But much less is known on the marginal propensities to consume of individuals on short-time work. We looked at the data from the German High-Frequency Online Personal Panel Survey (HOPP) mentioned earlier, and elicited marginal propensities to consume following the approach of Jappelli and Pistaferri (2014). We find that the marginal propensities to consume of German short-time work recipients was slightly larger than that of employed workers, but smaller than that of unemployment insurance recipients.\(^\text{13}\)

However, moderate differences in marginal propensities to consume between unemployment insurance and short-time work recipients are unlikely to translate into sizeable differences in aggregate demand externalities between these two policies, because the fraction of the labor force receiving unemployment insurance or short-time work is small relative to the size of the employed population. For that

\(^{13}\) For details and additional discussion, see online Appendix Table B1.
reason, simulations such as in McKay and Reis (2016) suggest that, quantitatively, the stabilization effects of these forms of social insurance are small and second-order.\footnote{For social insurance to have large multiplier effects, it would need to have a strong effect on the consumption behavior of the large population of the employed as well. But in practice, the precautionary savings channel (by which employed individuals save less when they have access to more generous social insurance against labor market shocks) seems too small to sustain large aggregate demand externalities.}

Fairness appears to be an important institutional tenet in European labor markets (Saez, Matsaganis, and Tsakloglou 2012; Goldschmidt and Schmieder 2017; Saez, Schoefer, and Seim 2019). Fairness concerns suggest that short-time work may prove a more equitable way to insure against labor market fluctuations. If firms avoid layoffs and instead reduce hours of work per worker, the costs of recessions are less concentrated on a small number of workers who suffer large losses in income and other job-related benefits. Interestingly, this argument is often mentioned in the policy debate in countries with strong short-time work programs.

Finally, in the current pandemic, the ability granted by short-time work to flexibly reduce hours of work and keep workers away from the workplace may have had positive health externalities by reducing the spread of the virus.

**Conclusion**

While very little was known about short-time work schemes and their potential welfare effects, this did not prevent European policymakers from resorting to them aggressively during the COVID crisis. The evidence gathered in this paper and summarized in Table 1 shows they probably did the right thing. The value of insurance provided by short-time work transfers is clearly lower than that of unemployment insurance benefits, but the moral hazard they entail seems more limited than for unemployment insurance, especially when experience-rating of social insurance is limited. Importantly, recent evidence confirms that short-time work can be an efficient and expedient way to attenuate the social costs created by “excess” layoffs in recessions.

But while the policy debate has tended to discuss a choice between short-time work and unemployment insurance, this paper has revealed two important points. First, the frontier between unemployment insurance and partial unemployment or short-time work policies can often be quite tenuous. In other words, in certain circumstances, unemployment insurance schemes can be made to mimic the functioning of short-time work or furlough schemes by maintaining important ties between the unemployed and their employers.

Second, far from being substitutes, these two types of policies exhibit strong complementarities. Unemployment insurance and short-time work do not insure the same types of workers nor the same labor market risks. They do not distort the same margins of behaviors. There are important fiscal spillovers between the two programs, as more generous short-time work reduces the risk of layoffs. Their effects on reallocation in the labor market are also complementary. Short-time work...
is an efficient policy to deal with temporary shocks, while unemployment insurance can take care of shocks that end up being more persistent. In countries with already generous unemployment insurance and/or strong employment protection, like European countries, strong cyclical short-time work programs are therefore a valuable complement to unemployment insurance as a policy response to recessions. And, in general, having both programs is a great way to handle any type of recession in the labor market. In other words, we should insure workers and jobs during recessions.

But this paper has also emphasized that social insurance critically interacts with equilibrium in the labor market, with important consequences for reallocation and efficiency. On this front, much more research needs to be done. As the current crisis seems to be unique in maintaining high tightness in the labor market, a better understanding of how unemployment insurance and short-time work affect reallocation will be key to determine the optimal policy path for the recovery. Attention should in particular be devoted to determining how unemployment insurance and short-time work should be coordinated with other instruments, such as hiring subsidies, in order to boost labor demand and prevent reallocation issues.
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The $800 Billion Paycheck Protection Program: Where Did the Money Go and Why Did It Go There?

David Autor, David Cho, Leland D. Crane, Mita Goldar, Byron Lutz, Joshua Montes, William B. Peterman, David Ratner, Daniel Villar, and Ahu Yildirmaz

In the early weeks of the COVID-19 pandemic, many small businesses in the United States were in precarious financial condition: revenues had plunged, access to credit was in many cases inadequate or absent, and large-scale layoffs and closures had already occurred (Bartik et al. 2020a, b). The potential consequences of widespread business failure were not confined to business owners. Since approximately 47 percent of US workers were employed by small businesses prior to the pandemic (SBA 2019), these closures held the potential for vast job loss. Over the longer term, widespread firm closures could slow the subsequent economic recovery by destroying intangible firm capital, liquidating high quality worker-firm matches, and forcing the costly reallocation of physical capital.

To aid these distressed businesses, Congress enacted the Paycheck Protection Program (PPP), which provided uncollateralized, low-interest loans of up to $10 million to firms with fewer than 500 employees—loans that were forgivable on the condition that recipient firms maintained employment and wages at close
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to pre-crisis levels in the two to six months following loan receipt. The scale of the aid provided was extraordinary. By the time the program concluded in mid-2021, around $800 billion in loans had been extended. Despite facing initial capacity constraints, the Paycheck Protection Program was notably successful in distributing a vast number of loans in short order: the take-up rate among eligible firms was 94 percent. Crucial to this rapid rollout was the decision to enlist the private sector to oversee the origination of all PPP loans, with the Small Business Administration (SBA) serving as the guarantor.

The Paycheck Protection Program was ultimately comparable in size to the two other major federal transfer programs enacted in response to the pandemic: expenditures on household payments—that is, stimulus checks—were around $800 billion; and expenditures on expanded unemployment benefits totaled roughly $680 billion under the Federal Pandemic Unemployment Compensation program (FPUC), Pandemic Unemployment Assistance program (PUA), and Pandemic Emergency Unemployment Compensation (PEUC) (CRFB 2021). As another standard of comparison, each of these three programs was roughly comparable in size to the entire American Recovery and Reinvestment Act of 2009 (ARRA), the principal fiscal stimulus enacted in response to the Great Recession of 2007–2009.

This paper explores who ultimately benefited from those $800 billion in Paycheck Protection Program loans: concretely, where did the money go and why did it go there? We provide an answer in three steps. First, we consider how PPP funds flowed to three proximate sets of actors: workers who otherwise would have been laid off; creditors and suppliers of PPP-receiving businesses (for example, landlords, and utilities) who would otherwise not have received payments; and windfall transfers to PPP-recipient businesses (owners and shareholders) that would have maintained employment and met other financial obligations absent the PPP. Second, we calculate how these recipients were distributed across the household income distribution. Finally, we compare this allocation of funds to the household incidence of the two other major federal pandemic transfer programs: unemployment assistance and direct household payments. Our analysis combines lessons from existing research, including some of our own, and also presents new analysis using anonymized and aggregated payroll data from the private firm ADP, which processes payrolls for over 26 million individual workers in the United States per month.

The Paycheck Protection Program had measurable impacts. It meaningfully blunted pandemic job losses, preserving somewhere between 1.98 and 3.0 million job-years of employment during and after the pandemic at a substantial cost of $169,000 to $258,000 per job-year saved. PPP also reduced the rate of temporary closures among small firms, though it is less clear whether it reduced permanent closures. The majority of PPP loan dollars issued in 2020—66 to 77 percent—did not go to paychecks, however, but instead accrued to business owners and shareholders. And because business ownership and share-holding are concentrated among high-income households, the incidence of the program across the household income distribution was highly regressive. We estimate that about
three-quarters of PPP benefits accrued to the top quintile of household income. By comparison, the incidence of federal pandemic unemployment insurance and household stimulus payments was far more equally distributed.

Ironically, the program feature that arguably made the Paycheck Protection Program’s meteoric scale-up possible is also the feature that made it potentially the most problematic: the program was essentially untargeted, aside from excluding firms with more than 500 workers (a rule further relaxed for some sectors). Small firms merely needed to attest that they were “substantially affected by COVID-19” to qualify, and almost all did so. Evidence strongly suggests that the program did not ultimately differentiate among firms or geographic areas according to need. This near absence of targeting virtually guaranteed that a large fraction of the first two tranches of $525 billion in PPP loan dollars went to businesses that would have remained viable and retained their employees even absent PPP. Perhaps recognizing this program limitation, Congress explicitly targeted the final tranche ($285 billion) of PPP loans in 2021 toward firms that had experienced revenue losses.

The Paycheck Protection Program’s meteoric scale-up, its lack of targeting, and its highly regressive incidence reflect a key tradeoff that policymakers faced in March 2020 when crafting an emergency pandemic business loan program under severe time constraints: a lack of existing administrative infrastructure for overseeing large-scale, targeted federal support to US small businesses. Congress accordingly authorized the Small Business Administration (SBA) to harness the private sector to originate forgivable PPP loans and stipulated only a few coarse limitations on which firms could receive loans. These decisions rapidly opened the PPP floodgates to essentially all firms with fewer than 500 employees. Had policymakers instead insisted on better targeting, this would have likely substantially slowed aid delivery and reduced program efficacy. A key takeaway from the PPP experience is that building administrative capacity now would enable greatly improved targeting of either employment or business liquidity when the next pandemic or other large-scale economic emergency occurs, as it surely will.

The Basics

The Paycheck Protection Program sought to issue forgivable loans to small firms facing financial distress. Businesses were permitted to draw PPP loans worth up to ten weeks of payroll costs—including wage and salary compensation not to exceed $100,000 per worker, as well as paid leave, health insurance costs, other benefit costs, and state and local taxes—with a maximum loan size of $10 million dollars.

---

1 The Paycheck Protection Program was one of four large government direct-lending programs introduced during the pandemic; the other three programs were the Main Street Lending Program, Corporate Credit Facilities, and Municipal Liquidity Facility. These programs jointly covered a large swath of the US economy (Decker et al. 2021).
Although the Small Business Administration issued the loan guarantees and would ultimately determine whether loans would be forgiven, PPP loans were processed and delivered through the nation’s banking system.

The program received three tranches of funding. The Coronavirus Aid, Relief, and Economic Security Act of 2020 (CARES) established the Paycheck Protection Program and provided $350 billion in appropriations on March 27, 2020. Subsequently, the Paycheck Protection Program and Health Care Enhancement Act, which passed on April 24, 2020, provided an additional $320 billion in appropriations. A third tranche of $285 billion was signed into law on December 27, 2020, as part of the Consolidated Appropriations Act of 2021. Finally, early on in the pandemic, the Federal Reserve introduced the Paycheck Protection Program Liquidity Facility (PPLF) to bolster the ability of the banking system to provide PPP loans (Anbil et al. 2021).

Loans from the first two tranches were issued in 2020 and available to firms meeting the definition of a small business in the Paycheck Protection Program. In most industries, but not all, this required having fewer than 500 employees. The third tranche provided loans to firms in 2021 that had not previously taken out a PPP loan. It also provided “second draw” loans for firms that had already taken out a PPP loan, had fewer than 300 employees, and had experienced a significant revenue loss in 2020. About 75 percent of the third tranche of funding went to second-draw loans.

While the moniker Paycheck Protection Program suggests that the program was focused solely on employment, the criteria for loan forgiveness reveal another complementary goal: providing firms with liquidity to meet non-compensation obligations to creditors (like suppliers, banks, and landlords). Businesses had to do four things to qualify for PPP loan forgiveness: 1) spend at least 60 percent of the loan amount on payroll expenses; 2) spend (at least) the full loan amount on total qualifying expenses, including payroll, utilities, rent, and mortgage payments; 3) maintain average full-time equivalent employment at its pre-crisis level; and 4) maintain employee wages at no lower than 75 percent of their pre-crisis level. These criteria applied to a “covered period” that started on the date of loan disbursement and ran for 8 to 24 weeks, with the interval at the firm’s discretion.

If these criteria were not met, the Small Business Administration offered alternative routes to forgiveness. Businesses could exercise a “safe harbor” option to meet the employment and wage criteria by restoring their full-time equivalent employment and wage rates to their pre-COVID level by the end of 2020 (or by the end of the covered period for loans issued in 2021). A second safe harbor absolved firms of the need to restore full pre-pandemic employment levels if they could document in “good faith” that other pandemic provisions (for example, lockdowns) made it infeasible to return to full business activity. These safe harbor provisions made the employment criteria far less onerous. Moreover, firms that did not meet all criteria could also receive partial loan forgiveness. As of late 2021, 94 percent of PPP loans issued in 2020 had applied for forgiveness and virtually all such applications had been approved by the Small Business Administration (SBA 2021).
One reason that almost all firms were able to meet these criteria is that they were retroactively loosened in June 2020, well after most PPP loans were issued (the discussion above pertains to the revised rules). Adding to the windfall, Congress amended the tax treatment of PPP loans in January 2021 to enable businesses to claim deductions for expenses paid with PPP loans (for example, wages, rent, utilities, etc.) without treating PPP loans as taxable business revenue. This retroactive change, which cost the Treasury an estimated $100 billion in foregone tax revenue, effectively allowed some firms to pay a negative tax rate on PPP income (Harney and Mott 2021). For simplicity, our primary distributional accounting exercise below does not adjust for the additional tax subsidy provided to PPP recipients through this provision, though we briefly estimate its distributional implications—which are highly regressive.

A Timeliness versus Targeting Tradeoff

Fiscal interventions during economic downturns are often judged based on whether they are targeted, timely, and temporary (Elmendorf and Furman 2008). The Paycheck Protection Program was clearly temporary. How did it do on the other two T’s?

Timeliness

The program deserves high marks for timeliness. When the pandemic began, no existing federal program had the scale to quickly distribute hundreds of billions of dollars to small businesses. The only other possible mechanism seemed to be state unemployment insurance systems (Bernstein and Rothstein 2020), but these systems struggled to handle the flood of initial unemployment insurance claims, and struggled further when tasked with distributing the enhanced unemployment benefits provided by the Coronavirus Aid, Relief, and Economic Security Act of 2020. It seems unlikely that state unemployment insurance systems could have handled an additional novel burden (Hubbard and Strain 2020).

Despite these obstacles, the Paycheck Protection Program succeeded in delivering a staggering sum of money over a two-month period in spring 2020. This can be seen in Table 1. As shown in column 3 of panel A, $505 billion in first draw loans were issued to firms with fewer than 500 employees (column 3) and all but 7 percent of these were issued in 2020 (column 6). A very large share of these loans were issued in April and May (not shown). Finally, the memo lines show that non-employer businesses—for example, the self-employed—received $43 billion in first draw loans and employers with more than 500 employees received a relatively small $18 billion.

One emblem of the Paycheck Protection Program’s success is its market penetration, which we define as the employment-weighted share of firms that received PPP loans and will refer to as the takeup rate. We make use of loan-level data from the PPP on the size of each firm that received a PPP loan, along with publicly available employment data from the Census Bureau’s Statistics of US Businesses
### Table 1

**PPP Loans by Employer Size**

<table>
<thead>
<tr>
<th>Employer size (1)</th>
<th>Employment share (2)</th>
<th>Loan $ (billions) (3)</th>
<th>Share of $ (4)</th>
<th>Take-up rate (5)</th>
<th>% of $ received in 2020 (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. First draw loans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–4</td>
<td>10%</td>
<td>44</td>
<td>9%</td>
<td>81%</td>
<td>84%</td>
</tr>
<tr>
<td>5–9</td>
<td>11%</td>
<td>54</td>
<td>11%</td>
<td>98%</td>
<td>93%</td>
</tr>
<tr>
<td>10–49</td>
<td>35%</td>
<td>182</td>
<td>36%</td>
<td>99%</td>
<td>96%</td>
</tr>
<tr>
<td>50–149</td>
<td>23%</td>
<td>122</td>
<td>24%</td>
<td>97%</td>
<td>98%</td>
</tr>
<tr>
<td>150–299</td>
<td>13%</td>
<td>64</td>
<td>13%</td>
<td>91%</td>
<td>98%</td>
</tr>
<tr>
<td>300–499</td>
<td>9%</td>
<td>40</td>
<td>8%</td>
<td>87%</td>
<td>97%</td>
</tr>
<tr>
<td>1–499</td>
<td>100%</td>
<td>505</td>
<td>100%</td>
<td>94%</td>
<td>93%</td>
</tr>
<tr>
<td><strong>Memo:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-employers</td>
<td>–</td>
<td>43</td>
<td>–</td>
<td>–</td>
<td>25%</td>
</tr>
<tr>
<td>Employers 500+</td>
<td>–</td>
<td>18</td>
<td>–</td>
<td>–</td>
<td>93%</td>
</tr>
<tr>
<td><strong>B. Second draw loans</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–4</td>
<td>10%</td>
<td>17</td>
<td>9%</td>
<td>30%</td>
<td>–</td>
</tr>
<tr>
<td>5–9</td>
<td>11%</td>
<td>25</td>
<td>13%</td>
<td>43%</td>
<td>–</td>
</tr>
<tr>
<td>10–49</td>
<td>35%</td>
<td>87</td>
<td>46%</td>
<td>45%</td>
<td>–</td>
</tr>
<tr>
<td>50–149</td>
<td>23%</td>
<td>45</td>
<td>24%</td>
<td>34%</td>
<td>–</td>
</tr>
<tr>
<td>150–299</td>
<td>13%</td>
<td>14</td>
<td>8%</td>
<td>29%</td>
<td>–</td>
</tr>
<tr>
<td>300–499</td>
<td>9%</td>
<td>1</td>
<td>0%</td>
<td>3%</td>
<td>–</td>
</tr>
<tr>
<td>1–499</td>
<td>100%</td>
<td>189</td>
<td>100%</td>
<td>34%</td>
<td>–</td>
</tr>
<tr>
<td><strong>Memo:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-employers</td>
<td>–</td>
<td>11</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Employers 500+</td>
<td>–</td>
<td>0.2</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

**Source:** Authors’ analysis of Census Bureau Statistics of US Businesses (SUSB) 2018, BLS BED, and SBA PPP data.

**Note:** Panels A and B reflect data on employer businesses. The main panels exclude loans to the self-employed, sole proprietors, independent contractors, and single-member LLCs with only one reported job because non-employers are excluded from the SUSB data used to calculate the denominator of the takeup rates displayed in column 5. The roughly 4.6 million non-employer loans (constituting about 8 percent of total loan dollars) are reported in the first memo lines of each panel. As PPP loan-level data censor firm size at 500, in the main panels of the table we restrict attention to loans to businesses smaller than 500; loans to businesses reported as having 500 employees in the PPP loan-level data are reported in the second memo line of each panel. Loans to businesses in Guam, Puerto Rico, and the Virgin Islands are excluded. Loans to businesses in the following NAICS industries are excluded as they are out of scope for the SUSB data used in columns 2 and 5: 111, 112, 482, 491, 525110, 525120, 525190, 525920, 541120, 814, and 92.

(SUSB). SUSB data provide total employment for a number of categories of firm size which we use to form the rows of Table 1. For each size category, the takeup rate is the ratio of the total number of employees at PPP-receiving firms from the PPP loan data divided by total employment from SUSB. For example, in the PPP loan data, in the size bin 10–49, there were 1.3 million first-draw loans to firms with a total of 21.4 million employees over 2020 and 2021. In the aggregate, the SUSB data from 2018 (the latest available) report that there were 21.4 million employees in firms with between 10 and 49 workers; accounting for the growth
of employment between 2018 and before the pandemic, aggregate employment between 10 and 49 was 21.7 million. Thus, the takeup rate in this group is 99 percent (21.4 million/21.7 million), as given in column 5. We note that these estimated takeup rates are constrained by significant data limitations in determining the set of firms eligible for a PPP loan, inaccuracies in the reporting of firm size in PPP loan-receipt data, the possibility of fraudulent loans, and other measurement issues. (See the online Appendix, available with this article at the JEP website, for further details on the methodology underlying Table 1, as well as additional information on the subsequent analysis in this paper.)

Overall, we estimate that 94 percent of employers with fewer than 500 employees took up a Paycheck Protection Program loan; consistent with this high takeup rate, the distribution of loan dollars is tightly in line with employment shares—compare columns 2 and 4. Indeed, the fact that the second tranche of PPP funding concluded without exhausting all available funds suggests that the program had achieved something close to saturation in its first five months of operation. While near-universal participation in a government program is not altogether surprising since the program in most cases constituted a pure cash transfer, it is nevertheless a substantial administrative accomplishment: merely handing out $500 billion dollars in two months takes many hands. As noted above, this accomplishment would likely have been infeasible had Congress not authorized the Small Business Administration to enlist the private banking sector to issue PPP loans.

The early rollout of the Paycheck Protection Program in April and May 2020 did, however, stumble on two hurdles. First, initial demand for loans significantly exceeded the ability of banks to deliver them. In the face of these capacity constraints, banks appear to have prioritized firms with which they had a preexisting relationship (Amiram and Rabetti 2020; Cororaton and Rosen 2021; Joaquim and Netto 2021; Granja et al. 2020; Li and Strahan, 2020). Larger firms, which tend to have ongoing banking relationships, accessed PPP funds sooner than smaller firms on average. Moreover, as most small business lending is sourced from local banks (Brevoort et al. 2010), the aptitude and willingness of local banks to process loan applications generated significant geographic heterogeneity in the initial distribution of loans (Bartik et al. 2021; Li and Strahan 2020).

The second hurdle was the significant uncertainty and confusion among businesses and banks over the specifics of the program, particularly over whether the loans would be forgiven. For example, in April 2020, the Small Business Administration announced that publicly traded companies were unlikely to satisfy the required good faith certification of need for a loan from the Paycheck Protection Program and stipulated a time window in which firms could return loans. Simultaneously, the Treasury Department announced that loans in excess of $2 million would be subject to review and warned of possible criminal charges for those who failed the review. These issues were resolved over the course of several months. By the second round of funding, confusion about eligibility and forgiveness terms had abated. Meanwhile, initially underperforming banks upped their loan tempo, and non-banks stepped into fill gaps in local loan provision (Granja et al. 2020; Erel
By July 2020, virtually all firms that would access a PPP loan in 2020 had done so.

The delay in delivering funds in April and May 2020 had real consequences. Doniger and Kay (2021) and Kurmann et al. (2021) find that loans received even a little earlier had a more pronounced effect on employment than those issued a bit later. Meanwhile, as we show below, the third tranche of loans, which did not go out until 2021, had no discernible effect on employment, perhaps because this tranche was issued when the labor market was already rapidly recovering.

Targeting

The rapid, near-universal takeup of Paycheck Protection Program loans in 2020 is inseparable from the reality that the program was essentially untargeted. That takeup was around 94 percent of all small businesses means that loans reached the most and least distressed firms—and all those in between—in nearly equal proportions. This observation helps to explain why there is little geographic correlation between the size of the initial COVID local economic shock, prior to PPP’s passage, and subsequent PPP participation (Granja et al. 2020).

Around $200 billion in so-called second draw loans were issued in 2021—see column 3 of Table 1, panel B. Unlike the first two tranches of Paycheck Protection Program funds, these loans were explicitly targeted at firms that had experienced significant revenue losses over the course of the pandemic (and had already received a first PPP loan). We find a much higher correlation between PPP loan volumes and state-level employment declines for loans issued in 2021 than those issued in 2020 (see online Appendix Figure B.1), suggesting that this targeting was more than nominal. Nevertheless these loans do not appear to have boosted employment, as we show below.

What Did the Paycheck Protection Program Accomplish?

Supporting Employment

A first step in calculating where the Paycheck Protection Program money went is to determine what fraction of funding went to paychecks that would otherwise not have been paid. Because PPP was ultimately taken up by almost all small businesses, we lack an ideal control group for making experimental comparisons. Nevertheless, a burgeoning literature, our own analysis included, indicates that PPP substantially boosted payroll employment.

The simplest and arguably most credible—though not necessarily most complete—method to assess the employment effects of the Paycheck Protection Plan is to compare the trajectory of employment at firms below the 500-employee initial-eligibility threshold to employment at ineligible firms above this threshold during the course of the pandemic. Figure 1—which is similar to our analysis in Autor et al. (2020)—presents this comparison using ADP payroll data. Employment is indexed to each firm’s average level of employment in February 2020.
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(immediately before the pandemic) for two employment size classes: 401–500 employees (in blue) and 501–600 employees (in red). Employment declines in parallel for these groups of firms at the start of the crisis. Following the launch of PPP, these trends diverge, with employment at firms that are likely eligible for PPP loans (401–500 employees) falling by substantially less than employment at firms that are likely ineligible (501–600). Approximately a month after the start of the PPP, employment had fallen by approximately 4 percent less at likely-eligible firms than at likely-ineligible firms. In the months thereafter, employment levels relative to baseline at likely-eligible and likely-ineligible firms gradually converged, with the difference falling to less than 2 percent by the start of July 2020. It disappeared altogether by September 2020.

Our formal econometric analysis of the employment effects of the Paycheck Protection Program in Autor et al. (2020) exploits this comparison of firms above versus below the size eligibility threshold, while additionally controlling for the differential impact of the pandemic across industries and states. After accounting for the fact that not all eligible firms received a loan, particularly in the initial months of the program, we estimate that taking out a PPP loan boosted firm employment by between 4 and 10 percent in mid-May and by 0 to 6 percent by the
Our best evidence is that about 2.97 million jobs per week were preserved by the Paycheck Protection Program in the second quarter of 2020, and 1.75 million jobs per week were preserved in the fourth quarter. Chetty et al. (2020) and Hubbard and Strain (2020) conduct similar analysis exploiting the eligibility size threshold, using non-ADP data sources, and reach broadly similar conclusions. Assuming that the employment effect declines linearly from its peak in May 2020 to zero by June 2021 implies that PPP saved 1.98 million worker years of employment at the very substantial cost of $258,000 per worker-year retained.

These estimates based on eligibility thresholds are subject to an important caveat: because they focus on firms just above and below the 500 employee size-eligibility threshold for Paycheck Protection Program loans, they may not capture the effect of such loans on smaller firms. If smaller firms are more liquidity constrained and hence more likely to shrink or shut down during the pandemic (Chodorow-Reich et al. 2021), the threshold-based estimates will likely underestimate the effects of PPP at these firms and, by implication, understate the full effect of PPP.

To develop causal effect estimates that cover a broader set of treated firms, a number of papers exploit an event-study approach that compares employment at firms receiving a loan early in the program period to employment at firms receiving a loan later. This approach potentially captures the effect of PPP loans on small firms that are well below the eligibility threshold, though it comes at a cost of focusing only on the early months of the program, before most firms had taken loans.

We complement existing event-study estimates using the vast ADP database, which offers substantial precision and a sample frame identical to that used for the size-threshold analysis above. To implement the event-study using the timing of loan takeup, we merge PPP loan-level data from the Small Business Administration to our sample of employers from ADP. This provides the precise date of PPP loan approval for each matched firm within a sizeable sample of firms with fewer than 50 employees.

Figure 2 presents our timing-based estimates which trace out the effect of receipt of a Paycheck Protection Program loan on employment at firms with fewer than 50 employees. The employment trend prior to loan approval is roughly

---

2 Adjusting for incomplete takeup means rescaling our Intent-to-Treat (ITT) estimates by the takeup rate to obtain Treatment-on-the-Treated estimates (TOT).

3 Papers using the event-study approach obtain a range of employment effect estimates. The first to employ this approach, Granja et al. (2020), finds aggregate employment effects that are comparable to those found by the eligibility threshold papers. Estimates in Li and Strahan (2020) imply a much smaller boost to employment, however, while those in Bartik et al. (2021), Doniger and Kay (2021), Faulkender et al. (2020), and Kurmann et al. (2021) point toward a larger employment effect.

4 A rapidly growing literature—for example, Goodman-Bacon (2021), Callaway and Sant’Anna (2020), Sun and Abraham (2020)—highlights the problems that arise in event-study estimates when the magnitude of the treatment effect is correlated with the timing of treatment. We resolve this issue using the approach proposed by Sun and Abraham (2020): we estimate and then average separate treatment effects for each of the first eleven cohorts of borrowers, where cohort refers to week of loan issuance, while using the final seven cohorts as a comparison group. We choose the final seven cohorts to ensure a sufficient sample size. Using only those firms receiving a PPP loan in the final week of the program yields qualitatively similar results.
flat and about equal to zero, but begins rising on loan approval. Five weeks later, employment is roughly 12 percent higher, where it remains through the close of

We estimate the following specification:

\[ y_{it} = \alpha + \sum_{c \in T} \sum_{g=-8}^{11} (\beta_{c,g} \cdot PPP_{g,i,t}) \cdot D_c + \theta_{j,t} + \theta_{s,t} + \epsilon_{it}, \]

where \( y_{it} \) is total employment for firm \( i \) at week \( t \) indexed to equal 1 in February of 2020, \( \theta_{j,t} \) is a vector of NAICS 3-digit industry-by-week \( t \) fixed effects, \( \theta_{s,t} \) is a set of state-by-week \( t \) fixed effects, and \( PPP_{g,i,t} \) is a dummy variable equaling one if firm \( i \) at time \( t \) was approved for a PPP loan \( g \) weeks ago; \( g = 0 \) denotes the week of approval and the week prior to approval \( (g = -1) \) is the omitted category. \( D_c \) is a dummy variable denoting the week of PPP receipt for each cohort in the treatment set \( T \) (the first week through the eleventh week of the program). For additional details of how we implement the equation, see the online Appendix.

Figure 2
Event-Study Employment Effects at Firms Sized 1–49

Source: Authors’ analysis of SBA and ADP data using Sun and Abraham (2020) “eventstudyinteract” STATA implementation.
Notes: Estimates from Sun and Abraham (2020) event-study interaction estimator on the sample of loan-matched ADP firms with between 1-49 employees where firm size is defined using the average size in February 2020. The outcome variable—firm-level employment—is indexed to equal 1 in February 2020. The estimates are weighted by each firm’s employment as of February 2020 and include controls for 3-digit industry-by-week and state-by-week fixed effects. Standard errors are clustered at the 3-digit industry. All points to the right of the solid line represent post-treatment periods. Alternatively, accounting for the biweekly pay schedule of most ADP employers, and the back-filling used to establish start dates, all periods to the right of the dashed line can be viewed as post-treatment. See online Appendix Section D.4 for more details.
the outcome window. The relatively flat pre-trend centered around zero, and the sharp upward break after approval, are consistent with the interpretation that we are detecting a causal effect of PPP loans on small firm employment. We emphasize that these results indicate that small firms shrank relatively less after receiving a PPP loan as compared to firms not yet receiving a loan—not that their employment rose during the pandemic. The fact that the estimated effect on small firm employment is roughly twice as large as what we estimate for larger firms supports the view that smaller firms received a bigger employment boost from PPP.

Combining the results from Autor et al. (2020) for larger firms with the smaller firm results in Figure 2, we estimate that PPP loans originating in 2020 preserved about 3.0 million job-years at an average cost of $169,300 per job-year saved. We use this result below when calculating the share of PPP funds that accrued to paychecks.

While our findings in Figures 1 and 2 capture the employment effects of loans issued in 2020 from the first two tranches of PPP funding, we know of no similar evidence on the consequences of the third major tranche of $278 billion in PPP loans issued in 2021. To complete this picture, we estimate difference-in-difference threshold eligibility results analogous to those in Autor et al. (2020) for the second draw PPP loans which constituted the majority of third tranche loans issued in 2021 (comparing employment at firms above and below the 300 worker eligibility threshold for second draw loans).

Despite seemingly better targeting than the 2020 loans, we find no evidence in Figure 3 that the 2021 second-draw loans boosted employment, perhaps because they were issued too late to be relevant, after the economic recovery was well underway. If this interpretation is correct, it affirms that Congress was wise to prioritize speed over precision in dispatching the initial two tranches of PPP loans.

Preventing Firm Exits

The spike in business closings during the COVID pandemic was historic. The Business Employment Dynamics database collected by the Bureau of Labor Statistics finds that employment at closing firms, which hovered at about 1 million worker per quarter for the last three decades, spiked to 2.1 million workers in the second quarter of 2020. Evidence in Crane et al. (2020) and Kurmann et al. (2021) corroborates these trends using a number of alternative indicators, including data from ADP.

A key justification for the Paycheck Protection Program was to prevent a contagion of business closures that would cause longer-term economic damage (Hubbard and Strain 2020). Business deaths—as distinct from business contractions and temporary closures—may potentially produce lasting economic harm not only by forcing the costly reallocation of physical capital, but also by permanently destroying worker-firm relationships and the associated match-specific capital (Farooq et al. 2020). Indeed, the prevalence of recall hires—as opposed to new hires—when firms rebound from contractions underscores the importance of match-specific capital to both employers and employees (for example, Fujita and Moscarini 2017).

We can observe the importance of firm closures for employment losses during the pandemic in the ADP data. Figure 4 groups firms into size classes based on their
February 2020 (pre-pandemic) employment and reports the share of their original employment that is lost due to firm shutdowns in each week between February and December 2020. Shutdowns are heavily concentrated among small firms: fully 10 percent of employment at firms that had 1–50 employees in February 2020 was lost due to shutdowns by early April 2020. For firms with more than 50 workers, these losses were only one-tenth to one-third as large. (We note that the general upward slope of the series in this figure is expected since some fraction of firms inevitably closes each year.)

We define a firm as shutdown if it has no paid employment in a given week. Although we cannot definitively determine whether firms that appear to be shutdown in the ADP data have shuttered business or rather stopped utilizing ADP’s payroll services, we expect that the spike in apparent shutdowns during the pandemic primarily reflects firms dropping to zero employment rather than discontinuing ADP’s services.
Figure 4 also offers tantalizing evidence that the Paycheck Protection Program may have inhibited firm closures or spurred reopenings. Among firms sized 1–50 and 51–100, firm shutdowns peaked shortly after PPP loans began flowing and rapidly reversed course thereafter. By June 2020, the fraction of employment at small firms lost due to closure was only half as large as in April—meaning that many had reopened.

Following recent work by Dalton (2021), we test whether the receipt of a Paycheck Protection Program loan affects the probability that firms with fewer than 50 employees remain open (or reopen after closure). Using event study estimates akin to those above for small-firm employment, we find in Figure 5 that PPP loans reduced employment losses due to small-firm closures by about 8 percentage points five weeks after loan receipt. Since our earlier results in Figure 2 found a peak PPP effect on small-firm employment of 12 percentage points at week five, we infer that about two-thirds of the employment-preserving effect of PPP loans on very small firm employment was due to PPP keeping the lights on at establishments that would have otherwise shuttered—at least temporarily.

One anomaly in our results in Figure 5 is that the estimated employment effects of PPP receipt at small firms appear to start a week too early relative to loan receipt. A possible explanation is that a large...
Ultimately, permanent business closure proved less pervasive than many had anticipated at the pandemic’s onset. The Paycheck Protection Program may be part of the reason. Because our methodology permits examining firm closures only over the short run, we cannot assess whether PPP averted permanent firm exits or mainly temporary closures. Using a related methodology, Dalton (2021) finds that the fraction of ADP paycheck recipients are paid biweekly, and this payment scheme blurs the observable timing of any discrete event over the prior 13 days. Concretely, imagine that a firm’s two-week pay period begins July 17 and ends July 31. After receiving a PPP loan, that firm reopens its doors on July 30th. In our estimation, this firm will show an employment jump on July 17, even though all of its hires occurred 13 days later, when the loan was issued.
PPP effect on small-firm closures waned somewhat over the ensuing seven months, indicating that some of the PPP effect on closure was temporary, not permanent, in nature. For larger firms around the 500 employee eligibility threshold, we find no consistent evidence that the PPP influenced shutdowns, either over the short- or longer-term (for details, see online Appendix figure E.1). Despite bolstering jobs during the pandemic, PPP may not have had a pronounced effect on preserving intangible business capital. More work is needed to definitively assess the effect of the PPP on permanent business closure.

Reducing Commercial Delinquency

Alongside preserving jobs and keeping firms open during the pandemic, the Paycheck Protection Program may have indirectly benefited creditors of small businesses—landlords, banks, holders of mortgage-backed securities, and suppliers—by keeping payments flowing. There is limited evidence on the effect of PPP on loan recipients’ ability to pay creditors, but the evidence that exists suggests the impact was positive. Exploiting differences in the tendency of small versus large commercial properties to have PPP-eligible tenants, Agarwal et al. (2021) find that PPP significantly blunted the rise in commercial mortgage delinquency rates during the pandemic, particularly in the retail sector. Using survey data and a variant of the event-study strategy discussed above, Granja et al. (2020) also find that PPP decreased delinquency on mortgages and other payments.

Where Did the Money Go?

The estimates above provide a key input for answering our motivating question—that is, where did the money go? Using the employment effects estimated above, along with many other data sources, we estimate the incidence of the $510 billion in Paycheck Protection Program loans issued in 2020 across the household income distribution. We further compare this incidence to other pandemic economic assistance programs. Additional information on these calculations can be found in section F of the online Appendix.

Proximate Recipients: Workers versus Non-workers

Paycheck Protection Program funds were paid to businesses. In turn, businesses used these funds to pay three proximate groups of beneficiaries: workers who otherwise would have been laid off; creditors and suppliers who otherwise would not have been paid; and owners and shareholders of PPP-receiving firms as residual claimants in cases where businesses would have met some or all of their payroll and other financial obligations absent PPP (also known as “windfall profits”). The distribution

---

7 Other recent work provides mixed evidence on these outcomes. Granja et al. (2020) find little evidence of a PPP effect on firm shutdown. Bartik et al. (2021) and Kurmann et al. (2021), though, find that PPP mitigated business shutdowns.
of PPP funds among these groups—workers versus non-workers, in particular—matters for our accounting exercise because different groups represent different parts of the household income distribution.

We focus first on payments to workers. As documented above, Paycheck Protection Program loans issued in 2020 modestly raised employment at recipient firms. To convert these employment effects into payroll expenditures, we use the main estimates reported above from Autor et al. (2020), who find that PPP boosted employment by about 6 percent in mid-May 2020, with effects tapering off gradually thereafter. These numbers imply that PPP preserved about 2.97 million jobs per week in the second quarter of 2020 and about 1.75 million jobs per week by the fourth quarter of 2020. Assuming a linear trend decline in this program effect, PPP would have had zero employment effects by June 2021. Converting these weekly job numbers into job-years (that is, one worker for one year), implies that PPP preserved about 1.98 million job-years of employment at a cost of $258,000 per job-year saved (that is, $510 billion/1.98 million). We assume that actual employee compensation for each saved job averaged $58,200 since the average weekly wage from the Current Population Survey in February 2020 is $786 (truncating at an annual wage of $100,000 above which the PPP did not provide additional support per worker) and, on average, total compensation is 42 percent larger than wages according to BLS Employer Costs for Employee Compensation data ($786 \times 52 \times 1.42$). The 1.98 million job-years saved then imply that $115$ billion in PPP loans ($58,200 \times 1.98$ million) accrued to employee paychecks.

We also produce an alternative estimate of the amount of Paycheck Protection Program loans accruing to compensation based on our 3.0 million job-years saved estimate which combines the results from Autor et al. (2020) and the larger effects for smaller firms in Figure 2. Continuing to assume that compensation at retained jobs averaged $58,200 implies that $175$ billion in PPP compensation went to paychecks. It is likely that this $175$ billion estimate is an upper bound on the share of PPP funds flowing to worker compensation. Some event-study estimates for the entire size distribution of PPP-eligible firms, including small firms, find an overall peak PPP employment effect of approximately 6 to 8 percent (for example, see online Appendix Figure D.1 and Dalton 2021). These estimates are more in line with our smaller $115$ billion estimate. Additionally, our assumption of a smooth trend decline in PPP’s impacts through June 2021 is generous. Moreover, we are not accounting for loans issued in 2021 where our evidence suggests the PPP failed to boost employment; doing so would further lower the estimated share of PPP loans that flowed to workers relative to non-workers and hence substantially raise the estimated cost per job-year preserved.

These bounds of $115$ billion to $175$ billion in Paycheck Protection Program funds accruing directly to paychecks imply that between 23 percent and 34 percent

---

8 In Autor et al. (2020), we detect no statistically significant impact of PPP on employment after July 2020. Because the point estimates remain non-zero through December 2020, we extrapolate the entire series out until it is numerically zero in June 2021.
of the first two tranches of PPP dollars totaling $510 billion supported jobs that would otherwise have been lost. By implication, the remaining $335 to $395 billion (66 to 77 percent) accrued to owners of business and corporate stakeholders, including creditors and suppliers, and others.

The Household Distributional Incidence

To trace the flow of Paycheck Protection Program payments from their proximate recipients to their household incidence requires information on the income distributions of both worker and non-worker (that is, owner) beneficiaries. Starting with the worker beneficiaries, we estimated above that, at the high end, $175 billion in PPP money flowed to workers whose jobs were saved. We assume that the distributional incidence of those funds followed the distribution of job loss in 2020 by household income quintile. To estimate this distribution, we first measure employment declines across the weekly wage distribution using the Current Population Survey Outgoing Rotation Group (CPSORG) files. Pandemic job losses were largest for low-paid workers: total employment fell by 17.8 percent from March 2020 through the end of 2020 among the lowest-paid (first) quintile of workers; by 10.6 percent in the second quintile; by 6.0 and 2.2 percent in the third and fourth quintiles, respectively; and by a substantial 8.7 percent among the highest quintile of earners. We convert these job loss percentages into average weekly wage losses by multiplying each by the February 2020 pre-COVID average weekly wage within quintile. From there, it is straightforward to calculate the share of compensation lost by weekly wage quintile, which we impute to the household income distribution using March CPS data on the joint distribution of weekly wages and household income.9

We make an analogous (but simpler) imputation for the household incidence of the $335 billion in Paycheck Protection Program fund payments that flowed to non-worker beneficiaries, such as creditors and suppliers who otherwise would not have been paid and owners and shareholders of PPP-receiving firms. Specifically, we use the Congressional Budget Office’s (2020a) most recent estimates on the distribution of capital incomes by type to distribute the funds across households. We do not attempt to account for the flow of PPP funds from proximate and subsequent recipients—for example, a PPP-receiving firm’s supplier pays its workers or a worker at a PPP-receiving firm pays her landlord. Thus, our exercise is in the spirit of the static distributional incidence analyses performed for tax policies by the Joint Committee on Taxation.

Unlike Paycheck Protection Program payments, which went to businesses, transfer payments made by the two other major federal pandemic emergency assistance programs—pandemic unemployment insurance payments and household

---

9Specifically, we calculate $S_q = T \times \frac{U_q \times W_q}{\sum_q U_q \times W_q}$, where $T$ is total PPP dollars that support employment, $U_q$ is quintile $q$’s share of job losses during the pandemic, and $W_q$ is quintile $q$’s wage in February 2020 prior to the pandemic. We then map from the weekly wage distribution to the household income distribution using March CPS supplement data on the probability that a worker in a given weekly wage quintile is in each household income quintile.
stimulus payments—went directly to households and workers. The size of these payments rivaled those of PPP, as noted above. To facilitate comparison with PPP, we calculate the distributional incidence of these as well.

For household payments, we use incidence data from Bhutta et al. (2020), who analyzed the effect of stimulus payments on household finances using the Survey of Consumer Finances. For unemployment insurance, we calculate approximate shares of benefits paid during the pandemic—including regular state programs and the pandemic enhancements to unemployment insurance—using, as a starting point, our estimates of average wages lost during the pandemic, and applying the methodology above for apportioning the PPP funds to paychecks. We combine these data on wages lost by quintile with simple estimates of the unemployment insurance replacement rate by quintile, which we estimate using same CPS ORG data. This calculation accounts for both pandemic supplements to weekly unemployment insurance benefits and the portion of Pandemic Unemployment Assistance payments that went to the self-employed, as estimated by Boesch et al. (2021).

Panel A of Figure 6 reports the distribution of Paycheck Protection Program, unemployment insurance, and household payments in billions of dollars across household quintiles. As the figure makes clear, the distribution of PPP loans overwhelmingly accrued to high-income households. Of the $510 billion in PPP loans provided in 2020, we estimate that only $13.2 billion ultimately flowed to households in the bottom fifth of the income distribution, and that $130.8 billion flowed to the second through fourth quintiles. The remaining $365.9 billion (72 percent)
flowed to the top fifth of household income. This skew reflects two features of PPP. First, high-wage earners are found in high-income households. Though the PPP offered loans to support only up to $100,000 in annual earnings, even with this truncation, the top fifth of households accounts for about 35 percent of wage and salary earnings. Second, the distribution of capital ownership is even more right-skewed than the distribution of wage earnings—with the top fifth of households commanding 86.2 percent of capital income—meaning that subsidies to businesses are ultimately subsidies to high-income households.

If we additionally account for the $100 billion in tax credits that Congress granted to PPP-receiving businesses in January 2021 by making PPP payments nontaxable, we conclude that an additional $85 billion flowed to the top quintile of households, raising that quintile’s total PPP distribution further from $365.9 to $450.9 billion.\footnote{We make this calculation by attributing the $100 billion in forgone tax revenues to the share of business income that goes to the top fifth of households, which is approximately 85 percent. An alternative calculation yields a comparable conclusion: the Congressional Budget Office estimates that the average marginal tax rate on capital income is 18.6 percent; noting that PPP distributed $510 billion in 2020 and that the top fifth of households commands about 85 percent of capital income, we obtain a tax benefit for the top fifth of $81 billion.}

In comparison, both household stimulus payments and pandemic unemployment insurance payments were far less regressive than in the Paycheck Protection Program. The incidence of household stimulus checks in dollar terms was close to uniform across the lower four income quintiles. Moreover, due to the income caps that Congress set on household payments, the incidence of these payments was much smaller for the highest quintile of households.

Meanwhile, the incidence of unemployment insurance during the pandemic was weighted towards both the upper and lower tails of the household income distribution. We estimate that 31.5 percent ($175.6 billion) and 20.7 percent ($115.4 billion) in pandemic unemployment insurance payments went to the bottom fifth and second-to-bottom fifth of households, respectively (red diamonds in panel A of Figure 6). Surprisingly, the top fifth of households received a bit more than one-quarter of unemployment insurance benefits. This occurred both because the highest income quintile of wage and salary workers sustained substantial employment losses during the pandemic (as documented above), and because the Pandemic Unemployment Assistance (PUA) program allowed self-employed business owners—who tend to have high incomes—to collect unemployment insurance benefits. Estimates from Boesch et al. (2021) suggest that self-employed business owners received about 40 percent of Pandemic Unemployment Assistance insurance benefits.

Panel B of Figure 6 recasts these distributional incidence figures into household annual income replacement rates rather than dollar transfers. Both stimulus checks and unemployment insurance payments replaced about 17 percent of the incomes of the lowest quintile of households, with much lower shares at higher quintiles. Thus, although the combination of these three programs is highly regressive
in dollar terms, it is roughly progressive in replacement rate terms due to the highly skewed distribution of US household incomes.

**Macroeconomic Benefits**

An additional benefit of these transfers programs is that they provided stimulus during a time of rapid economic contraction. The short-term macroeconomic boost of a program during a recessionary period is conventionally linked to the marginal propensity to consume (MPC) of those who receive benefits from the program. Cashin et al. (2018) provide estimates of the MPC for different types of fiscal shocks based on characteristics such as: the type of policy change (say, tax versus transfer payment); who is receiving the benefit (say, low-income households versus corporations); and whether the flow of benefits is temporary or permanent. These MPC estimates are informed by a publicly available macroeconomic model, FRB/US, used by the Federal Reserve Board staff (described in Brayton et al. 2014), and by the relevant empirical literature.

Using these marginal propensity to consume estimates, we offer a back-of-the-envelope comparison of the degree of stimulus provided by the three main programs mentioned above: the Payment Protection Program, stimulus payments, and pandemic-enhanced unemployment insurance. This calculation relies on the following assumptions:

1. Since unemployment insurance payments are generally made to households that are highly liquidity-constrained, the marginal propensity to consume out of unemployment insurance payments is one (Cashin et al. 2018).
2. Because stimulus payments are made to a broad mixture of households across the income distribution, we use the estimate from Cashin et al. (2018) for the MPC of general, temporary transfers to households of 0.5.
3. The part of the Paycheck Protection Program that flows through to wages is similar to unemployment insurance, and thus has a plausible marginal propensity to consume of one.
4. For the part of PPP that flows to non-workers, we use the estimates in Cashin et al. (2018) for the MPC of temporary corporate tax cuts of 0.2; this relatively low marginal propensity to consume is consistent with these funds flowing disproportionately to the upper quintile of the income distribution.

Weighting these last two components together, we obtain an overall marginal propensity to consume out of PPP loans of about 0.5, which is comparable to stimulus checks (where we have an imputed MPC of 0.5) and much lower than unemployment insurance payments (where we have imputed an MPC of one).\[11\]

\[11\] We noted in the previous section that a substantial share of Pandemic Unemployment Assistance recipients were likely high income self-employed business owners who might be expected to have a lower marginal propensity to consume than the one we assume here for unemployment insurance recipients.
This illustrative calculation thus suggests the PPP loans and stimulus checks were roughly equally effective at boosting spending, and both were much less effective on this margin than pandemic unemployment insurance.

These estimates have the virtue of transparency. They also have shortcomings. The pandemic environment surely generated non-normal household and business behavior. Extraordinarily high replacement rates delivered by enhanced unemployment benefits may have diminished the marginal propensity to consume of recipients. The substantial share of payroll income received by the top quintile from the Paycheck Protection Program also suggests that treating this income as similar to unemployment insurance probably overstates the MPC. Finally, these estimates quantify only the transfer’s initial boost to aggregate demand; they do not capture aggregate supply effects, such as that arising from preventing firm bankruptcies, or subsequent general equilibrium effects. Fortunately, the Congressional Budget Office (2020b) has also estimated the boost to GDP per dollar for these same pandemic programs, carefully accounting for the pandemic environment and the specifics of each program. CBO also strives to capture the full, general equilibrium effect of each program, including its potential impact on business closure. CBO concludes that the enhanced unemployment and stimulus checks were far more effective at boosting GDP than was PPP. Specifically, the CBO estimates a per dollar boost to GDP of 0.36 for the PPP and 0.60 and 0.67 for stimulus checks and enhanced unemployment insurance benefits, respectively. Taking account of the highly distributionally-skewed incidence of PPP payments, we concur that PPP was likely the least effective of the three programs in boosting the macroeconomy.

Lessons Learned from the Paycheck Protection Program Experience

The US small business sector appeared at risk of collapse at the outset of the pandemic. To avert this collapse, Congress enacted the Paycheck Protection Program, which successfully distributed vast amounts of aid to the near-universe of eligible small businesses in the space of a few months. Our best evidence to date indicates that the PPP’s economic impacts were less than hoped: it preserved only a moderate number of jobs at a high cost per job-year retained and transferred resources overwhelmingly to the highest quintile of households.

These outcomes should not, however, be viewed first and foremost as programmatic failures. The PPP’s regressive distributional incidence and its limited efficacy as economic stimulus stem from the program’s absence of targeting. This absence, in turn, reflected necessity. Given the time constraints and, more profoundly, the

Nonetheless, even if we assumed an MPC of zero for self-employed PUA recipients, the overall MPC out of unemployment insurance would be about 0.7 (since non-PUA benefits were about 70 percent of total unemployment insurance), which is still higher than our estimates of the MPC out of PPP and stimulus checks.
lack of existing administrative infrastructure for overseeing targeted federal support to the entire population of US small businesses at the onset of the pandemic, we strongly suspect that Congress could not have better targeted the Paycheck Protection Program without substantially slowing its delivery. We thus concur with Bartik et al. (2021) that policymakers made a defensible trade-off between speed and targeting in the PPP’s design.

However, if the Paycheck Protection Program was a logical answer to a highly constrained question, a forward-looking lesson from the PPP experience is that the United States should invest now to relax those constraints. We have emphasized that the PPP had dual goals: preserving jobs and providing liquidity. These goals could be better served with the administrative capacity to address these issues directly and separately, thus enabling better targeting and a more progressive incidence. The primary job retention goal of the Paycheck Protection Program could in the future be better achieved through an expanded program to encourage “work-sharing,” which refers to a policy in which employers, when faced with an economic downturn, are encouraged to reduce hours worked more broadly across the workforce rather than laying off a narrower group outright. In effect, the government program ends up paying partial unemployment to many, rather than full unemployment to some.

Currently, 26 US states have a work-sharing program through their unemployment insurance systems, but these were not well-subscribed where available during the COVID recession. A number of proposals over the last decade that advocate for expanded work-sharing suggest that to reach broader coverage, such programs should be simplified and automated (Abraham and Houseman 2014; Strain 2020; Dube 2021). A work-sharing program can target firms of all sizes that are cutting hours or employment, not just small firms. Additionally, with sufficient administrative capacity developed in normal times, the progressivity of the program could be altered as policymakers deem appropriate.

A separate liquidity provision program could then be targeted primarily at small firms, which are more likely to be liquidity-constrained. Moreover, with better information systems operational, liquidity could be provided in proportion to firms’ decline in revenues as well as firms’ actual fixed obligations.

Distinct from the United States, many other high-income countries responded to the pandemic with a mixture of job retention incentives, including 1) work-sharing programs that allowed either partial or complete furloughs; 2) newly introduced wage subsidy programs, similar in many ways to the Paycheck Protection Program, that provided businesses with direct support for at least some fraction of their wage bill (OECD 2021). Both work-sharing and wage subsidy programs were targeted. Wage subsidy programs were explicitly targeted to firms that had experienced declines in revenue: for example, Canada’s Employer Wage Subsidy was available to firms that experienced a year-over-year revenue drop of 30 percent (reduced to 10 percent later). In some countries, firms were entitled to wage subsidies on a sliding scale in proportion to their declines in revenues. By contrast, work-sharing programs were not explicitly targeted to distressed firms. But the requirement that firms reduce workers’ hours to obtain assistance generally makes firm participation
unattractive absent a negative shock (for additional discussion in this symposium, see the paper by Giupponi, Landais, and Lapeyre). Of course, the details of these programs, such as the length of benefits and the extent to which non-payroll expenses are covered, as well as their efficacy, varies across countries.

A key lesson from these cross-national comparisons is that targeted business support systems were feasible and rapidly scalable in other high-income countries because administrative systems for monitoring worker hours and topping up paychecks were already in place prior to the pandemic. Lacking such systems, the United States chose to administer emergency aid using a fire hose rather than a fire extinguisher, with the predictable consequence that virtually the entire small business sector was doused with money. This approach may have been necessary, but it was desirable only because the United States lacked viable alternatives. By building administrative capacity in the years ahead, the United States could more deftly target, calibrate, and deploy its emergency business response systems when most needed. This investment will pay off in the near term in improvements of existing programs, such as work sharing—and will pay off again when the next crisis arises.
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very few decades, America “discovers” its history of enslavement. These rediscoveries are always about a contemporary aspect of race relations in the United States. In the 1890s, it was based on a reassessment of the Civil War and Reconstruction, which led to a valorization of the Confederacy and the formal establishment of Jim Crow laws that legalized discrimination and segregation of Black Americans. In the 1910s and 1920s, the rediscovery was an extension of a violent wave of race riots throughout the country, designed to keep Black Americans in their second-class political and economic place. In the 1950s, the rediscovery overturned many of the revisionist assumptions of the 1890s and made enslavement a central cause of the Civil War as America faced its “Negro problem” after World War II. In the 1970s, America returned again to enslavement, this time in the light of the civil rights movement. Today, the rediscovery can be seen in the new works on the history of capitalism, the “1619 Project” (Hannah-Jones 2021), and the substantively unrelated, but politically comingled, debate over “critical race theory” and the teaching of American history in schools.

Economists have played a key role in some of these rediscoveries, although we typically do not wear this as a point of disciplinary or professional pride. The traditional approaches taken by economists to the study of American enslavement have often, strangely enough, lacked a focus on race. The economic research has focused on agricultural production functions and what they implied about the profitability of enslavers or on patterns of 19th century GDP growth in the North and the South.
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In the underlying analytical models, enslaved Americans often become a category—perhaps designated by a subscript after a variable—not a group of people caught up in the social, legal, and economic relations that make up systemic racism.

A central component to understanding enslavement, however, requires us to understand race. As Roberts (2011) has argued, race is not a social nor biological category—it is a political one. This implies that race is inherently an economic category as well, as politics is principally concerned with the production, regulation, and redistribution of resources. When economists avoid directly interacting with race and racism, they fundamentally avoid the centrality of race in American political economy, which is to say that they avoid, by choice, a central aspect of the subject.

The racial dimensions of slavery took shape before America was America—they were in place when colonial Virginia designated that the “children got by any Englishman upon a negro woman” would have the status of the mother in 1662. At the time of the founding of the United States more than a century later, America was quite familiar with racialized slavery and racial inequality. This mindset instituted race-conscious discriminatory policies for generations after enslavement ended. The economic system of enslavement continued to define the legal rights, social position, and economic opportunities of Black people well after Emancipation. The steps from America’s racial enslavement regime to the racial inequality we see today is of course not a direct line, but it has the continuity of a winding road along which America’s economy, politics, social norms, and policy have created a web of enduring racial difference. The racial nature of slavery, the structural racial inequality that has followed, and the US economic system should be a key area of focus in American economic history.

In this essay, I sketch out what has been gained and lost due to the uncomfortable relationship between economic historians and American racial history. I briefly summarize how economic research in the last 70 years or so has sought to understand slavery as an economic institution. At first, economic historians in the 1950s focused on profitability and economic sustainability of Southern plantation slavery, along with its effects on the growth prospects of the South. This rediscovery period overturned many Confederate-sympathetic interpretations of the antebellum era. Starting in the late 1960s, when rediscovery of enslavement occurred in the shadow of the civil rights movement, economic historians focused on uncovering primary data about the operation of the slave economy: for example, through detailed examination of records from the 1860 census and plantation records. As new and detailed primary data became available, the earlier questions were then reexamined. These topics remain the subject of ongoing controversies, which I will not seek to resolve here.

The latest work, which arguably started in the mid-1970s but has not yet captured the attention of most economists, involves the recovery of Black economic history. This focuses on questions steeped in actual Black experience. An overly heavy reliance on quantitative data, critical for the earliest work, has limited the questions that economists ask about the relationship between America’s racial and economic history; moreover, the implicit claims of the objectivity of
quantitative data do not always hold up when placed in the context of the racial stain of American history.

Race is not a variable in an econometric model or in a dataset, either—it is also a dynamic experiential condition that is both acted out and acted upon. The path forward requires wrestling with the promises and pitfalls that come with acknowledging that. As an example, I use my family's narrative and experience as sharecroppers and cotton-pickers in the 1950 and 1960s as a lens and show how answers to questions from economic history and economic theory can be reframed by expanding our evidentiary base and methodological approaches. In the process, I highlight some areas of what these “traditional” economic perspectives miss.

Finally, I briefly provide some examples from other fields—particularly work by historians—that have sought to provide texture on some of the key dimensions of slavery and racial inequality that have been understudied by economists.

Three Phases

Modern research on the economics of American enslavement was more than 20 years old when Fogel (1975) provided a timeline of the research as occurring in three phases. The First Phase, starting in the late 1950s, focused on three interrelated topics: “the profitability of an investment in slaves to slaveholders; the economic viability of the slave economy; and the effect of slavery on southern economic growth” (p. 37). The general thrust of this work was an attempt to overturn a narrative commonly promulgated by historians starting in the 1890s, which claimed that enslavement was conspicuous consumption by a small class of wealthy White landowners and ultimately an unprofitable and unsustainable enterprise, and overall a benign institution. However, the initial findings of Conrad and Myer (1958), using prices for enslaved people and the crops they produced, showed a large, positive rate of return on investment in enslavement, which led to an outpouring of research that borrowed heavily from the burgeoning literature in finance. Yasuba (1961), for example, moved away from rates of return and focused instead on capitalized rents, focusing on the present discounted value of enslaved productivity relative to expenses. Bergstrom (1971) went further and noted that the changes in institutional structure of enslavement had created a capitalized rent at birthright—an enslaved person was valuable even before they could be productive. Along with an expanded understanding of the role of violence and terror in plantation management by traditional historians, greater attention to frequent resistance to enslavement among the enslaved, and the effect of enslavement on socialization and personality among the enslaved (Stampp 1956; Elkins 1959; Blassingame 1972; Fogel 2003), the new economic narrative that plantation slavery continued to be profitable and sustainable right up to the US Civil War was a major contribution to the historiography of American enslavement (Easterlin 1960).

The Second Phase of economic research on the institution of slavery, Fogel (1975) argued, was “the massive effort to uncover primary data bearing on the
operation of the slave economy” (p. 38). One prominent example was the efforts of William Parker and Robert Gallman (1992), who dug into manuscript schedules of the 1860 US census. As Fogel notes: “By 1968 they had not only retrieved, but put in machine-readable form, information on 5,000 southern farms and 40,000 slaves” (p. 38). As a result, overall population data from the 1860 US census could be matched with agricultural data from the census on acres of improved and unimproved farmland, values of land and farming equipment, livestock and main crops, as well as number of enslavers and the enslaved. Additional data using probate records, planation accounts, military records, and birth and death records painted a fuller picture of the agricultural United States before 1860. With this data, new issues could be analyzed, including the distribution of wealth in the North and South, the self-sufficiency of plantations, economies of scale, and calculations of relative efficiency between Northern and Southern farms. It became possible to move beyond rates of return, regional income estimates, and capitalized rents, and to investigate the economic functioning of slavery with microeconomic data.

These issues formed the basis for Time on the Cross (Fogel and Engerman 1974), which in two volumes presented work on the operation of the enslaved economy. In many ways, this work crystallized and extended the core issues in the second phase of the research agenda. The central conclusions were that the large plantations in the South were primarily self-sufficient, that there were extensive economies of scale on large cotton plantations, and these economies of scale were a source of efficiency for Southern agriculture overall. Fogel and Engerman argued that the key source of the efficiency advantage for Southern agriculture was the “gang labor” system, which involved a high degree of specialization among relatively small groups of enslaved people in the planting, growing, and picking seasons (Haskell 1975; Gutman 1975; David et al. 1976; Fogel and Engerman 1977; David and Temin 1979; Wright 1979; Fogel and Engerman 1980). This allowed for an incredibly fast pace of work under arduous conditions, and a routinized system that could speed up planting and harvesting to grow and bring to market remarkable amounts of agricultural goods.

Overall, Fogel and Engerman (1974) found that an enslaving farm in the South produced more output per normalized unit of input than either a free farm in the South or the North. Further decomposition showed that this advantage, nearly 33 percent more normalized output, was due to differences in the “labor input.” That is, the South’s economic advantage was principally due to enslavement. As they famously noted, the enslaved produced in 35 minutes what a free farmer in the North took an hour to produce.

It would be difficult to overstate the magnitude of the controversy triggered by Fogel and Engerman’s (1974) Time on the Cross. A group of prominent economic historians went through the two volumes and checked every quotation, every piece of data, and every calculation (David et al. 1976; Haskell 1975). The analytic methods used by Fogel and Engerman were also called into question. For example, economic historians engaged in heated disputes over the nature of the efficiency calculation (which used a standard Cobb-Douglass production function), the use of 1860 as
the year for prices and yields, and the disaggregation of farms by type. Additional concerns were raised about the normalization process itself—how can economists compare productivity of Northern farms, which could not grow the most profitable cash crop (cotton), to those that could? There were disputes over whether Southern agriculture actually displayed economies of scale and about whether the gang labor production process played a central role in production, or whether it existed in any widespread way. There was also the curiously absent discussion of the moral issues of American enslavement, and the issue of race more generally.

In a tour-de-force article in the *American Economic Review*, Fogel and Engerman (1977) pushed back against the *Time on the Cross* criticism, primarily defending their productivity calculation. When their critics levied a series of new critiques to their work, most notably David and Temin (1979) and Wright (1979), Fogel and Engerman (1980) again replied in a particularly forceful display. They showed that not only did large Southern plantations produce a tremendous amount of cotton, they produced more than 95 percent of the non-cotton output that a Northern farm did as well—implying that Southern farms were indeed on a higher production possibility frontier than Northern farms, which they termed the technical advantage of Southern agriculture. Moreover, that advantage was only seen on enslaving farms.

I will not seek to explicate or resolve these ongoing controversies here. By the end of the 1980s, Fogel had published a four-volume follow-up work, *Without Consent or Contract*, that provides a much more qualified and nuanced view of many of the topics—and also attracted far less controversy. For various overviews of the historical disputes, useful starting points would include Fogel (2003), Wright (2013), and Sutch (2018). At a minimum, it seems fair to say that the American slavery was not doomed by economic forces before the Civil War (Calomiris and Pritchett 2016; Steckel 1986a, 1986b, 2007). More controversially, Baptist (2014) and other “new” historians of American capitalism have argued that the technological advantage of slave-based Southern plantation agriculture and its attendant innovations played a central role in overall American economic ascendancy during the 19th century.

Here, I want to focus on a different aspect of these disputes over the technological status of enslaved-based Southern agriculture: namely, the way in which the assumptions needed for quantitative economic modelling can blur into unwarranted and unsupported assumptions about underlying cultural and social patterns. Fogel and Engerman (1974), as part of their effort to explain the high levels of productivity they found in Southern plantation agriculture, argued for a cultural model of enslavement that would be consistent with its high level of productivity. The obvious attributes of slavery—forced extraction of effort, slow work, resistance, and violence—seemed incompatible with high levels of output produced. Therefore, the Fogel and Engerman model was built on highly productive enslaved workers who responded to “positive” labor incentives, were adequately fed, clothed, and housed, were sexually prudish, who were infrequently punished, where family breakup was rare, and who, overall, exhibited a “Protestant work ethic” that led to the high yields seen in the productivity calculations.
It is difficult to imagine these arguments being made today, and this social model of enslavement has not endured. It was the subject of intense debate and embarrassing refutations of the evidence used to support many of these claims. John Hope Franklin (1980, p. 521), the doyen of African American history, noted that Fogel and Engerman “make claims for the mitigating factors in slavery than they are unable to prove.” Gutman (1975, p. 2), a social historian of enslavement and the Black family, was more forceful:

Whatever its importance as economic history, detailed examination of [Time on the Cross] its major arguments and the evidence supporting them shows convincingly that it is poor social history, that its analysis of the beliefs and behavior of “ordinary” enslaved Afro-Americans is entirely misleading, that it uses a thoroughly inadequate “model” of slave socialization, and that it contains frequent and important errors of all kinds in its use of quantitative (not to mention “literary”) evidence essential to its major arguments.

The cultural and social model of enslavement presented in Time on the Cross remains a cautionary tale for the limits of quantitative history in general and economic history in particular. What Gutman (1975) notes as a failure of the cultural model of Time on the Cross is actually a key feature in deductive economic history reasoning to this day. Economic historians continue to infer meaning from rates and human action through the lens of rational models of behavior, consumption, and production. For example, consider the basic idea that high rates of purchase imply high demand for a good. Whether this conclusion is true or not—that is, whether economists can draw inferences from rates or model estimates to imply something about behavior—depends critically on the context in which that data was drawn and whether that model has any applicability to the people it is hoping to describe. Historians and sociologists might not be able to “count” as rigorously as economists, but they are also highly unlikely to discount the context (and in this case, the issue of race) where these decisions are made (Johnson-Hanks 2007). Gutman’s central question of Fogel and Engerman (and of economic historians of enslavement more generally), remains unanswered to this day: “What did the enslaved know and learn, and who did they learn it from?”

Answering this question has plagued the third phase of the research agenda, which Fogel (1975) termed “the recovery of black history.” A Black economic history requires dealing with, principally, Black people, Black culture, Black institutions, Black consciousness, and the appropriate historical context. Given the lack of a nuanced understanding of race, the lack of models centering racial identity, and norms that have treated features of racist systems as “irrational,” there has been little advancement in this area. Instead, economic research on race and racism has tended to concentrate on labor market and housing discrimination, investments in human capital, migration, and policy evaluation. Economic historians have not and do not principally deal with questions that arise from the narrative record, nor do they interface with Black culture, Black institutions, Black historiography,
or racialization in generative ways. There is very little work that begins with Black people’s understanding of the world in which they live, as opposed to models that lack an explicit racial element and instead assume that Black and non-Black behavior are the same and perhaps people of different races face different budget constraints. The disconnect between Black economic history and Black narrative history has progressed to the point where Black economic history deals largely with issues from urban and labor economics, and Black narrative history considers larger questions of race, racial formations, culture, intellectual history, and the integration and exclusion of Black Americans from areas of economic and social life.

Moving forward into this Third Phase would require a renewed focus on questions steeped in the Black experience. It is not clear whether the economic history profession, which remains overwhelmingly White and currently preoccupied with “rigorous” tests of models of economic behavior, causal estimates, and/or census linking, has the taste or skill for such analysis. Perhaps self-consciously, much of the work in recent decades on enslavement has turned away from pontificating about cultural and social models—which may be a good thing—to ignoring social and cultural models altogether, which in turn leaves a large gap in our understanding of the economics of enslavement and of race more generally.

As one example of trying to fill this gap, consider the implications of Cook, Logan, and Parman’s (2014) discovery of historical Black names. While modern applied economists had developed a robust resume audit literature using given names to infer race and detect racial discrimination in labor markets, the enterprise rested on the faulty presumption that Black names were a product of the civil rights movement. As it turns out, the history of Black names was an inaccurate one. Black names have changed over time, going from Moses and Purlie to Tyrone and Jamal, but they have existed since the first decades after Emancipation. Moreover, Cook, Logan, and Parman (in press) find that enslavement itself may have played a role in the development of historical Black names. While the names were largely race-neutral in the late eighteenth century, the names became Black over the nineteenth century due to both increasing use among Black Americans and decreasing use among White Americans. That is, these names grew in their Blackness as American enslavement reached its zenith.

At the same time, the comparative advantages of economic history are: 1) the ability to derive identification from institutional, historical, narrative, and other qualitative sources—in addition to econometric techniques; 2) to ask and answer questions which are inherently historical as opposed to only economic; and 3) to tell compelling stories that move beyond models to describe the experiences of people.

Every time the history of American enslavement is rediscovered, economic historians find new ways to make enslavement about concepts (coercive labor) as opposed to people (the enslaved). Placing people at the center requires a more humanistic economic history and would move us forward in thinking about race as well. I believe that a nuanced approach to race that emphasizes race as an experience in American history as opposed to a category or a classification goes to the
heart of the epistemology of Black (and American) economic history (Logan 2015). Borrowing liberally from that work, I argue there for the advantages of new approaches that explore and theorize from experiences, which is inherently qualitative work. A new and more relevant Black economic history must include an appreciation of the oral tradition, folklore, and social norms of African American people—the fullness of the Black experience (Levine 1977). At the same time, it must analyze how the economic experiences of Black people have shaped and altered that full experience. At a minimum, the failure to incorporate such experiences implicitly assumes that they are unimportant in economics, which leads us down a path where there is an economics of race about people who have no racial identity that is shaped by the economy.

Lessons to be Learned

What, exactly, can we learn from these alternative approaches? To provide several examples, I return to the terrain of Logan (2015) and consider the issues related to productivity in agriculture. The first issue is gender differences in productivity. Since at least Boserup (1970), differences in men and women’s capacity to perform agricultural labor has been linked to a number of patterns of development and technological change. Recent scholarship in economics has sought to exploit gender differences in productivity and their links to economic development around the globe (Alesina, Guiliano, and Nunn 2013). In general, the hypothesis is that geographic differences in crops whose cultivation is more or less gender-equitable can have a profound influence on the scope for technological change, industrialization, household formation, and economic growth (Goldin and Sokoloff 1984). The basic idea is that significant gender differences are a source of comparative advantage for one gender over another to move into light manufacturing and other non-agricultural tasks.

In American economic history, the academic debate has centered around differences in agricultural productivity in the pre-Civil War era (Whartenby 1977; Conrad and Meyer 1958; Parker 1979; Fogel and Engerman 1974, 1980; Fogel 2003; Field 1988; Wright 1978, 2006). Economic historians have estimated gender differences in manual cotton picking, using data from the Second Phase of the research agenda. Unlike other agricultural tasks, cotton picking poses few inherent reasons to suspect significant gender differences: that is, the actual picking of cotton does not require great physical strength, height, weight, or other physical traits that would might favor one sex over the other. Also, the record-keeping on plantations in the antebellum era provide a wealth of data to estimate gender differences in manual cotton picking with some precision (Parker 1979; Olmstead and Rhode 2010).

Cotton picking did not end after Emancipation, but records of individual cotton-picking are assumed to be sparse. That may not be the case. There are literally tens of thousands of people, predominantly Black people, who are still alive and who were active in the manual production of cotton well into the 20th century, nearly a century after the end of chattel slavery in the United States. Expanding
the sources and data and using qualitative techniques can resolve several issues, and point to unexplored features of manual cotton picking that researchers have neglected. I use individual-level data on daily rates of cotton picking from a single, large family observed over a number of years in mid-20th-century sharecropping, inherently controlling for family and other contextual factors that could bias other estimates if they were concatenated together. This investigation is a detailed one based on the experience of one family—my own.

The records recorded here are necessarily specific, but this is common in historical analysis of agricultural productivity: for example, Karakacili (2004) uses manorial roll accounts to estimate agricultural productivity before the Black Death. The cotton picking books I use are the daily records of the pounds of cotton picked, per person. The cotton picking data is a quasi-panel dataset, containing observations on individual cotton pickers at several points in time. I estimate average productivity as a function of age using individual fixed effects. The methodology is similar to Olmstead and Rhode (2010), with the allowance that the dates of picking are not always observed.

At every age, the Logan children picked as much cotton per day as their enslaved forbears. This is seen clearly in Figure 1, which shows the percentage of enslaved productivity achieved by the Logan children at each age overall and by gender. The figure shows that male children in the Logan family were always between 90 and 95 percent as productive as enslaved male children. Females, however, were relatively less productive than enslaved females at early ages, but become more productive than enslaved females by age 10. By the middle teen years, the Logan women were consistently more productive than enslaved women, and differences by gender in productivity were small as well. The difference between early and late teen years is less for Logan children than those who were enslaved, which suggest that Logan children entered into prime-picking productivity at slightly earlier ages than enslaved children.

Using qualitative techniques, I answer an additional question: how was the cotton picked? As noted earlier, there is significant debate in economic history about the use of “gang labor” in cotton agriculture. While Fogel and Engerman (1974) argued that the gang labor system was instrumental in the productivity of enslaved labor, other scholars have questioned whether the system was widely used and the extent to which a gang labor system could explain agricultural productivity on plantations. However, the debate over the use of the gang labor system in cotton picking (the “technological innovation in Southern agriculture”) has not exploited the fact that cotton was picked after Emancipation, and some evidence on the techniques involved in cotton picking after Emancipation could inform the debates on antebellum cotton picking. While the Logans did not pick cotton under chattel bondage, the actual process of manual cotton picking underwent relatively little technological innovation: that is, while there were significant biological innovations in cotton agriculture, the actual manual harvesting process did not change significantly. The qualitative interviews show that the cotton picking process used by the Logans was organized and ordered, but independent (Logan 2015).
Everybody got two rows—you picked at your right and at your left. You had to zig zag it down. When you was done you went on and got another two rows. When we was real little you picked behind Dad ‘cause you would get the cotton close to the ground, but that didn’t last long. By the time we was in school [age 6 or 7] you had your own two rows and you was out there picking like grown folks.

You had your own stuff to pick. You had your own sack and your own cotton to pick. You didn’t get on nobody’s row and they didn’t get on yours. You had to get to picking. It wasn’t like we was gonna run out of cotton to pick. You got up there and you went at it and that was that. And I tell you, we picked it clean. You had to pick it clean and you had to pick it quick.

In general, the qualitative evidence is not consistent with a gang labor style of organization. One could argue that gang labor was not necessary to achieve high

---

**Figure 1**

Percentage of Cotton Picked per Day by Slaves Achieved by the Logan Family

levels of productivity in manual cotton picking. The organization of the work is only one element of the process, however. The picking of cotton itself took a physical toll on the young children, low levels of productivity were discouraged through punishment, and the labor effort required was high.

The Logan children were involved in all parts of the cotton production process. They planted, chopped, fertilized, and applied pesticides. The interviews stressed that the entire production process was extremely taxing physical labor. Some of the children described chopping—the process of clearing weeds from the cotton plant with a chopping hoe until the plant bloomed—as the most taxing work both due to the process and the environment.

You got a chopping hoe and you got a row. You had to chop every weed around that cotton—you can’t do that with two rows and you got to chop it up. But chopping is hard, cause it’s hot out. It is hot out. All you would see out there in June and July is Black folks chopping cotton. And when you finished you had to go right back, you just chopped to chop again and again till you see them blooms. That would be about the end of July, a few times earlier. But until you saw them blooms you was out in those fields and you was chopping sun up to sun down. That was about the worst part to me. Then they came out with “freemud” which was some type of poison that killed the weeds. But I was almost done with school when that came out. You didn’t have to chop as much then. I remember that I was sixteen when that came out [1965] because I didn’t have to work so hard. That was later on.

Due to cotton’s long growing season (cotton planting in March or April yields an August to September harvest), chopping comprised a significant portion of the physical labor involved in cotton production.

I couldn’t stand to chop no cotton. Those weeds would come up around there and you’d have to whack at it and whack at it. And that sun was out there and you’d be almost dead out there chopping and chopping and chopping. And we had a good little bit of land so we had to get it good and chopped because if them weeds take hold you are messed up. So we had to get it all chopped because you had to go back. I hated it ‘cause you was out there all the damn day bent over chopping in the sun. Now, Mississippi in July ain’t nothing to play with, and you out there chopping and carrying on and you bent over and chopping at the ground.

This discussion reveals a few facts that are important to the debates about cotton production described above. First, the actual picking of cotton is not seen as the most demanding task. Rather, the chopping of cotton through the growing season was universally noted to be the most arduous work. The focus on the output, measured in pounds of cotton, may have placed undue attention to the activity most temporally related to it—picking.
A second and broader issue is that a standard labor economics approach would not account for this labor, which is a significant portion of their work history and productivity. The productivity of the Logan children in the 1950s and 1960s and many others in manual cotton-picking during this era is far beyond the regular aspects of child labor in a modern industrial economy, nor is it "employment" in a family business, and yet in standard data, it was neither recorded nor noted as part of their economic lives. An individual wage series will not capture this experience and Black/White wage ratios neglect this experience as well. A survey question that asks for employment history would not capture this as employment at all. So what was it? Our standard measures of labor market experience work to make this labor, an inherently racial experience, invisible. This only acts to reinforce the idea that this work is insignificant since we, as economists, do not account for it nor inquire about it when analyzing trends in economic racial inequality.

At an even deeper level, racial inequality may also factor into primitives that economists have taken as given: for example, preferences about savings and rate of time preferences can be the product of racialized experiences. Consider the experience of a 12 year-old in the family in 1961, when a sharecropping family needed loan of $10 from the landowner. In a sharecropping contract, there is a set amount of money allotted for sustenance, but in a family with 16 children it sometimes was not enough. This loan of $10 would be paid back through the proceeds of the sale of cotton or could be paid back sooner if members of the household did additional work. This work could include picking peanuts or strawberries, selling wood they chopped, digging a ditch or well, or other manual tasks. Simple financial transactions, however, carried an additional weight of racialized power in the economic system.

I will never forget we needed ten dollars to get some flour and sugar, so Ma sent me and James to Sides [landowner]. [That would purchase two 10-pound sacks of flour ($6), a 10-pound sack of sugar ($3), and a canister of coffee ($1).] He told us “I can’t let you have nothing like that.” And he had a whole hand full of silver dollars in his hand while he did it. He had it right there in his hand. Wasn’t nothing to him. Now, he was sho’ nuff going to get his money back, but he wasn’t going to give us none. And what was we gonna do? We needed to eat. So I made it up in my mind that I ever made me some money I wasn’t ever going to go to some White man for nothing. Even when they knew they was going to get they money they was going to do you bad. People did not have to let you have they money, even if you was good for it and they knew you was good for it. Even if they knew they could get it back. That’s just how it was.

The lack of credit use and over-saving in adulthood by this member of the family is partially due to this racialized experience. At a time when “racial mistrust” has been applied to a number of settings from health care to education to financial
institutions, the context under which the “mistrust” developed should be made clear. Indeed, our language reveals an intent. Mistrust, by definition, assumes an irrationality as the lack of trust is based on intuition. Distrust, on the other hand, is a lack of trust based on experience. Calling these patterns “mistrust” obviates the need to uncover the racial experiences which form the judgments being made. In doing so, we miss the opportunity to interrogate the racial experiences which lead to this behavior.

Another aspect of this particular vignette merits further examination. Even with repayment of such a pitiful amount contractually guaranteed, the racial hierarchy is enough to be denied the smallest amount of credit for no rational reason. This was about more than money (although it was money that they needed); it was about a world where power was expressed through the denial of needs. What does this imply for economics? Our models of taste-based discrimination typically highlight the disutility that Whites have when interacting with stigmatized groups, but fail to capture the utility that racists gain from actively mistreating those in stigmatized groups. For the racist, racism is consumption. Confining economic concepts to discrimination and avoidance limits the ability of social scientists to describe behavior where racists sought out interracial interaction as a means to exert power, authority, violence, and control.

This insight leads us back to the economics of enslavement. Fogel and Engerman (1974) argued that whippings were rare because positive incentives were used, while more recent work in the history of capitalism stresses the use of whippings as a means of increasing cotton production (Baptist 2014). Both perspectives tacitly concede that whipping is a part of the production process, leaving aside the fact that imposing terror may derive utility for the terrorists. Racists may avoid interracial interactions in selected spheres of life, but in other situations racists have desired and draw satisfaction from subjugating Black people, which itself is a social ritual perfected in racial enslavement. The racial order established in enslavement is not only about means of economic production, but also the social reproduction of Black subjugation. Setting aside whatever relationship enslavement has to economic production, the utility derived from racial subjugation deserves a fully articulated economic analysis. For example, it has been argued that racial terror, subjugation, and domination come to form important parts of Black identity that have their roots in enslavement and that form day-to-day practices designed to reinforce a racial hierarchy (Hartman 1997), further extending the theoretical reach of racial enslavement into additional spaces.

The relationship between racial identity and economic identity are deeply related in ways that are immediately obvious in qualitative data but are obscured in much of the current work on race in economic history. Attention to issues of productivity, wages, discrimination, and profit can obscure more fundamental issues of how enslavement formed an economic culture. Race as an experience means that it is a process that is not easily described by a fixed variable in a dataset. Limiting ourselves to the quantitative record gives us partial answers to the questions we ask about racial economic inequality and the endurance of those inequalities over time.
Moving toward the Third Phase

New work from American historians on enslavement awaits the economic history profession. Addressing new questions from the narrative record will go a long way in reinvigorating the Third Phase of the agenda. While economic historians have been active in recent debates in the “history of capitalism” perspective on American enslavement (Hilt 2017), they have confined themselves largely to the topics involved in the first two phases. For example, debates have centered on the growth of cotton yields being more due to increased terror or crop innovation, or the degree to which Southern planters had outsized political influence in international trade. While these are worthwhile, considering the economic implications from innovative scholarship could help move us in more generative directions, and place an emphasis on the people most directly impacted by the peculiar institution.

As one example, consider gender and enslavement. Under the legal doctrine of “coverture,” parts of which continued to prevail into the 20th century, an unmarried woman was allowed to own property and to sign contracts under her own name, but upon marriage, her husband would subsume all such rights. However, despite legal restrictions on married women’s property ownership, enslavement was one area where White women asserted their economic independence. In *They Were Her Property*, Stephanie E. Jones-Rogers (2019) uses a combination of data and narrative to bring a wide range of new questions to the table concerning gender and enslavement. Analysis of records from New Orleans, the largest slave market at the time, reveals that White women were a significant number of the buyers and sellers of enslaved people. Moreover, judges frequently found enslaved people held for “sole and separate use” belonged outside the rules of coverture. Thus, some American White women won economic independence via the ownership of Black people. At a minimum, enslavement as a means around coverture adds complexity to the concept of American slavery as a patriarchal institution.

This insight also raises additional questions: Were creditors regularly duped by husbands, who would later claim that enslaved property was their wife’s possession? In the longer term, how did the perspective of the enslaved on having women as their enslavers influence the ways that Black people interacted with White women before and after Emancipation? How did property rights in people enable a White feminist capitalism among Southern women of the 19th century, which may continue to have racial implications for the women’s movement as it emerged in the later 19th and early 20th century?

The market price of the enslaved changed during their lifetimes, because of age but also as the institution of slavery itself changed. Diana Ramey Berry’s (2017) *The Price for Their Pound of Flesh: The Value of the Enslaved, from Womb to Grave, in the Building of a Nation* details the ways that the value of enslaved people changed over their lives and as enslavement itself changed. Prices in the market have importance for non-market behavior, but this requires a new method of bringing the perspective of the enslaved into the research agenda. How did the enslaved know of their changing value? How did knowledge of value alter relationships on plantations,
family relations, and enslaved fertility and mortality? In addition, given that slaveholders owned the human capital of the enslaved, how did the market value of investments in enslaved skills factor into management decisions? How did the behavior of enslavers in Virginia, a state that grew little cotton, change as cotton grew to be a dominant crop and prices for the enslaved rose? Prices are one part of the story, but a qualitative exploration can answer a broader set of questions related to social and economic relations.

The slave-holding South included not just plantation slavery, but also poor Whites who owned neither slaves nor land, but whose lives were deeply affected by their proximity to slavery. In Masterless Men: Poor Whites and Slavery in the Antebellum South, Keri Leigh Merritt (2017) shows that the ascension of the cotton South in the mid-19th century was contemporaneous with the descent of poor Whites into landless poverty. The rise of large plantations and the internationalization and profit in cotton was an economic, social, and political change in American enslavement. For example, Merritt considers the Panic of 1837 and depression that followed. As part of President Andrew Jackson’s efforts to shut down the Bank of the United States, he withdrew $10 million from the bank and deposited it with state-level banks and other financial institutions, which triggered a wave of inflationary lending. Jackson followed up with the Specie Circular executive order in 1836, which required that all sales of government land be conducted in gold or silver. Together with various international economic pressures, major New York banks faced a run where they were unable to provide specie when requested, and the ensuing panic shut down hundreds of banks across the country, with the effects felt disproportionately in the South. Merritt discusses how these events forced poor Whites from their small farms and further increased the cost of land ownership, dramatically increasing the number of poor and landless Whites in the South.

Consistent with Merritt’s (2017) analysis, Rhode (2021) analyzes historical census returns and documents an increasing concentration of slaveholding in the South at this time. Earlier histories have assumed a static set of race relations in the South, but Merritt argues that the tools that enforced racial discrimination after the Civil War—disenfranchisement, low investment in public goods, high levels of inequality, disproportionate rates of incarceration—were often deployed against poor Whites in the South before the Civil War, and became racialized tools after the Civil War. From this perspective, the Southern Homestead Act of 1866, which offered government land for sale in Alabama, Arkansas, Florida, Louisiana, and Mississippi, can be viewed not primarily as opportunity for freed slaves (who often found themselves excluded from such purchases), but rather as a reclamation project for poor Whites removed from their land decades before. We know that poor Southern Whites did not gravitate to the antislavery Republican party after the Civil War. More broadly, how much of what economic historians consider preferences are strategic responses to changes in economic institutions? What did the formerly enslaved think and learn about the nature of changing race and class relations, both before and after Emancipation?
Large slave plantations often kept detailed accounting records as part of their management practices. Counting with precision did not end at Emancipation, but the scope in agriculture declined while the scale in industry expanded. Caitlin Rosenthal’s (2018) *Accounting for Slavery* argues convincingly that management practices at the micro level in the United States owe a great deal to the basics of plantation management. This raises a series of questions. How did the combination of numeracy and illiteracy interact with economic position for Black Americans in a regime where productivity was individually measured? How did industrial enterprises in the post-Emancipation South capitalize on the familiarity of the formerly enslaved with detailed record-keeping? How were management practices seen as racialized economic interactions? How does resistance to obsessive and aggressive management use of quantitative methods of worker control, from the large industrial enterprises of the late 19th and early 20th century up to the present day, grow out of the use of such tools during slavery?

Moving towards a complete Black economic history will require new methods and new perspectives on race itself that fall outside of traditional economics and even social science more generally. I believe that a qualitative approach is likely to be highly useful. Economists have a tendency to roll their eyes when they encounter “qualitative” as a way of organizing research, but qualitative evidence is *empirical* evidence. It can hold the key to answering questions that quantitative data simply cannot. We should certainly let the quantitative data speak, but the current dominance of census, administrative, business and survey data—and the categories that are used for collecting such data—leaves questions of economic importance unanswerable in the current paradigm. Alongside that data, we can return to the central question: What did Black people know and how did they know it? Progress on the Third Phase requires methods that incorporate a broader range of empirical techniques. When we do so, we move toward the recovery of Black economic history.
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The Cumulative Costs of Racism and the Bill for Black Reparations

William Darity Jr., A. Kirsten Mullen, and Marvin Slaughter

A core contribution of economic historians is to bring quantitative estimates to their topics. With respect to American slavery and its ongoing legacy of racial oppression, the concreteness of numerical estimates plays an additional role. The arguments over payment of reparations to Black descendants of American slaves have many dimensions, but one key requirement of any plan for reparative justice is determination of an appropriate dollar amount. Measures can be partitioned into two broad categories: 1) those based upon itemization of the costs to the victims or gains to the perpetrators from specific atrocities; and 2) those based upon estimates of the combined global effects of the atrocities on living descendants of those persons enslaved in the United States.

The first approach requires identification of a comprehensive list of relevant atrocities and injustices, assigning a dollar value to each, and adding them to arrive at an amount for the reparations bill. In the first main section of the paper, we provide examples of the itemization strategy: the wage costs to the enslaved of bondage; the gains to the perpetrators of slavery; the lives taken by White terrorists in post-Civil War massacres and lynching during Reconstruction and legal segregation; the
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property destroyed and seized by White terrorists during the massacres; discrimination in the provision of the homebuying supports from the Federal Housing Administration and the Servicemen’s Readjustment Bill of 1944 (commonly known as “the G.I. Bill”); and racial discrimination in employment.

The second approach, to which we turn in the next main section of the paper, requires use of quantitative indicators of the global effects of the impact on the victimized community of a trajectory of injustices. We focus on two global indicators: the present value of providing 40 acres of land to freed slaves in 1865 and the current wealth gap between Black and White Americans.

At the outset, we must say we prefer the second approach, specifically using the Black–White wealth gap as the appropriate gauge for the size of the reparations bill. Not only is full enumeration of all the pertinent atrocities a major challenge, marshalling the data needed to assign a numerical value to each is daunting at best and impossible at worst. A more efficient method is to use a summary measure, like the racial wealth gap, to arrive at the total due.

Moreover, although the amount associated with the itemization method likely will be greater than the bill for reparations based upon the current Black–White wealth gap, all atrocities on an itemized ledger are not applicable to living descendants of the enslaved. In fact, it is hard to justify paying those living today for the harms directly inflicted upon their ancestors, particularly enslavement itself. It is legitimate to pay them for ongoing consequences of the harms that limit their lives in the present moment.

In what follows, at several points, we will make compound interest calculations to generate present value estimates of the costs imposed on African Americans by slavery and subsequent acts of oppression. The choice of interest rate for compounding exercises is somewhat arbitrary. In this essay, we opt to use the two interest rates utilized in Craemer et al.’s (2020) extended analysis of the costs of slavery to the enslaved (discussed further in the next section): 3 and 6 percent. A 3 percent nominal rate approximates a risk-free rate over time; a 6 percent rate can be considered an adjustment that takes into account nominal growth in GDP over time. In addition, the 6 percent rate has historical resonance: it was the “interest rate specified in the sales contract between Georgetown University and the Louisiana purchaser of 272 enslaved people in 1838” (Craemer et al. 2020, p. 219).1

For those interested in a full presentation of the arguments for a policy of paying reparations to the Black descendants of African slaves, two of the authors of the article have published *From Here to Equality: Reparations for Black Americans in the Twenty-First Century* (Darity and Mullen 2020). Indeed, the final chapter of that book presents a detailed plan of redress for the 40 million Black American descendants

---

1 Some studies in this literature also include estimates using a 9 percent interest rate, which corresponds roughly to the average nominal rate of return on financial assets on the Standard & Poor’s 500 from 1880 to the present (Webster 2021). Use of the 6 percent rate compounded over long spans, compared to a 3 percent rate, leads to explosive increases in present value estimates. We do not report the results of using a 9 percent rate, which leads to even more enormous estimates.
of slavery in the United States. However, whether one agrees with a policy of reparations or not, concrete quantitative estimates of the costs of American slavery and racial suppression to those who were enslaved and oppressed should be a central part of our understanding of US history.

Itemizing Some Costs of Slavery and Racial Oppression

Measuring Costs of Slavery

Enslavement of Africans—both those who were brought here by absolute coercion and their descendants born into slavery—was an organic part of the American republic inaugurated with the Declaration of Independence in 1776. In this subsection, we present four different routes for measurement of the costs of American slavery: unpaid wages to the enslaved, financial gains to the slaveholders, the monetary price the enslaved had to pay to purchase their own freedom, and the contribution of American slavery to the nation’s economic development. Table 1 provides a summary of the present value estimates calculated at each of the interest rates.

The first procedure considered for calculating the cost of enslavement to those held in bondage is to use the wage rates paid to free laborers at the time. Of course, because the enslaved population was forced to migrate, in the absence of slavery they would not have been present in the United States in the same numbers. Therefore, in the absence of slavery, the wage rate for free labor, presumably, would have been higher (Darity 1990). However, in lieu of an estimated shadow wage in a hypothetical America without slavery, use of the actual prevailing wage rate for hired labor during the same interval provides a cautious estimate of the wage costs of slavery to the enslaved.

Craemer (2015) uses this approach: that is, based on estimates of the hourly wage rate in each of the years 1776–1860 and estimates of the hours worked by enslaved people, he calculates total wages lost over the interval. Thus, the implicit counterfactual here is that slavery would have been abolished as part of the formation of the United States in 1776, so that slaves and their descendants would have become free labor. Due to uncertainty over the exact size of the enslaved population during the course of the Civil War—it was customary for the enslaved to liberate themselves from the plantations and farms and to join the Union army when it passed through

---

2 Craemer et al. (2020, p. 229–30) point out that had slavery been abolished in 1776, perhaps wages of free labor would not have shifted much: “At least in theory, the addition of freed enslaved laborers might not have exerted a net effect on wages, as it would have increased not only the supply of labor but also, in rough proportion, the demand for free labor by former slave owners.” They conclude, “These countervailing forces might have left the prices for labor in the free labor market roughly unaffected justifying the use of free market hourly compensation records to estimate the earning potential of the enslaved, had they been free laborers at the time.” Nevertheless, they view the superior “counterfactual [as] what the wage rate would have been for an African who migrated freely to the American colonies in a world without American slavery. In that world, voluntary African immigrants would have found higher wages due to a greater labor shortage.” With this counterfactual, using the prevailing wage for free labor is, necessarily, a “conservative” strategy.
their area (Du Bois 1935, p. 55–83)—Craemer (2015) stops the calculation in 1860 rather than 1865, which means that his estimate is biased downward.

Under Craemer’s (2015) first scenario, missing wages are computed on the basis of a 12-hour work day, putting to work all enslaved persons five years of age or older. In his initial work of gathering historical data for wages for free labor, drawn primarily from Officer and Williamson (2022), Craemer uses a 3 percent interest rate to estimate the bill for outstanding wages projected up through 2009. Calculating the sum of the present value of each year’s unpaid labor at 3 percent interest rate yields an estimate of $8.46 trillion by 2021. At 6 percent, the present value exceeds $860 trillion.

Craemer’s (2015) second scenario is based upon recognition that the entire day of every day of the week for the enslaved, regardless of their age, constituted theft of their time. Here, Craemer estimates the bill for outstanding wages by imputing the free labor market wage to the full 24 hour day, 365 days a year, for all persons enslaved. The 2009 present value Craemer computes, at a 3 percent interest rate, is $14.2 trillion. Use of a 6 percent interest rate for calculation of the present value yields a stunning total of $7 quadrillion.

An alternative to the wage-based strategy is to estimate benefits to the slaveholders of the ownership of human property. A monetary value of Black subjugation can be calculated by treating prevailing sales prices for enslaved human beings as capturing the discounted present value of the net expected stream of income generated for the slave owner. This strategy was undertaken by Ransom and Sutch (1990), Neal (1990), and Marketti (1990) in putting forward their respective calculations of “the present value of past exploitation.” Their estimates range from a low of $17.4 billion (Ransom and Sutch 1990) to a high of $4.7 trillion in 1983 US dollars.

A second approach is to calculate the asset value of the enslaved population to the slaveholders. On December 31, 1860, upon his exit from Congress in anticipation of his state’s secession from the Union, Louisiana Senator Judah P. Benjamin (1860) estimated that enslaved people had a value of $4 billion to their

Table 1

<table>
<thead>
<tr>
<th>Measure</th>
<th>3 percent interest compounded to the present (2021 dollars)</th>
<th>6 percent interest compounded to the present (2021 dollars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing wages 12-hour estimate</td>
<td>$8.46 trillion</td>
<td>$860.2 trillion</td>
</tr>
<tr>
<td>Missing wages 24-hour estimate</td>
<td>$14.2 trillion</td>
<td>$7 quadrillion</td>
</tr>
<tr>
<td>Asset value of the enslaved</td>
<td>$466.5 billion</td>
<td>$47.5 trillion</td>
</tr>
<tr>
<td>Expense of self-purchase (price of freedom)</td>
<td>$559 billion</td>
<td>$56.9 trillion</td>
</tr>
<tr>
<td>Contribution to American economic development (1839)</td>
<td>$33.4 billion</td>
<td>$6.2 trillion</td>
</tr>
<tr>
<td>Contribution to American economic development (1859)</td>
<td>$72.9 billion</td>
<td>$105 trillion</td>
</tr>
</tbody>
</table>

Source: Various studies discussed in the text.
The present value of that sum is $466.5 billion at 3 percent interest and $47.5 trillion at 6 percent interest.

Given the presence of 4 million enslaved persons, Benjamin’s estimate corresponds to an average valuation in 1860 of $1,000. This estimate enables us to us a third approach, calculating the price an individual had to pay to obtain freedom in 1860 dollars.

Prior to the Civil War, the most common way for a slave to obtain freedom was by self-purchase—buying one’s way to emancipation (Alchin 2018). While many enslaved people sought to run away, successful escape was difficult because of the specialized teams of “slave catchers” and the presence of federal laws requiring the return of enslaved people to their owners. Owner-based manumission or legal manumission was quite rare. With the arrival of the Civil War, contributing directly to the Union war effort became an effective way of gaining mass emancipation. By the end of the Civil War, 180,000 Black men served in the Union army—about 10 percent of the military personnel.

Enslaved persons did have a variety of ways to accumulate the funds to buy freedom (Alchin 2018). There were sometimes opportunities to work for pay for the owner or for someone else on Sundays, the ostensible day of rest. In some sectors, forestry and mining in particular, there may have been opportunities for piece rate compensation if the enslaved person met more than their quota. Occasionally there were bonuses at harvest time. If an enslaved person had a garden plot, there might be opportunities to sell some of their produce.

The most important avenue for obtaining the funds to buy freedom was the leasing or “hiring out system,” where an enslaved person might be permitted to keep a portion of the money. This was more of an option for enslaved persons who were skilled craftsmen. At times, they might even have had the “privilege” of hiring themselves out, depending upon the degree of leverage their unique skills afforded. Of course, because of the imbalance in power, the enslaved person seeking to buy freedom was reliant on the owner to honor the deal.

The price of freedom generally was 20 percent greater than the market price for an enslaved person (Cole 2005). Therefore, in 1860 an enslaved person would have had to meet an average price of $1,200. The emancipation value of the 4 million persons enslaved in 1860 would have been $4.8 billion at the going rate for buying freedom. The present value would amount to $559 billion at 3 percent and $56.9 trillion at 6 percent.

A final way of measuring the cost of the atrocity of slavery is to estimate the contribution that enslaved labor made to American economic development. Stelzner and Beckert (2021) offer a comprehensive attempt to arrive at such a calculation. Due to

---

3 Benjamin (1860), who served in three different capacities in Confederate cabinet, including Secretary of War, said “our slaves ... directly and indirectly involve a value of four thousand million dollars.” Louisiana’s official secession from the United States took place on January 26, 1861.

data limitations, the authors only are able to calculate the contribution of enslaved labor to national output in two specific years: 1839 and 1859. By totaling the effect of slave production at the regional level, Stelzner and Beckert (2021, p. 19, table 2) arrive at measures of the contribution to national output. Slave-grown cotton in the Southern states was so dominant that the produce of enslaved laborers generated about half of the output in the region.

Stelzner and Becker (2021) conclude that enslaved labor in the United States was responsible for 18.7 to 24.3 percent of commodity output growth during the two-decade interval between 1839 and 1859. In both years, slave production contributed to at least 15 percent of total national output. Present value calculations using the lower bounds on Stelzner and Becket’s estimates of the contribution to national output by enslaved persons place the numbers at $33.4 billion (using a 3 percent rate) and $6.2 trillion (6 percent) for 1839. A similar calculation for 1859 results in estimates of $72.9 billion (3 percent) and $105 trillion (6 percent). Again, these estimates account for only two years out of the full span of American slavery.

However, by deriving only the direct effects of reliance on slave labor in each region, the authors undervalue the full contribution made by enslaved workers. For example, they assign a value of zero to output attributable to slave labor in New England because there were no enslaved workers in those states in 1839 and 1859. However, the textile sector in New England produced 70–75 percent of the nation’s cloth between 1831 and 1860 (Temin 1999, p. 50), and its critical raw material was slave-grown cotton from the US South. The Stelzner-Beckert approach does not take into account extra-regional backward nor forward linkages (Hirschman 1958).

All of the methods discussed here share a common shortcoming: by focusing on lost wages, values from a slaveholder’s perspective, or output produced by slave labor, none of them consider in a direct way the full costs of conditions of enslavement, like suffering violence, brutality, and loss of freedom. In that sense, all of these methods result in downward-biased estimates of the costs of slavery to the enslaved.

Measuring Costs of Post–Civil War Massacres, Murders, and Excess Mortality

Between the end of the Civil War and the 1940s, approximately 100 White massacres directed against Black communities took place (for a list, see Table 2). In 1919 alone, for example, upwards of 35 of these assaults took place in locations

---

5 Gavin Wright’s contribution to this symposium minimizes the impact of slavery on American economic development. However, he does not directly address Stelzner and Beckert’s (2021) analysis, nor does he consider Hirschman’s (1958) “backward and forward linkages” extending from the slave plantation sector. Wright does say explicitly that his conclusion does not affect the case for Black reparations.

6 Craemer et al. (2020) offer illustrations of the monetary costs of the denial of freedom based on compensation awarded to Japanese-Americans subjected to mass incarceration during World War II and for the Americans held hostage in Iran for 444 days starting in November 1979. These estimates are extremely different. Under the Civil Liberties Act of 1988, each survivor of the “internment” was given a letter of apology and $20,000, which amounted to 76 cents per hour of confinement (in 1988 currency). In contrast, the Justice for United States Victims of State Sponsored Terrorism Act of 2015, amended in 2021, specifies $10,000 per day of captivity for the hostages, which implies an hourly rate of approximately $416 per hour in 2021 dollars.
as far-flung as Omaha, Nebraska; Chicago, Illinois; Elaine, Arkansas; Austin, Texas; Wilmington, Delaware; and Bisbee, Arizona. The bloodshed of that year was so extensive that civil rights activist and composer James Weldon Johnson dubbed the period the Red Summer. In these riots and massacres, Black people often were murdered or injured and their property routinely was taken by the White attackers. Due to the general devaluation of Black lives and the political and financial objectives of the White mobs, there was little concern with establishing precise numbers of Blacks killed during the course of the massacres. In the White riot in Atlanta in 1906, for example, estimates of the number of Black deaths range from 10 to 100; the estimates for the 1917 East St. Louis massacre range wildly from 40 to 200 deaths; and to

Table 2
List of Documented Massacres and Instances of Mob Violence Perpetrated Against Black Individuals, 1863–1950

<table>
<thead>
<tr>
<th>Year</th>
<th>Locations</th>
<th>Year</th>
<th>Locations</th>
<th>Year</th>
<th>Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1863</td>
<td>Detroit, MI</td>
<td>1912</td>
<td>Forsyth County, GA</td>
<td>1866</td>
<td>Memphis, TN</td>
</tr>
<tr>
<td></td>
<td>Shreveport, LA</td>
<td></td>
<td>Omaha, NE</td>
<td></td>
<td>New Orleans, LA</td>
</tr>
<tr>
<td></td>
<td>Slocum, TX</td>
<td></td>
<td>Philadelphia, PA</td>
<td></td>
<td>Opelousas, LA</td>
</tr>
<tr>
<td></td>
<td>Uvalda, GA</td>
<td></td>
<td>Putnam County, GA</td>
<td></td>
<td>New Orleans, LA</td>
</tr>
<tr>
<td>1870</td>
<td>Eutaw, AL</td>
<td></td>
<td>East St. Louis, IL</td>
<td></td>
<td>Baltimore, MD</td>
</tr>
<tr>
<td></td>
<td>Houston, TX</td>
<td></td>
<td>Wilmington, DE</td>
<td></td>
<td>Angola, LA</td>
</tr>
<tr>
<td>1871</td>
<td>Meridian, MS</td>
<td></td>
<td>Vicksburg, MS</td>
<td></td>
<td>cottonfield, AL</td>
</tr>
<tr>
<td>1873</td>
<td>Colfax, LA</td>
<td>1916</td>
<td>Slocum, TX</td>
<td></td>
<td>Los Angeles, CA</td>
</tr>
<tr>
<td>1874</td>
<td>Coushatta, LA</td>
<td>1919</td>
<td>Tyler, TX</td>
<td></td>
<td>Lamar County, GA</td>
</tr>
<tr>
<td></td>
<td>Baton Rouge, LA</td>
<td>1920</td>
<td>Hattiesburg, MS</td>
<td></td>
<td>New York, NY</td>
</tr>
<tr>
<td></td>
<td>Vicksburg, MS</td>
<td>1921</td>
<td>Selma, AL</td>
<td></td>
<td>Canton, MS</td>
</tr>
<tr>
<td></td>
<td>Barbour County, AL</td>
<td>1922</td>
<td>Chicago, IL</td>
<td></td>
<td>Pulaski County, GA</td>
</tr>
<tr>
<td>1875</td>
<td>Clinton, MS</td>
<td>1923</td>
<td>Perry, FL</td>
<td></td>
<td>Texas City, TX</td>
</tr>
<tr>
<td></td>
<td>central, GA</td>
<td></td>
<td>Catcher, AK</td>
<td></td>
<td>Defiance, MO</td>
</tr>
<tr>
<td>1876</td>
<td>Charleston, SC</td>
<td>1877</td>
<td>+lphia, PA</td>
<td></td>
<td>Longview, TX</td>
</tr>
<tr>
<td></td>
<td>Ellenton, SC</td>
<td></td>
<td>Tulsa, OK</td>
<td></td>
<td>Europas, LA</td>
</tr>
<tr>
<td></td>
<td>Hamburg, SC</td>
<td></td>
<td>Houston, TX</td>
<td></td>
<td>McComb, MS</td>
</tr>
<tr>
<td>1887</td>
<td>Thibodeaux, LA</td>
<td>1888</td>
<td>East St. Louis, IL</td>
<td></td>
<td>Hattiesburg, MS</td>
</tr>
<tr>
<td></td>
<td>Dublin, GA</td>
<td>1919</td>
<td>Seattle, WA</td>
<td></td>
<td>Greenville, SC</td>
</tr>
<tr>
<td>1888</td>
<td>Danville, VA</td>
<td>1920</td>
<td>DeKalb, GA</td>
<td></td>
<td>Piedmont, AL</td>
</tr>
<tr>
<td></td>
<td>Fort Bend, TX</td>
<td>1921</td>
<td>Mobile, AL</td>
<td></td>
<td>Montezuma, GA</td>
</tr>
<tr>
<td>1891</td>
<td>Omaha, NB</td>
<td>1922</td>
<td>Orlando, FL</td>
<td></td>
<td>Susanville, CA</td>
</tr>
<tr>
<td>1896</td>
<td>Polk County, AR</td>
<td>1923</td>
<td>Perry, FL</td>
<td></td>
<td>Valdosta, GA</td>
</tr>
<tr>
<td>1898</td>
<td>Phoenix, SC</td>
<td>1899</td>
<td>Jacksonville, FL</td>
<td></td>
<td>Washington, DC</td>
</tr>
<tr>
<td></td>
<td>Hubbard, OH</td>
<td>1900</td>
<td>Eufala, AL</td>
<td></td>
<td>Morgan County, WV</td>
</tr>
<tr>
<td></td>
<td>Wilmington, NC</td>
<td>1901</td>
<td>Montgomery, AL</td>
<td></td>
<td>Montgomery, AL</td>
</tr>
<tr>
<td>1900</td>
<td>New Orleans, LA</td>
<td>1902</td>
<td>Memphis, TN</td>
<td></td>
<td>Fayetteville, GA</td>
</tr>
<tr>
<td></td>
<td>Jenkins County, GA</td>
<td>1903</td>
<td>Longview, TX</td>
<td></td>
<td>Fort Worth, TX</td>
</tr>
<tr>
<td></td>
<td>Kerr County, TX</td>
<td>1904</td>
<td>Shreveport, LA</td>
<td></td>
<td>Pathfield, OH</td>
</tr>
<tr>
<td>1905</td>
<td>Little Rock, AK</td>
<td>1906</td>
<td>Shreveport, LA</td>
<td></td>
<td>Pembroke, GA</td>
</tr>
<tr>
<td></td>
<td>New York, NY</td>
<td>1907</td>
<td>Shreveport, LA</td>
<td></td>
<td>Moultrie, GA</td>
</tr>
<tr>
<td></td>
<td>Norfolk, VA</td>
<td>1908</td>
<td>Shreveport, LA</td>
<td></td>
<td>Americus, GA</td>
</tr>
</tbody>
</table>

Sources: Compiled by the authors as noted in Darity and Mullen (2020, p. 216–17, 374–75 n. 37–42); Haynes (1919); Black Past (2022); Rucker and Upton (2006); Voogd (2008).
this day the total number of Black deaths at the notorious 1921 massacre in Tulsa, Oklahoma, sometimes estimated at 300, remains unknown (Bentley-Edwards et al. 2018).

Robert Smalls, a Black Civil War hero and South Carolina congressman (from 1875 to 1887), asserted that 53,000 Blacks had been killed by White terrorists from the end of the Civil War through the rest of the nineteenth century. For many years this figure was viewed as exaggerated, but more recent scholarship suggests that Smalls was roughly correct (Egerton 2018). This would have meant about 1,750 murders per annum in the late nineteenth century, or about five Blacks killed by Whites on a daily basis (Darity and Mullen 2020, p. 166). The most recent estimates of Black deaths on the twentieth century lynching trail amount to about 1,500 (Cook, Logan, and Parman 2018; Fox 2020).

A more comprehensive measure of Black deaths is provided by the estimates of excess all-causes Black mortality generated by public health demographers. Benjamins et al. (2021) find between 2016 and 2018, the all-causes Black death rate was 24 percent higher than the White death rate in the nation’s 30 largest cities by population size. This implies 74,402 excess Black deaths in those metropolitan areas during that period alone. Their procedure could be extended nationwide for all years in which vital statistics of a reasonable quality are available.8

In placing a monetary value on lives lost, a common approach is to compute what is known as the “value of a statistical life.” The value of a statistical life seeks to establish the monetary value of incremental reductions in the likelihood of personal safety risk, in particular premature death, based on empirical estimates of how people actually react when confronted with consumer or workplace choices that involve different levels of risk of death. The value of a statistical life has become a widely used instrument in cost-benefit analyses of proposed government regulations by the Environment Protection Agency, the US Department of Transportation, and other agencies. Today the value used by a number of public agencies approaches $10 million per person (Kniesner and Viscusi 2019).

Using only the Black excess mortality figure for larger metropolitan areas for 2016–2018, multiplied by the current value of a statistical life, yields a total of $724 billion. In theory, such a calculation could be extended back in time. But there are data limitations blocking sound estimates of total Black mortality, a necessary prelude to calculation of excess Black mortality, especially prior to the 1940s. As Ewbank (1987) writes:

8Wrigley-Field (2020) turns the excess mortality computation on its head and asks how many more White deaths would have to occur to reach the lowest recorded incidence of deaths among Black Americans. She concludes: “For hypothetical White age-adjusted mortality to equal the lowest recorded Black age-adjusted mortality, about 400,000 to 420,000 excess White deaths are needed [per annum]. For White life expectancy in 2020 [the pandemic year alone] to fall to the level of the best-recorded Black life expectancy would require an estimated 700,000 to 1 million excess White deaths … The low-end estimate of about 400,000 excess White deaths is about 5.7 times the current confirmed COVID-19 deaths among Whites, representing an 18 percent increase in White mortality from prepandemic levels. For comparison, this estimate implies that, to reach the best-ever prepandemic Black mortality rates, the full US White population would need to experience a level of excess mortality comparable to 90 percent of the official COVID-19 death rate (for all racial groups) in New York City to date.”
There are several reasons why it is difficult to document mortality trends among American Blacks. First, registration of deaths did not begin in the United States until late in the nineteenth century and even then it was limited to a few states. It was not until 1933 that the whole of the continental United States was included in the national Death Registration Area (DRA). Second, the states which started registration systems first were northeastern states. The data on the White population in these states has often been used as a rough approximation of the whole country, but the Blacks in these states are not representative of all Blacks. In 1900 the death registration area included 26 percent of the total population, but only 4.4 percent of the Black population. More than 90 percent of the Blacks in the DRA lived in urban areas while only 23 percent of all Blacks were urban. Third, although Blacks and Whites were theoretically covered by the same data collection systems after the Civil War, the data for Blacks were generally less reliable than those for Whites.

Although vital statistics data on mortality by race for the period before World War II are not fully reliable, the existing numbers can be used to develop rough estimates of excess mortality. A reasonable—and conservative—measure of the Black death rate during this period is 1.6 times the White rate (SoRelle 2000). In 1930, the total US Black population was about 12 million people; the corresponding number of excess deaths would have been about 72,000, or a monetary equivalent of $720 billion in present value. A similar calculation would have to be performed year by year and the estimates summed to arrive at an approximation of the total monetary value of Black excess mortality.

**Measuring Costs of Stolen Property**

White terrorist attacks on Black communities in the closing decades of the nineteenth century and the opening decades of the twentieth century were often accompanied by destruction and appropriation of Black property by the mobsters. For many of the White riots, it is very difficult to estimate these costs of property damage.

However, the survivors of the 1921 Tulsa massacre did file insurance claims—albeit unsuccessfully—making it possible to construct a rough estimate of property lost due to the destruction of the Greenwood area of that city (Messer, Shriver, and Adams 2018; Canales and Elder 2021). The sum of the insurance claims filed immediately after the massacre amounted to $1.8 million. Compounding the present at 3 and 6 percent leads to present value estimates of the damages of $34.6 million and $611 million respectively. But Tulsa is an unusual case where researchers can access the insurance claims.

By using data collected on site soon after the event by the courageous antilynching activist, Ida B. Wells-Barnett (1920), Logan and Darity (2020) were able to...
to calculate a present value estimate of property losses for Black residents of tiny Elaine, Arkansas. In a massacre where an estimated 300 Black people were killed, Logan and Darity (2020) conclude that about $10 million in property was taken from the town’s Black citizens.

Approximately 1,000 Black people were rendered homeless by the 1919 Chicago massacre (Mitchell 2019), data that affords a lower bound estimate of property lost during that White riot. If six persons lived in the average home, then about 165 homes were destroyed. If the average price of a home in Chicago was $5,000 at the time, lost Black property amounted to about $830,000 in value. Compounded to the present, at 3 percent the value destroyed would amount to $16.9 million; at 6 percent, $316 million.

In cases where Whites appropriated Black-owned properties, arriving at proper estimates of lost wealth requires access to detailed information about deeds of sale and transfer of ownership as well as information about the race of the buyer and seller. This task is demanding. Even with good access to official records of property sales, severe difficulties can arise, including the trustworthiness of the documents. The example of property sales after the massacre that took place in Ocoee, Florida, in 1920 illustrates the scope of the challenge.

The state of Florida was the site of a series of the most violent reactions of white supremacists to efforts of Black citizens to participate in the electoral process and to evidence of Black economic prosperity (Ortiz 2006; Dunn 2013). Perhaps the most brutal of the assaults took place in Ocoee, Florida, on Election Day, November 2, 1920, after Black residents attempted to vote. Like virtually all White massacres, the exact number of Black people killed is not known, but estimates generally run in the vicinity of 50 deaths.

The trigger for the White riot in Ocoee was the particular efforts of Moses (Mose) Norman to cast his ballot. Rebuffed at the polling place, he and other Black voters were told to get documentation of their eligibility to vote from notary public, R.C. Bigelow, who just happened to be out of town on election day, “on a fishing trip” (Zinn Education Project). Bigelow later figured prominently as the individual who notarized a number of the deeds transferring Black properties to Whites, after the massacre, at fire sale prices. Norman was persistent (as described by the Zinn Education Project):

> With little other option, most [Blacks seeking to vote] returned to their homes without casting their ballots. Mose Norman would not be so easily deterred. After being turned away that morning in his Ocoee precinct, he rode to Orlando to seek the council of Judge Cheney. The attorney instructed him to write down the names of any African-Americans who were not permitted to vote and also the names of the poll workers who had denied their Constitutional right. Cheney said a lawsuit against the County could be brought to contest this violation.

Norman returned to Ocoee with these instructions, along with a handful of Black citizens again seeking to vote; as you can imagine, things did not go well.
After again being forcibly turned away, he demanded the poll workers names and exclaimed: “We will vote, by God!”

The response by the Klan was a massacre.

July Perry’s home was the site where the White mob believed Moses Norman had sought refuge after recognizing his life was in danger. Perry, “a farmer and labor broker who dared register fellow Blacks to vote” (Hudek 2020), “lived [with his family] on a large estate that included their home and several barns and outbuildings” (Byrne 2014). Norman and his wife, Elisa, were described as “[living] a little more lavishly, enjoying the fruits of the years of hard work farming the 100-acre family orange grove. He drove around the brick-paved streets of downtown in a fancy six-cylinder Columbia convertible with white sidewall tires, silver spokes, and elegant ‘storm curtains’ instead of side windows” (Byrne 2014). Folk history has it that at one point, before the massacre, Norman was offered $10,000 for his orange groves, an offer he declined (Byrne 2014).

A third wheel among prominent and prosperous Black residents of Ocoee was Valentine Hightower, also the owner of substantial tracts of land, who apparently was less demonstrative about his economic success (Byrne 2014):

Unlike his two friends, Valentine Hightower had a much more low-key personality. He knew well the dangers “negroes” opened up for themselves when they got too “uppity” in the still very white supremacist society of the time. He and his wife Jane lived a modest lifestyle and raised their kids to mainly keep to themselves. They answered politely when spoken to and preferred not to draw too much attention to themselves.

“My father was kind of humble,” Hightower’s son Armstrong recalled many decades later, “He didn’t take no chances on nothing.”

July Perry was the first victim of the mob, captured and lynched after the terrorists were unable to find Moses Norman on Perry’s property. Norman, himself, fled Ocoee and may have left the state of Florida, ultimately settling in New York. Valentine Hightower and his family “relocated” to Florida’s Dade County.

What happened to their property was representative of the aftermath of many white supremacist uprisings. Bluford Sims, a former Confederate officer from Tennessee and one of the major actors in the riot, arranged to be named executor of Perry’s estate and sold off the property at a significant economic gain with the provision that the property never be sold to another Black person (Fussell 2016; Bracy 2019). A search of the records of deeds for Orange County, Florida, where

---

10 There has been a movement to change the name of Bluford Avenue in Ocoee, named after Sims, to July Perry Avenue.
Ocoee is located, does not provide evidence that Sims purchased the properties from Perry’s survivors, who were driven out of the town.\footnote{11}

On the other hand, there is evidence of a formal transfer of property from Norman and Hightower to White ownership. On February 28, 1923, the records indicate that Moses Norman and his wife Eliza, in conjunction with Valentine Hightower and his wife Jane, sold a property to I.C. Bobo for $10. On the deed of sale, Moses Norman’s attestation to his agreement to the sale was verified by a notary public in New York, Joseph L. Pritchard, where Norman, presumably, had taken refuge. The Hightowers sold another property to I.C. Bobo for only $1 on January 26, 1923. We were unable to find any additional evidence confirming Norman’s presence in the state of New York after the massacre. We even remain uncertain about the validity of the signatures of the Black property sellers on the deeds of sale, particularly since it may have been quite dangerous for them to return to Orange County to sign over the properties in person.

Using the census records of Black (“negro” or “colored”) residents of Ocoee in 1920 provided in Appendix A of a report by the Office of Program Policy Analysis and Government Accountability (2019) of the state of Florida, it is possible to identify cases where a Black owner is making a “sale” to a White buyer. The property transfers accompanied the permanent exit from Ocoee of many Black survivors of the White terrorist attack. After the massacre, in the climate of coerced sales, our search of the property deeds from that time find that the going price seems to have been $10, regardless of the size and the structures on the property, as shown in Table 3.

As one example, Jackson and Annie Hamiter appear to have received a more reasonable price of $200 from notary R.E. Bigelow for a property sold on April 20, 1925, but they also had a succession of four sales between 1922 and 1925 at the $10 rate. Mrs. Hamiter penned a letter that set the context for the property sales that followed at injuriously low prices (as quoted in McLeod and Dickinson 2001):

> On the north side of town all the homes and some of the people were burned, one man was shot and killed and carried to the county seat and hung up as lynched. … The people on the south of town are being threatened that they must sell out and leave or they will be shot and burned as the others have been. … It seems to have been a prearranged affair to kill and drive the colored people from their homes as they were getting more prosperous than the White folks.

According to the 1920 US Census, 255 Blacks lived in Ocoee, Florida. The US Census of 1930 counted two remaining Blacks in Ocoee in that year, with the number decreasing to zero between 1940 and 1970.

\footnote{11} The authors want to express their gratitude to Pamela Schwartz at the Orange County Regional History Center and Paul Ortiz, professor of history at the University of Florida, for clarifications about the information contained in the records of deeds.
Table 3
Cross-Referenced List of Black Landowners in Ocoee, FL, Approximate Property Size, and Valuation

<table>
<thead>
<tr>
<th>Last Name</th>
<th>First Name</th>
<th>Property Size (Acres Rounded to Nearest Whole Number)</th>
<th>Purchase Value (Year)</th>
<th>Sale Value (Year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson</td>
<td>Garfield</td>
<td>79</td>
<td>Federal Land Grant</td>
<td>$100 (1922)</td>
</tr>
<tr>
<td>Battsey (Betsey)</td>
<td>Randolph</td>
<td>1</td>
<td>$25 (1899)</td>
<td></td>
</tr>
<tr>
<td>Battsey (Betsey)</td>
<td>Randolph</td>
<td>3</td>
<td>$60 (1906)</td>
<td></td>
</tr>
<tr>
<td>Battsey (Betsey)</td>
<td>Annie</td>
<td>1</td>
<td>$25 (1908)</td>
<td></td>
</tr>
<tr>
<td>Blackshear</td>
<td>Martin</td>
<td>1</td>
<td>$10 (1908)</td>
<td>$10 (1921)</td>
</tr>
<tr>
<td>Blackshear</td>
<td>Martin</td>
<td>6</td>
<td>$50 (1915)</td>
<td>$25 (1920)</td>
</tr>
<tr>
<td>Blue</td>
<td>Sanborn</td>
<td>3</td>
<td>$250 (1920)</td>
<td>$750 (1920)</td>
</tr>
<tr>
<td>Thomas</td>
<td>Dennis</td>
<td>5</td>
<td>$100 (1897)</td>
<td>$1,000 (1920)</td>
</tr>
<tr>
<td>Dighs</td>
<td>Edward</td>
<td>79</td>
<td>$500 (1919)</td>
<td></td>
</tr>
<tr>
<td>Edwards</td>
<td>John (Joe)</td>
<td>5</td>
<td>$150 (1914)</td>
<td>$10 (1921)</td>
</tr>
<tr>
<td>Frank(s)</td>
<td>Daniel (D.R.)</td>
<td>20</td>
<td>$50 (1911)</td>
<td></td>
</tr>
<tr>
<td>Green</td>
<td>Sally (Sallie)</td>
<td>3</td>
<td>$54 (1916)</td>
<td>$10 (1923)</td>
</tr>
<tr>
<td>Hamriton (Hamiter)</td>
<td>Jackson (Jack, J.H.)</td>
<td>1</td>
<td>$25 (1905)</td>
<td>$10 (1924)</td>
</tr>
<tr>
<td>Hamriton (Hamiter)</td>
<td>Jackson (Jack, J.H.)</td>
<td>1</td>
<td>$450 (1920)</td>
<td>$10 (1925)</td>
</tr>
<tr>
<td>Hightower</td>
<td>Valentine (V.T.)</td>
<td>52</td>
<td>unknown**</td>
<td>$10 (1926)</td>
</tr>
<tr>
<td>Hightower</td>
<td>Valentine (V.T.)</td>
<td>2</td>
<td>$50 (1912)</td>
<td>$1 (1923)</td>
</tr>
<tr>
<td>Johnson (Sr.)</td>
<td>Stephen (Steve)</td>
<td>6</td>
<td>$50 (1913)</td>
<td>$10 (1922)</td>
</tr>
<tr>
<td>Lynch</td>
<td>Richard</td>
<td>3</td>
<td>$90 (1898)</td>
<td>$1 (1921)</td>
</tr>
<tr>
<td>Lynch</td>
<td>Richard</td>
<td>1</td>
<td>$25 (1905)</td>
<td>$10 (1925)</td>
</tr>
<tr>
<td>Meras (McRhea, McRae)</td>
<td>William (W.M.)</td>
<td>1</td>
<td>$75 (1919)</td>
<td>$450 (1920)</td>
</tr>
<tr>
<td>Moore</td>
<td>Rocky</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Nelson</td>
<td>Stephen</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Penger (Penzier)</td>
<td>Perry F (Kerry)</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Perry</td>
<td>Julius (July, J.P.)</td>
<td>5</td>
<td>$100 (1890)</td>
<td></td>
</tr>
<tr>
<td>Perry</td>
<td>Julius (July, J.P.)</td>
<td>1</td>
<td>$125 (1907)</td>
<td></td>
</tr>
<tr>
<td>Sater</td>
<td>Victoria</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Surrency</td>
<td>Jessie (J.C.)</td>
<td>3</td>
<td>$45 (1915)</td>
<td>$100 (1920)</td>
</tr>
<tr>
<td>Warren (Warron)</td>
<td>Wade</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Source: Compiled by the authors from data obtained from Office of the Comptroller, Orange County, Florida (https://or.occompt.com/recorder/eagleweb/docSearch.jsp).
Despite having access to records of ownership changes that took place in Ocoee, Florida, after the White riot, it remains difficult to gauge the full loss in wealth to Black residents. It is difficult to determine what the properties were worth at the times of the post-massacre sales. Tax appraisals do not correspond neatly to the sizes of the lots that were purchased for $1 and $10 by Whites. However, Table 1 shows that in those instances where there were recorded deeds of sale, sales prices for Black-owned properties were generally far below the earlier purchase price, regardless of the size of the lot.

The partial evidence that is available makes clear that property losses and forced sales were common results of the approximately 100 massacres, but, for most, systematic records are not available. This is another instance in which calculation of the total cost for a particular item on the redress docket may be intractable.

Measuring Redress for Twentieth-Century Discrimination in Homeownership

Today, there is both a racial gap in rates of homeownership—73 percent for Whites versus 45 percent for Blacks—and also a racial gap in the equity values associated with White- and Black-owned homes. Zillow listing prices indicate that a home in a neighborhood with no Black residents has a median value of $341,000. In contrast, homes in neighborhoods with a majority of Black residents have a median value of $184,000; these differences persist independent of the structural characteristics of the home (Perry, Rothwell, and Harshberger 2018). The average level of equity Whites hold in their homes is $216,000; for Blacks, the average level is $94,000 (Ross 2020).

Several mechanisms denied Blacks access to home ownership in the early part of the twentieth century, which, in turn, denied Blacks access to the benefits of appreciation in home equity gained by Whites throughout the latter half of the twentieth century. Restrictive covenants in property deeds blocked the sale of property to Blacks (and others). The Federal Housing Administration, established in 1934, formed a public-private partnership with local bank mortgage lending and openly practiced “redlining,” which involved not supporting loans to geographic areas with minority population, thus limiting Black homebuying opportunities (Rothstein 2017). Nevertheless, perhaps the single biggest factor leading to the sharp divide in Black and White wealth associated with homeownership was the Servicemen’s Readjustment Act of 1944, commonly known as the G.I. Bill.

The G.I. Bill may have been the most powerful twentieth century vehicle for upward mobility enacted by the US government (Blakemore 2021). The legislation provided support for veterans seeking higher education and vocational training, to purchase farms or start businesses, and unemployment relief. The most important element of the G.I. Bill for wealth-building and entry into the middle class were the homebuying subsidies and low- to zero-interest mortgage loans (Thompson 2019).

But the application of the law was decidedly inequitable, lifting millions of White World War II veterans to the “middle class,” while leaving many Black veterans behind (Katznelson 2005). Government sanctioned residential segregation limited the locations where Black veterans could buy homes—most notorious, perhaps, was their exclusion from multiple Levittown developments (Rothstein 2017).
In addition to restrictions on their ability to use mortgage support from the federal government, Black veterans had limited access to the homeownership benefits of the G.I. Bill in the first place. In 1947, only two of the 3,200 Veterans Administration guaranteed home loans for veterans in 13 Mississippi towns and cities went to Black veterans, in a state where close to 40 percent of the returning veterans were Black; in New York and New Jersey, less than 100 out of 67,000 mortgage loans went to Black veterans (Levinson 2020). By 1956, the final year of the first G.I. Bill, 4.3 million home loans amounting to $33 billion had been distributed to World War II veterans, overwhelmingly and disproportionately White (Blakemore 2021).12

Although the administration of G.I. Bill educational benefits does not appear to have been as inequitable as the provision of the homeownership benefits, discriminatory disparities also were associated with this component of the legislation (Turner and Bound 2003).

The language of the G.I. Bill was race-neutral, but its execution was not. To gain support for the legislation from Southern Democrats, the administration of the G.I. Bill had to be conducted on a decentralized basis by placing control over the program in the hands of state and local authorities. To construct a measure of the magnitude of resources denied Black veterans, it would be necessary to model not just Black veterans who were denied benefits, but also those who did not apply in the expectation of being rejected. Thus, estimates could be generated of the lost income due to the inability of Black veterans to pursue the full range of educational opportunities promised by the law and wealth lost due to exclusion from buying homes in neighborhoods where properties underwent markedly greater appreciation rates than those in predominantly Black neighborhoods.

**Measuring the Black–White Gap in Wage Costs**

In a contribution to Richard America’s edited volume, *The Wealth of Races*, Chachere and Udinsky (1990) provided a method for calculating the costs to Black Americans of labor market discrimination from employment discrimination during the 40-year interval 1929–1969. They worked with the assumption that 40 percent of the racial income differential was attributable to labor market discrimination and reached a calculation of the accumulated benefits to Whites of $1.6 trillion by the mid-1980s. Projecting their estimate forward in the decades since then, the corresponding value would be $4.6 trillion (using a 3 percent interest rate) or $13 trillion (6 percent).13

---

12 Eden (2021) argues that the difference in nominal monetary outlays per Black and White veteran was not significant, but the use of a cash-equivalent measure of their impact indicates substantial discriminatory effects to the disadvantage of Black veterans.

13 Swinton (1990) modified the Chachere and Udinsky (1990) estimate by subtracting total government expenditures on social safety net programs, including Social Security, Medicare, Medicaid, and unemployment insurance. Swinton’s calculation was a response to the claim often made by anti-reparationists that Blacks already have received restitution in the form of social transfer programs. This claim seems shaky. After all, the majority of funds from social transfer programs since the 1960s did not go exclusively to Black Americans; indeed, for a full 30 years after the onset of the New Deal project, Black Americans,
In what follows, we sketch an alternative strategy for calculating the wage loss to Black Americans from the inherited legacy of past racial discrimination, including not just discrimination by employers but also the broader forms of structural racism that have constrained educational and occupational choices for Blacks. Our estimate consists of two major components: a reduction in wages and a greater likelihood of being unemployed for Black workers. We apply this approach to 2019 data to arrive at a rough estimate of the impact of labor market discrimination on lost income for Black employees and potential employees.

The median hourly wage for White workers was $21.32 in 2019 (Gould 2020, table 3). The full difference in median Black and White hourly wages was $5.20: $21.32 minus $16.12. Suppose Black workers are assumed to have lost, conservatively, 5 percent of their earnings due to employment discrimination. Then the hourly wage loss for each Black worker was $1.06.

If we assume the typical full-time worker was paid for 48 weeks, five days a week, for an eight-hour workday, total annual hours would have been 1,920. If there were about 20 million Black labor force participants with a 6.1 percent annual unemployment rate, 18.6 million Black Americans received pay over the course of the year for 35.7 billion hours of work. The difference in the Black and White unemployment rates in 2019 can provide one gauge of the number of Black hours of work lost due to discrimination. The unemployment rate for Whites in 2019 was 3.3 percent. Subtracting 3.3 percent from 6.1 percent leaves a gap of 2.8 percent. Multiplying 20 million by 2.8 percent yields 360,000 Black Americans subjected to excess unemployment. Then, multiplying 360,000 persons by 1,920 annual hours leads to a total of 691.2 million hours of work lost due to structural racism.

Combining both the lower wage for employed Blacks and the loss of hours due to the higher unemployment rate for Blacks leads to an estimate of an aggregate loss of $38.6 billion in earnings in 2019 for Black workers. This would amount to an average loss of $1,930 per Black labor force participant in 2019 alone.

This estimate is necessarily very rough: for example, it ignores racial differences in discouraged unemployment, typically more of a burden for Black workers. This estimation procedure also does not adjust for racial differences in part-time work when the employee desires longer hours. Still, to the extent that annual calculations of this type can be made for each year from the end of slavery to the present, and then compounding past dollar values to the present, this estimation provides an avenue to arrive at an extensive measure of the cost in wages of structural racism to its victims. However, the data issues here are substantial: for example, 1948 was the first year that the US Bureau of Labor Statistics collected data by race on unemployment.

de facto, were excluded from most benefits of social transfer programs (Katznelson 2005). Nevertheless, Swinton deducted the total cost of social safety net funding between 1929 and 1969 from the Chachere and Undinsky and still arrived at a net $500 billion gain for Whites from labor market discrimination against Blacks measured in 1985 dollars. This, in turn, would amount to $1.4 trillion (using a 3 percent rate) or $4.1 trillion (6 percent) by 2021.
Unified Measures of the Costs of Slavery and Oppression

The itemization approach has the advantage of making the atrocities committed against African Americans concrete. But in many cases, the information simply is not available to construct all of these measures; in others, there will be overlap between different measures. Here we propose a more compact and efficient method for estimation of the invoice for reparations. We discuss two approaches: 1) calculate the present value of a debt that has remained unpaid for more than 155 years, and 2) utilize the Black–White wealth gap as an indicator of the long-term effects of racial injustices.

The Unpaid Debt

Even prior to the end of the Civil War, a series of “experiments” had been conducted with land settlement and independent farming among the formerly enslaved who joined the Union forces as they moved through the south. These experiments had been highly successful in demonstrating the freedmen’s skill and productivity in agriculture; after all, they had been the direct producers of the crops of plantation-based agriculture. The most notable of these was the project undertaken at Port Royal, South Carolina. However, via a variety of machinations, the land was procured by Northern speculators by outbidding the freedmen at auctions with their far greater resources (Franke 2019).

In January 1865, General William T. Sherman issued Special Field Orders No. 15, designating 5.3 million acres stretching from the Sea Islands of South Carolina to northern Florida bordered by the St. Johns River, to be settled by land grants of 40 acres to freed slaves. However, after 40,000 of the formerly enslaved had settled on 400,000 acres allotted under Sherman’s order, President Andrew Johnson ended the project and restored the land to the former slaveholders (Darity and Mullen 2020, p. 156–59).

The Freedmen’s Bureau Acts of 1865 and 1866 also included provisions for land distribution to the formerly enslaved, but these provisions were implemented tepidly at best. The Southern Homestead Act enacted in 1866 explicitly designated the freedmen as beneficiaries of the land patents allotted under the legislation, but the law, which specified 46 million acres of land in Alabama, Arkansas, Florida, Louisiana, and Mississippi be distributed to the freedmen and White Unionists at below market prices, was left to local administration, largely managed by the former Confederates. The law was terminated in 1876. An estimated 4,000 to 5,500 Blacks received federal patents from the Southern Homestead Act before its close, out of four million freedmen (Darity and Mullen 2020, p. 37). Southern historian Walter Fleming (1906), who can reasonably be treated as a hostile commentator on the merits of Black Reconstruction, nevertheless concluded that Black “expectations” of land grants “were justified by the policies of the government and the actions of its agents” (p. 721). But the promise was unfulfilled.

What would have been the value of such land? Consider a back-of-the-envelope estimate predicated on the 40-acre allotments being made, on average, to
four-person households. Since there were 4 million freedmen, the total promised allocation would have been about 40 million acres. An average land price of $10 per acre in 1865 (Mittal and Power 2000) implies that the projected land distribution would have been worth $400 million—for perspective, about 10 percent of the value that these human beings were worth to their owners during the period of slavery. The present value of $400 million in 1865 compounded to the present at 3 percent interest is $40.2 billion and at 6 percent interest is $3.5 trillion. Under the conditions of the Homestead Act of 1862, 1.5 million White families ultimately each received 160-acre land grants in the western territories—four times the size of what was promised but not delivered to Black families.

While the average annual rate of real estate appreciation runs in the zone of 3 to 5 percent (Yale 2021), many of the Sea Island properties in the South Carolina that were to have gone to the freedman have experienced appreciation rates in the vicinity of 5 and 6 percent. White land speculators bought many of these properties in the 1860s at less than $1 per acre.

In 2011, former South Carolina governor and Senator Mark Sanford, whose family had been the most recent buyers of a certain plantation, placed it under a conservation easement valued at $2.5 million (Franke 2019, p. 74–76). Sanford described the property as having been restored to its original status as a “family farm,” eliciting the following stinging comment from Katherine Franke (2019, p. 76): “Mark Sanford’s use of the term ‘family farm’ has such a quaint ring to it, erasing entirely the history of enslavement and failure to make good on the promise of land-based reparations for the people who had been enslaved by the Chisolm family.” Franke describes a number of other properties that were originally designated for freedman, then scooped up by Northern investors, and eventually became estates bought and sold by the rich. Black Americans were deprived of a possible avenue to intergenerational wealth when they were denied the 40-acre land grants.

The Modern Racial Wealth Gap

In discussions of paying reparations, a common question is the extent to which it is appropriate to compensate living African Americans for long-ago harms inflicted upon their ancestors. To assess the contemporary consequences for living African Americans of the atrocities experienced by their ancestors, we believe that the current Black–White disparity in wealth is the best single economic indicator of the cumulative, intergenerational impact of White racism over time. Blocked opportunities for Black wealth accumulation are transmitted to current generations via sharply reduced transfers of resources from parents and grandparents to children and grandchildren relative to the transfers made in White families (Darity and Mullen 2020, p. 30–37).

According to the 2019 Survey of Consumer Finances conducted by the Federal Reserve, the Black–White difference in household net worth at $164,100 at the median and at $840,900 at the mean, as shown in Figure 1 (Bhutta et al. 2020). The average White household consists of 2.36 persons while the average Black household consists of 2.46 persons; the per capita difference is about $67,200 at
the median and about $358,300 at the mean. There are approximately 40 million African Americans who are descendants of persons enslaved in the United States (or descendants of the freedmen), out of a total of 45 million Black Americans. Therefore, the sum of the Black–White wealth gap across households would be $2.7 trillion if evaluated at the median, and $14.3 trillion if evaluated at the mean.

Most discussions of economic inequality tend to focus on the median, because the middle values in a distribution, uncontaminated by outliers, are assumed to be more representative of the typical experience of members of each group. But in this case, we contend that the mean gap is more relevant. The ferocious degree of concentration of wealth in the United States means that 97 percent of the wealth held by all White Americans is possessed by White households with a net worth greater than the median White household. Thus, a focus on the median, rather than the mean, takes virtually all White wealth out of consideration for equality (Darity, Addo, and Smith 2020, p. 499).  

However, while we view the $14.3 trillion estimate of what is required to close the Black–White wealth gap at the mean as the single-most appropriate measure of the cumulative and intergenerational impact of White racism on current descendants of slaves, we also view it as a minimum estimate. After all, the Black–White wealth gap results from past experience, but living Black Americans continue to experience

---

14 Furthermore, the gap at the mean is not solely due to the presence of a small number of extraordinarily rich White billionaires. One-quarter of White households have a median net worth in excess of $1 million, a circumstance that is true for only 4 percent of Black households (Darity, Addo, and Smith 2020, p. 498). In addition, members of the White working class have two to three times the wealth than members of the Black professional managerial class (Addo and Darity 2021, p. 182).

15 For example, Tasseli McKay (forthcoming) constructs specific estimates of the costs of excess incarceration on Black Americans, costs that may be added above and beyond closing the racial wealth gap. However, the financial effects of past over-incarceration also may be embedded, in part, in the Black–White wealth differential itself.
excess mortality, as well as discrimination in employment, credit markets, and the criminal justice system.
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Slavery is often named as the nation’s “original sin,” a term prompted by the glaring contradiction between the lofty Enlightenment rhetoric of the Declaration of Independence and the harsh reality of human bondage. Prevailing norms regarding slavery have of course changed across the centuries, but in this case the discrepancy was often noted and widely deplored by contemporaries, and not just among the anti-slavery founding fathers. For example, Revolutionary War hero Marquis de Lafayette is said to have declared a number of times in the 1790s: “I would never have drawn my sword in the cause of America, if I could have conceived that thereby I was founding a land of slavery” (as quoted by Clarkson 1846, p. 64). Yet the institution of slavery was embedded (though carefully not named) in the US Constitution of 1789 and persisted until ratification of the Thirteenth Amendment in 1865, in the wake of a cataclysmic Civil War.

In this essay, I focus on the debates over the role of slavery in the surge of nineteenth-century US growth. The United States was never poor by world standards, but in the 1780s, the country was fragmented, underdeveloped, and nearly stagnant economically. By 1860, per capita growth had accelerated to 1.7 percent per year, and the US economy was a formidable player, on its way to world leadership by the turn of the twentieth century. Did slavery play a primary and indispensable role in the rise of the US economy to world preeminence? This proposition has deep historical roots: Pro-slavery apologists argued that “slavery was the nursing mother of the prosperity of the North” (as quoted in Desmond 2019, an argument elaborated
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to great southern applause in Thomas Kettel’s *Southern Wealth and Northern Profits* (1860). Karl Marx wrote in 1846 that “without slavery there would be no cotton, without cotton there would be no modern industry” (Marx 1963, p. 188). More recently, claims about the centrality of slavery to nineteenth-century US economic growth have featured in the national conversation on race, perhaps most notably in an intellectual insurgency known as the New History of Capitalism, some of which has filtered into the popular press through channels like the Pulitzer Prize-winning “1619 Project” published by the *New York Times* (2019). Yet this proposition has been rejected by virtually every economic historian who has examined the issue.

This essay reviews more than six decades of scholarship on the economics of American slavery, with a focus on the interactions between slavery, economic growth, and development. I begin with a brief overview of New World enslavement of Native Americans, the transition to African American slavery, and the role of the British Empire in fostering slavery. I then discuss the slump of the US economy in the decades after 1776 and the surge of economic growth in the nineteenth century. One central issue is that much historical writing conflates complicity with slavery—for example, routinely engaging in business with slaveholders, including transactions that facilitated slaveholding and the domestic slave trade—with national economic impact. Complicity with slavery was indeed widespread in the free states. Indifference to the enslaved status of southern labor was more the rule than the exception among northern shippers, manufacturers, and financial firms. Further, such groups often supported slaveholder interests in national politics, fearful that turmoil over slavery would disrupt economic activity. However, accounts of the sources of US economic growth in the nineteenth-century suggest that slavery and the shift of the slave-owning South to cotton production early in the century had relatively little effect on growth for the nation as a whole. The southern economy shared in the growth acceleration, expanding lands committed to cotton production and raising labor productivity in the process. But the deeper sources of long-run US economic growth were improvements in technology, internal transportation, finance, and education, and the slave-owning South lagged in all of these areas. A simple summary of these patterns might be this: Slavery enriched slave-owners, but impoverished the southern region and did little to boost the US economy as a whole. To be clear, nothing in this argument should be taken to downplay the need for Americans to grapple openly with the nation’s history of slavery and racial injustice.

**Origins of North American Slavery**

Coerced labor is as old as human history, but by the time of New World colonization, serfdom and other forms of bound labor had been in decline for centuries in western Europe. So why did nations that had long since abandoned slavery within

---

their own borders—taking their “free air” as a feature of national identity and pride—nonetheless preside over expansions of vast colonial empires based on slave labor? The contradiction was long a source of tension and commentary, but prior to the late eighteenth century, most observers found ways to rationalize the bipolar system by appeal to some combination of geographic necessity and national self-interest (Davis 1966; Drescher 1987).

To address this question, economic historians often draw upon Evsey Domar (1970), whose formulation was inspired by the re-enserfment of free Russian peasants between 1550 and 1650, a response to outmigration into newly conquered territories in the east. Domar posited a trilemma with three basic elements: free land, free labor, and large-scale agriculture supporting a landlord class. His conclusion was that any two of these can coexist in a locality, but not all three at once. Free labor and large-scale agriculture describes western Europe of the 1700s, where land had become scarce enough to command rent from free tenants. Free land and free labor fits the US North, a region of family-sized farms. Free land and large-scale farming prevailed in the US South, but only under slavery. As to the choice between the two free-land alternatives, Domar declared that this was a political matter that he could not determine within his model. Much is missing from this simple framework, particularly the violence required to establish and maintain slavery. But Domar’s insight, simplified though it is, helps to explain the re-emergence of slavery in New World colonies.

If slavery was going to exist, why enslave Africans rather than the native populations? Europeans did indeed enslave Indigenous Americans in North America, a practice going back to Christopher Columbus and predating significant importation of African slaves by more than a century. To be sure, slavery as a byproduct of Native American tribal warfare was ubiquitous before Columbus, but there seem to have been few “slaving societies,” waging warfare for the purpose of taking male captives for their labor. Native American slavery changed radically when the demand for slave labor from the arriving Europeans generated inter-tribal slaving wars similar to the African pattern. The largest mainland center of the Indian slave trade was Charleston, South Carolina, which exported tens of thousands of enslaved captives during the seventeenth century, predominantly to the sugar islands of the Caribbean, but also to the tobacco colonies of the Chesapeake. The Charleston hub destabilized Native American tribal relations throughout the southeast by setting in motion an active trade in Indian slaves. As a starting point for further discussions of Native American slavery, interested readers might begin with Gallay (2002) and the collection of essays on Indian slavery in various regions of North America in Gallay (2009).

Indian slavery declined in North America in the eighteenth century largely for reasons of demography. Indigenous populations fell precipitously, primarily because of exposure to new diseases such as smallpox, influenza, and malaria,

---

2 As Domar acknowledged, the association between slavery and “free” land or resources had a long intellectual history. A prominent advocate was Nieboer (1900).
but also through enslavement and brutal work regimes. Diplomatic and political factors were at work as well. From the beginning, Indigenous and African slavery were viewed differently by European countries; for example, the Spanish monarchy banned Indian slavery in 1542. This act was not enforceable, but the illegality of the practice limited its public visibility and geographic scope (Reséndez 2016). In South Carolina, proprietors also discouraged Indian slavery, expecting a greater return on their investments from settled plantation agriculture than from slave sales, whose profits were largely captured by military commanders. By the eighteenth century, slavery in the eastern British colonies of North America that became the United States was closely identified with African laborers.  

African slavery was not invented in British America: indeed, the English were latecomers both to colonization and to slavery. When the settlers of Barbados determined that their most profitable cash crop was sugar, and then turned in the 1640s from indentured servants to African slaves, they were buying into what was already a well-established transatlantic slave trade. The largest buyers of that time were Spanish and Portuguese colonies, and the largest slave-traders were the Dutch, who were only too happy to extend their sales to the new English colonies. When the Royal Africa Company of England was chartered in 1672, British America acquired its own direct supplier of slaves. The slave trade was opened to competition in 1689, and expanded supply channels help to explain the transition from indentured servitude to slavery in the tobacco colonies of the Chesapeake between 1690 and 1710. A deeper force for the change was that improved mortality conditions tipped the cost calculus in favor of slaves-for-life over indentured servants for a limited term of years. Also by that time, the legal distinction between the two categories of bound labor—unclear for several decades after the first arrival of Africans in 1619—had been clarified, as well as their respective racial identities (Menard 2001; Galenson 1981, pp. 141–57).

The fact that African slaves were obtainable only at prices set in competition with the rich sugar islands of the Caribbean helps to explain the geographic pattern that puzzled Domar (1970): Why did northern farmers not make more use of slave labor? It was not a matter of ideology. Nor was slavery unsuited to grain farming or mixed husbandry, as is often asserted; there are prominent examples of deployment of slave labor on commercial wheat farms in both the eighteenth and nineteenth centuries (Irwin 1988; Heerman 2018, pp. 18–37). New Englanders complained as much as landowners anywhere about the cost of employing free labor: for example, a Boston Puritan named Emmanuel Downing wrote in a 1645 letter to Massachusetts Governor John Winthrop that “our servants desire to plant for themselves, and not stay except for verie great wages,” just as Domar posited (Winthrop 1947, pp. 38–39). Downing favored war with the Narragansett tribe to

---

3Indian slavery persisted much longer in the western and southwestern regions of North America. Reséndez (2016) reports that American explorers entering the Great Basin in the 1830s were surprised to discover an active trade in Indian slaves, often exchanging horses for children destined to purchasers in New Mexico and California.
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capture “woeman and Children enough to exchange for Moores, which will be more gaynefull pillidge for us than we conceive…” The problem with this plan was that in most northern locations, the marginal revenue product of farm labor was not high enough to warrant the high international price of African slaves. But this economic marginality does not imply that these areas were unconnected to the larger slave-based Atlantic economy.

In the eighteenth century, slavery was legally recognized in all parts of British America, as suggested by the ethnic breakdown of the British American population in 1780 shown in Table 1. In the mainland colonies that would become the United States, although the slave population was concentrated in the tobacco regions of the Upper South (as shown in Table 2), the institution was also significant in fertile areas of the Middle Atlantic, and in New York City, where more than 40 percent of the households held at least one slave in the colonial period (Foote 2004, p. 12).

Table 1

<table>
<thead>
<tr>
<th>Region</th>
<th>Total</th>
<th>Black</th>
<th>Black (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New England</td>
<td>712,829</td>
<td>14,427</td>
<td>2.0</td>
</tr>
<tr>
<td>Middle Atlantic</td>
<td>466,973</td>
<td>39,369</td>
<td>8.4</td>
</tr>
<tr>
<td>Upper South</td>
<td>1,156,481</td>
<td>406,278</td>
<td>35.1</td>
</tr>
<tr>
<td>Lower South</td>
<td>251,071</td>
<td>127,831</td>
<td>50.9</td>
</tr>
<tr>
<td>British West Indies</td>
<td>570,000</td>
<td>491,000</td>
<td>86.1</td>
</tr>
</tbody>
</table>


Table 2

<table>
<thead>
<tr>
<th>Region</th>
<th>Total</th>
<th>Slave</th>
<th>Free Black</th>
<th>% Black</th>
<th>% Black Pop. Free</th>
</tr>
</thead>
<tbody>
<tr>
<td>New England</td>
<td>1,099,408</td>
<td>3,763</td>
<td>16,911</td>
<td>2.0</td>
<td>81.8</td>
</tr>
<tr>
<td>Middle Atlantic</td>
<td>958,632</td>
<td>36,323</td>
<td>13,855</td>
<td>5.2</td>
<td>27.7</td>
</tr>
<tr>
<td>Upper South</td>
<td>1,630,807</td>
<td>521,200</td>
<td>30,324</td>
<td>33.8</td>
<td>5.5</td>
</tr>
<tr>
<td>Lower South</td>
<td>331,621</td>
<td>136,358</td>
<td>2,194</td>
<td>41.8</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Note: Florida is not included.
Colonial British North America and Slave-Based Commerce

The British Atlantic economy broadly understood flourished between 1700 and 1775, but the mainland North America colonies were marginal contributors to this historic phenomenon. The largest mainland export was tobacco, corresponding to the main concentration of slaves in Maryland and Virginia. But the tobacco trade, measured by imports by England, paled in comparison with sugar exports from the West Indies, which were more than 4.5 times as large by the end of the nineteenth century, as shown in Table 3. Rice exports from Georgia and South Carolina (whose production was more fully based on slavery) were even smaller, though growing. Notably, cotton does not appear on the list; that crop was virtually nonexistent on the mainland in colonial times. As might be expected from the quantitative dominance of sugar and the smaller white share of the island populations, the fortunes of tobacco planters were far outstripped by the “prodigious riches” of sugar planters, the true plutocrats of that era. The value of physical wealth in the West Indies was more than ten times greater than that of the southern mainland colonies (Burnard 2001, p. 520).

Colonial British North America and Slave-Based Commerce

The British Empire constituted a complex interdependent economic system, protected against outsiders by military superiority (Findlay 1990; Darity 1982). Britain’s northern colonies, as imperial insiders, were beneficiaries of this regime. New England and the Middle Atlantic had relatively few slaves, but the British Caribbean was their largest trading partner. To feed slave labor in that region, the Middle Atlantic shipped grain products, beef, and pork, while New England sent fish, whale products, and lumber (McCusker and Menard 1985, pp. 108, 199). In addition, during 1768–1772, two-thirds of New England’s “invisible” earnings—shipping services, warehousing, shipbuilding, and finance—arose from Caribbean commerce, providing the region with its largest single overseas revenue source (Richardson 1991). The New Historians of Capitalism sometimes imply that these connections to slavery are only now being discovered, but they have been known for generations. The Black historian Lorenzo Greene (1942, pp. 68–9) wrote: “On the eve of the American Revolution [the slave trade] formed the very basis of the economic life of New England. The vast sugar, molasses, and rum trade, shipbuilding, the distilleries,

**Table 3**

Imports into England

(in thousands of British pounds)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugar</td>
<td>630</td>
<td>928</td>
<td>1,302</td>
<td>2,364</td>
<td>2,614</td>
<td>5,572</td>
</tr>
<tr>
<td>Tobacco</td>
<td>249</td>
<td>263</td>
<td>560</td>
<td>519</td>
<td>536</td>
<td>368</td>
</tr>
<tr>
<td>Rice</td>
<td>52</td>
<td>167</td>
<td>340</td>
<td>155</td>
<td>178</td>
<td></td>
</tr>
<tr>
<td>Indigo</td>
<td>85</td>
<td>152</td>
<td>97</td>
<td>167</td>
<td>127</td>
<td>124</td>
</tr>
</tbody>
</table>

Source: Davis (1962, pp. 300–301); Davis (1979, pp. 110–114).
a great many of the fisheries, the employment of artisans and seamen, even agriculture—all were dependent upon the slave traffic.”

The question before us is whether slavery’s contribution to the colonial economy can be said to constitute the basis for accelerated growth in the new nation. Certainly, there were lasting legacies of the slave trade that might be identified as “infrastructure” in the broadest sense. The growth of cities is sometimes taken as an index of development, and the United States had a handful of ports that owed much to slave-based commerce. Rich merchants in these cities sometimes used their wealth to found universities, some of which no doubt provided economic benefits in subsequent centuries. Wilder (2013, p. 17) shows that the first five colleges in British America were major beneficiaries of the slave trade and slavery. Wilder (p. 30) adds: “Harvard then became the first in a long line of North American schools to target wealthy planters as a source of enrollments and income.” A number of early-American libraries can trace their origins to slave profits (Moore 2019). Among the American entities that can be fairly indicted for trying to forget or bury their slave pasts are the northern states that abolished slavery after the American Revolution, and their constituent cities and universities.

Yet despite these earlier connections and complicities, it would be difficult to make the case that accelerated US growth in the first half of the nineteenth century grew out of this slave-based past in any direct or fundamental way. The United States was already an affluent nation on the eve of the American Revolution, certainly among the richest in the world in per capita income (Lindert and Williamson 2016). But the high living standards of that time reflected a favorable disease environment and cheap foodstuffs, not rapid growth per capita. The US economy in 1776 was affluent by world standards, yet deeply underdeveloped. It had no banks or domestic capital markets, almost no internal transportation, no modern mining or manufacturing activity, and weak institutions for the advancement of useful knowledge. Most economic advancement during the colonial era was extensive—that is, growth in population and in land area—with little productivity increase within sectors (Rosenbloom 2018). There were gains from urbanization and commerce, but the trade structures supporting these were devastated by the Revolutionary War and then by exclusion from the British Empire. For the northern half of the country in particular, the path to accelerated economic growth in the nineteenth century did not lie in reconstructing the long-distance trade networks of the colonial era.

Comparing Tables 1 and 2 points toward a distinctive feature of mainland slavery. Even during a decade when markets were shriveling and prices falling, the slave population grew, mainly because of favorable epidemiological conditions and cheap food. Over the entire history of the transatlantic slave trade, it is estimated that no more than 5 percent of coerced African migrants came to mainland North America (Eltis and Richardson 2008, pp. 48–51). Yet this peripheral fringe of the

---

4The 5 percent figure refers to the period ending in 1807, when the United States closed the African slave trade. For the entire period through 1867, the North American share would be 3.6 percent.
trans-Atlantic slave trade had reached a total of four million slaves by 1860, roughly half of the slave population of the Western Hemisphere at that time.

The American Revolution and the Eventual Acceleration of Economic Growth

It has become popular to assert that slave-owners joined the American Revolution in order to protect slavery, having been spooked by the 1772 decision of the English Court of King’s bench in *Somerset v. Stewart*, which held that under English common law, an enslaved person could not be forcibly taken for sale in Jamaica, thus denying the legality of slavery in England under the common law. There is controversy over how much attention southern slave-owners actually paid to that decision and its relatively limited holding. But if the southern slave-owners did join the revolution for economic reasons, their choice was a major miscalculation. The US Revolution and its aftermath inflicted massive damage to the mainland economies, the greatest hits taken by the slaveholding colonies of the South. Lindert and Williamson (2016) estimate that per capita personal income fell by 30 percent in the South Atlantic region between 1774 and 1800, while declines in New England and the Middle Atlantic were much smaller. The authors attribute the southern fall to disruption of pre-war imperial export markets as well as wartime destruction, including the loss of slave labor.

The US economy did eventually recover, and per capita growth accelerated after 1790, reaching roughly 1.7 percent per year by the mid-nineteenth century. The timing of the rise in growth rates cannot be determined with precision, both because statistical sources are limited and because the Napoleonic Wars of 1793–1815 (which can be taken to include the US War of 1812 against Britain) created extraordinary external conditions, making it all but impossible to distinguish trends from shocks. Even so, the consensus among economic historians is that long-term growth processes were underway in the 1790s, if not earlier. Explanations for growth acceleration at this time typically give prime place to certain institutions established by the US Constitution of 1789 and the fiscal reforms of the first Washington administration undertaken by Alexander Hamilton. Together, these structures brought fiscal credibility to the central government, stabilized the currency, and channeled policies of the states in growth-promoting directions (Irwin and Sylla 2011). Within this institutional context, some analysts assign primacy to developments in financial markets (Rousseau and Sylla 2005), while others see transportation investments, typically government-sponsored, as the driving force (Wallis and Weingast 2018). Because these two developments were complementary, it may not be necessary to choose between them. Buoyed by expanding opportunities, American farmers rapidly migrated west and commercialized, adopting mechanized equipment by

---

5 Alternative estimates are presented and discussed in Rhode and Sutch (2006, especially pp. 15–19).
the 1850s (Weiss 1993). Responding to growing domestic markets and protected by tariffs, American manufacturing industries deployed innovative technologies to generate productivity growth rates averaging 2.5 percent per year between 1820 and 1860 (Sokoloff 1986).

Among the institutional changes established in the wake of the US Revolutionary War are the abolitions of slavery in the northern states, which were accompanied by a new perception of the relationship between slavery and economic progress. Beginning with Vermont in 1777, the northeastern states enacted gradual abolition laws, ending with New York in 1799 and New Jersey in 1804. These acts were unintended consequences of the Revolution, impelled by the “excruciatingly conspicuous” divergence between national ideals and the reality of slavery (Wood 1992, p. 186). The campaigns were often led by free Blacks, who brandished the Declaration of Independence as an “abolitionist tract” (Quarles 1976). One may suspect that these abolitions had little economic significance, because slaves were not a large share of the population in any of these states. But slave-owners in New York and New Jersey fought hard to retain their slaves, and although they succeeded in making emancipation across this group of states extremely gradual, the direction was clear. By contrast, slavery was not abolished in the British Empire until 1833.

Arguments over slavery in what were called the “Northwest Territories”—what would become Ohio, Indiana, Illinois, Michigan, Wisconsin, and part of Minnesota—were often explicitly couched in terms of economic development. Article VI of the Northwest Ordinance of 1787, possibly the most significant institutional manifestation of postwar antislavery feeling, excluded slavery from these territories. The origins of Article VI are obscure. Its enactment came as a shock to the many slaveholding settlers in Ohio and Indiana, who inundated Congress with petitions for repeal. Only the threat of congressional veto induced Indiana to enter the Union as a free state in 1816 (Rosenberg and McClurg 1968). Illinois had an even longer tradition of slaveholding and pro-slavery politics (Heerman 2018). Here too, Illinois joined the new country as a free state in 1818 only because of the Ordinance, but in 1824 the state political leadership proposed a new constitutional convention, which was widely understood as a referendum on slavery. Advocates rehearsed the older view that slavery was necessary for productive settlement in remote areas: “Look at those trains of wagons and their splendid teams, their carriages and their gangs of negroes. They are going to fill up Missouri, and make it rich, while our State will stand still or dwindle, because you won’t let them keep their slaves here” (quoted in Guasco 2001, p. 21).

The debate had elements of regional culture clash, but also at work was a sense of linkage between slavery and migration, and between slavery and land values. In each of the Northwest territories, concerns that slavery was needed for productive development were overtaken by an influx of settlers from the northeastern states. Rev. Thomas Lippincott, corresponding secretary for the “Madison Association to oppose the introduction of Slavery in Illinois,”
pointed out that population and land values increased more rapidly in Pennsylvania than in Virginia, concluding that “the existence of slavery in one, and its non-existence in the other state, has caused the discrepancy” (quoted in Guasco 2001, p. 23).

Slavery and the Geography of Growth

The slave South shared in the growth acceleration of the late eighteenth century, coming out of its economic doldrums in the 1790s. Popular history usually links this take-off with Eli Whitney’s invention of the cotton gin in 1793, but historians have long understood that this event was a blip in a more extended transition (Chaplin 1991; Lakwete 2003). As rising British production of cotton goods put pressure on traditional supply sources, global prices for raw cotton surged in the 1780s and 1790s (Broadberry and Gupta 2009, p. 290). During these decades, southern planters were actively searching for an alternative to tobacco, as well as to grains and indigo, whose prices were falling. After much experimentation, they found a likely answer in upland cotton, a discovery that in turn created the production bottleneck addressed by the introduction of the cotton gin. The rise of cotton did breathe new economic life into slavery, but it was not obvious at the outset that the crop was particularly well suited to coerced labor. Early promoters pointed to the minimal capital outlay required for cotton, predicting “leveling effects” from its spread through rural areas, enabling “the poor” to be “elevated to this middle grade of society” (Klein 1990, pp. 248–9). Cotton became a slave crop, not because of technological imperatives, but because the farmers looking for alternatives were already slave-owners. As historian Joyce Chaplin (1991, p. 199) writes: “Early cotton cultivators used cotton to preserve a world already shaped by commercial agriculture and slavery.”

Although the southern economy also grew in the first half of the nineteenth century, the geography of its expansion was markedly different. Whereas farmers in the free states moved steadily westward, responding to (and demanding) new transportation facilities, slave-owners leapfrogged to the rich cotton lands of the southwest. The movability of slave property meant that these “laborlords” had no need to recruit workers to help with land clearance and no reason to entice settlers with innovative financial terms. Beginning in the 1790s, turnpikes built by state-chartered corporations crisscrossed the northeastern states, but (as Tocqueville noted) southern states were barely represented in this activity. The next wave of transportation infrastructure, the canal boom of 1815-40, was also overwhelmingly regional; five times as many miles of canals were constructed in northern than in southern states. Some railroads came southward during this period, but railroad
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miglia density was more than three times greater in the northern states; southern
lines were said to be “generally inferior in construction, rail, motive power and
rolling stock” (Wright 1986, pp. 21–24). Testimony to the South’s economic iso-
lation is the fact that the region maintained a railway gauge standard separate from
that of the rest of the country; it conformed to the national standard only in 1886
(Gross 2016).

These patterns are reflected in the spatial pattern of farm value per acre shown in
Figure 1. Overall, there is a stark North-South contrast in the value of farmland.
More specifically, land values in the free states of the western migration of that
time—like Ohio, Indiana, and Illinois—are much higher than the values of the
southwestern states—like Alabama, Mississippi, and Tennessee—except for the
most fertile riverine areas. The visual impression of Figure 1 is confirmed more
rigorously by Bleakley and Rhode (2021), who estimate the effects of the free-slave
boundary on economic outcomes, like the Ohio River boundary between the free

Figure 1
Farm Value per Acre of Land on Farms, by County, 1860
state of Ohio and the slave state of Kentucky. Even after controlling for longitude, climate, and detailed soil variables, the authors find a substantial negative impact of slave-state location on population density and farmland values.

To be clear, economic growth in the slave South was real. It can be misleading, however, to compare regional economic performance using current income estimates alone, without also considering the sources of growth and their sustainability. First, the population shift from the low-productivity southeast to the high-productivity southwest was a substantial contributor to regional growth, but it was inherently transitional and limited. A second contributor to productivity growth, documented by Olmstead and Rhode (2008), is improvement in cotton seeds. This source is less obviously self-limiting. But Olmstead and Rhode (2011) argue that improved cotton seeds constituted a “regionally biased innovation,” in that they had greater impact on the already-superior soils of the southwest. Olmstead and Rhode’s evidence from plantation records shows remarkable gains in picking productivity during the pre-Civil War era. However, these growth rates were clearly declining by the 1850s, as one would expect from a growth source with a strong regional-shift component. A third contributor to southern antebellum growth, which stands as background-context to all of the supply-side factors, is persistent growth of world demand for US cotton, averaging more than 5 percent per year for more than 60 years. This growth source too did not prove sustainable across the remainder of the nineteenth century; growth of cotton demand fell to an estimated 1.5 percent per year between 1866 and 1895 (Wright 1974). In summary, there is good reason to believe that economic growth in the slave South would have slowed after 1860, even in the absence of a devastating war and radical disruption of the region’s labor system.

If the medium-term sources of growth in the pre-Civil War slave economy of the South were not sustainable, then per capita income estimates for two or three census years—especially estimates related to a year of peak cotton demand and extraordinary yields like 1860—are not a reliable way to assess regional progress. A better approach is through the accumulation of wealth. Table 4 reports total and per capita levels of real and personal property from the censuses of 1850 and 1860, building on estimates of slave values constructed by Ransom and Sutch (1988). It is immediately apparent that the question of regional wealth accumulation turns on the treatment of slave values, which accounted for nearly half of all tangible southern wealth in 1860. If slave values are included, the South was the wealthiest region per capita; if only the free population is counted (about two-thirds of the total), the southern advantage was immense, more than 50 percent in 1850, 80 percent in 1860. But if instead we only consider nonhuman wealth, as we would for a modern economy, the North had the advantage, by 80 percent in 1850 and 64 percent in 1860. The northern regional edge prevailed even for the free population alone, though these differences were smaller.

What economic mechanism or process was at work to generate this pattern? Ransom and Sutch (1988) favor a macroeconomic model in which the rise of slave values satisfied the desire to accumulate wealth, and in this way “crowding
out" real capital formation, such as land-clearing, fencing, or farm equipment. The argument is strengthened when blended with a complementary analysis of the relationship between slave ownership and incentives to invest in “development” of localities. Because slaves were movable personal property in a well-developed regional market, their value was virtually independent of local development. Owners could borrow across long distances, reducing the need to cultivate local credit relationships, as was common in the free states. Because slaves provided captive labor for setup tasks like land-clearing, owners had little reason to engage in recruitment of workers or settlers, activities that engaged extensive entrepreneurial energies in the states where slavery was prohibited.

Thus, although northern travelers such as William Seward or Frederick Law Olmstead provided vivid eyewitness accounts of southern economic backwardness, slave-owners themselves had little reason to regret their choice to retain their peculiar institution. Indeed, the more intellectually inclined sought to make backwardness a positive virtue. As Confederate politician Louis Wigfall told a British correspondent in 1861 (as quoted in King 1970, p. 126):

> We are a peculiar people, sir! ... We are an agricultural people; we are a primitive but civilized people. We have no cities—we don’t want them. We have no literature—we don’t need any yet ... We want no manufactures: we desire no trading, no mechanical or manufacturing classes ... As long as we have our rice, our sugar, our tobacco, and our cotton, we can command wealth to purchase all we want from those nations with which we are in amity, and to lay up money besides.

In many respects, the contrast in tangible wealth between slave and free regions shown in Figure 4 understates the difference across regions. By measuring only tangible wealth, the table neglects education, a sector in which the slave South

| Table 4 |
| Regional Wealth in 1850 and 1860 |
|---|---|---|---|
| | 1850 | 1860 |
| | North | South | North | South |
| Physical wealth (billions of dollars) | $4,474 | $2,844 | $9,786 | $6,332 |
| Value of slaves (billions of dollars) | $1,286 | $3,059 |
| Nonslave wealth (billions of dollars) | $4,474 | $1,559 | $9,786 | $3,273 |
| Wealth per capita | $315 | $316 | $482 | $569 |
| Nonslave wealth per capita | $315 | $174 | $482 | $294 |
| Nonslave wealth per free capita | $315 | $266 | $482 | $449 |
| Wealth per free capita | $315 | $483 | $482 | $868 |

lagged badly. Slave-owners as a class had obvious reasons to fear slave literacy, so teaching a slave to read was prohibited in most southern states. Slave-owners also had little reason to pay for schools for the free population, whom they did not plan to recruit as settlers and did not expect to hire as employees. Only 35 percent of the region’s school-age white population were enrolled in 1860, compared to 72 percent elsewhere—where the school year was 70 percent longer. Historian Keri Leigh Merritt (2017) estimates that more than one-third of the free population were “poor whites,” owning neither land nor slaves. Poor whites were subject to vagrancy laws, jail for debt, and even having their children “bound out” as indentures. Merritt is careful not to equate poor whites with slaves. But clearly a large segment of the white southern population did not derive economic benefits from the slave regime.

**Complicity versus Economic Impact**

In light of this record, it should not be surprising that, over the past two centuries or more, the impoverishment, limited education, and poor health of southerners has exerted a drag on US economic performance. Yet the idea persists, and now seems to enjoy wide circulation, that the slave South somehow played a pivotal role in launching the United States on the path towards prosperity. In my view, the essence of the matter is a failure to distinguish “complicity”—routinely transacting with slave-owners, or buying and selling products of slave labor—with an impact on growth deriving from slavery as a labor system and form of property.

The conflation is illustrated in a book by three journalists with the informative title *Complicity*, identifying numerous instances of northern engagement with slavery, from the New England cotton textile industry to New York merchants and shippers, insurance companies, and New Haven carriage makers who catered to the tastes of wealthy planters (Farrow, Lang, and Frank 2005). The cumulative impact of the examples is powerful, but the book makes no effort to describe the national growth process in order to assess slavery’s contribution to it. This limitation does not deter the authors from concluding that: “It is obvious that, at the very least, America’s extraordinary ascent into the world arena would have taken far longer than it did [had there been no slavery]” (p. 215). The methodology seems to be: If people made money doing something bad, then these activities must have been advantageous for the nation as a whole.

*Complicity* at least has the virtue of stating a counterfactual—a nation without slavery—though the authors make no effort to explore what such a world would have looked like. One underlying assumption is that cotton required slavery. This claimed association is explicit in Beckert (2014, p. 110):

Cotton demanded quite literally a hunt for labor and a perpetual struggle for its control. Slave traders, slave pens, slave auctions, and the attendant physical
and psychological violence of holding millions in bondage were of central importance to the expansion of cotton production in the United States and of the Industrial Revolution in Great Britain.

It is far from clear, however, that the antebellum South produced more cotton than the region would have, had slavery been abolished at the time of adoption of the US Constitution. Yes, slave-owners moved quickly to the rich soils of the cotton frontier, and yes, they drove their enslaved laborers brutally. But to maintain the value of their property, they also actively supported the closure of the African slave trade in 1807 (Mason 2000). Enslaved Africans might have been replaced by free migrants, but slave-owners do not recruit free settlers or workers to the South. Further, they neglected transportation infrastructure, which was central to the rapid westward migration of family farmers into the Northwest Territory.

Is there any good reason why the cotton South might not have developed along family-farm lines similar to the North in the absence of slavery? True, slave-less southern farms produced relatively small amounts of cotton in the antebellum era, when marketing and credit facilities were poorly developed. But these types of services could have emerged rapidly in response to demand, as they did in the free states. This counterfactual is developed in more detail in Wright (2020, pp. 369–373). What we do know is that small southern farmers moved into cotton production quickly after the Civil War, bringing cotton prices down to pre-war levels within a decade after the surrender of the Confederate forces at Appomattox in 1865.

Economic historians now routinely demand that counterfactuals be specified clearly, as part of any discussion of proposed historical effects of x upon y. In contrast, historians often object to counterfactuals, saying they prefer to write about the history that actually happened rather than hypothetical histories that might have been. In deference to this perspective, let us set aside the question whether cotton production really needed slavery, and focus instead on the role that cotton may have played in the US growth acceleration in the decades before the Civil War.

The most direct channel is through the cotton textiles industry, an early manufacturing success. Complicity here is hard to deny: New England mills used slave-grown cotton, generally without qualms or protest. But was cotton vital for the US industrial revolution? Cotton textiles was the largest antebellum manufacturing industry, but it was only one among many, accounting for less than 10 percent of employment and 6 percent of value-added in 1860. Other manufacturing industries showing rapid productivity growth before 1850, such as furniture, glass, hats, paper, tanning and coaches/harnesses, had little if any connection to cotton or slavery (Sokoloff 1986).7

7The textile machinery industry was indeed an important vehicle for the diffusion of machine technologies in the nineteenth century (Rosenberg 1963; Lozier 1986). But to the extent that this upstream activity was a function of the scale of the parent industry, it owed more to the protective tariff than to slavery.
Even for cotton textiles, a causal association based on country-of-origin of the raw cotton supply makes little economic sense. Raw cotton is a bulky, lightweight commodity that travels easily, so that transportation costs have little effect on industry location. True, some cotton textile industry leaders cultivated close personal ties with southern planters and favored (along with the majority of Americans) compromise on slavery-related political issues—like their British counterparts, they were fearful of violent disruption of cotton supplies. But even these Cotton Whigs generally took anti-slavery stances like opposition to the annexation of Texas in 1845 (which entered the United States as a slave state) and the extension of slavery into Kansas in 1854 (O’Connor 1968; Abbott 1991). Of far greater significance to leaders of US industry was the series of tariffs against imports of manufactured goods, starting in 1816, rising in 1824, and rising still higher in 1828. Such tariffs were essential for survival of most domestic cotton textile manufacturers (Harley 1992, 2001). However, they were bitterly opposed by the South, on the ground that they benefited Northern cotton-buyers at the expense of southern cotton-sellers. The tariff issue nearly split the nation during the Nullification Crisis of 1832–33. Thus, it seems absurd to add cotton textiles to cotton production as a measure of the economic impact of southern slavery on the national economy.

Another proposed claim that “cotton drove US growth” is based on timing: the argument goes that an early spurt in cotton exports triggered southern demand for western foodstuffs and for northeastern manufactured goods, thereby launching these regions on their modern growth paths. This version revives a tradition articulated by Douglass North in 1961. Though he generally said little about slavery, North (1966, pp. 66–7) wrote: “Cotton was strategic because it was the major independent variable in the interdependent structure of internal and international trade. The demand for western foodstuffs and northeastern services and manufactures were basically dependent on the incomes received from the cotton trade.” However, decades of cliometric research has considered and rejected each major part of this argument.

Fishlow (1965) and Lindstrom (1970) show that the South provided no more than a limited market for western foodstuffs. For example, Lindstrom (p. 113) concludes: “[T]he needs of the Lower South for flour and corn were insufficient to absorb the output of these products from the upper South, to say nothing of their serving as a major outlet for western produce.” In other words, the northeast was the nation’s major food deficit region, even during the early years of the nineteenth century when what were then the “northwest” states, like Ohio, Indiana, and Illinois, marketed most of their goods downriver through New Orleans. In the 1860 Census, census “marshalls” went from farm to farm, recording dozens of pieces of detailed information. The landmark Parker-Gallman sample collected this data from manuscripts for 5,229 farms from the 1860 census, specifically to test North’s interregional trade hypothesis (Parker and Gallman 1992). Drawing on the sample, Gallman (1970) showed that most cotton plantations were themselves self-sufficient in food, planting ample corn crops to spread the fixed costs of slave labor across the year.
As a market for manufactured goods, the South was never dominant, and its share diminished over time as its share of national income declined. Applying capture-recapture techniques (borrowed from the study of wildlife populations) to analyze the coastal trade, Herbst (1978) estimates that no more than 16.4 percent of northern manufacturing output went to southern ports in 1839, and the share directly attributed to cotton income was less than 4 percent. In her study of manufacturing in the Philadelphia region, Lindstrom (1978) finds that goods rarely sold long-distance before 1840, and when they did, these markets were usually in the east. Longer-distance trade grew over time, but mainly along east-west lines, following the paths of migration and transportation.

What about patterns of extra-regional transactions involving financial markets and services that go beyond the purchase of slave-made products in impersonal markets, or supplying luxury products to slave-owners? Ships based in northern cities participated actively in the coastal slave trade in the 1810s and 1820s, as part of the “cotton triangle” trade connecting New Orleans and Liverpool (Schermerhorn 2016). New York steamship companies vigorously competed for the Texas slave trade (Schermerhorn 2015, chapter 7). Northern banks and joint stock companies responded eagerly to opportunities opened by dispossession of Cherokees, Chickasaws, and Choctaws from prime cotton lands in the 1830s (Saunt 2019). During this boom decade, the Natchez (Mississippi) branch of the (second) Bank of the United States under Nicholas Biddle offered accommodation loans to planters so lavishly that the bank found itself in possession of numerous slaves and several plantations after the financial collapse of 1839 (Kilbourne 2006). In these cases and others, northern interests were not just trading with slave-owners, but investing in and facilitating the operation of the slave system itself.

The question before us in this essay is whether these financial and trade interactions with the slave South initiated, accelerated, or shaped nineteenth-century financial and economic development in the northern states to any substantial degree. Such connections are not obvious. In the aftermath of the Revolutionary War, capital markets in northeastern US cities were liberated from British mercantilism and flourished before cotton even appeared on the US scene. The main traded assets were US bonds and shares of state-chartered banks, insurance companies, and turnpike and bridge corporations (Sylla 1998). New York City was both the nation’s leading port city and financial center before cotton became economically significant. Because the city is one of the world’s largest natural harbors, it is more accurate to say that “New York attracted cotton” than that “cotton made New York.” Notably, even as the “cotton triangle” trade route took shape after 1815, the eyes of the city fathers were on trade with the western free states. For example, the Erie Canal was approved by the state legislature in 1817—a state project only because of
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8 Schermerhorn writes that the “cotton triangle” was actually an “irregular polygon” (2015, p. 44). The expression “cotton triangle” is reminiscent of, but distinct from, the triangular trade of the eighteenth century, which carried slaves from Africa to the Americas, primary products from the New World to Britain, and British manufactured goods to Africa and the Americas.
southern opposition to federal funding—at the urging of Governor DeWitt Clinton, who had been mayor of New York City and a member of the Erie Canal Commission from 1810 to 1824. The marketing of canal bonds was as much a stimulus to New York’s financial development as the cotton trade, while the canal itself confirmed and extended the flow of domestic commerce along east-west lines (Myers 1931; Olmstead 1972). Transatlantic shipping was not the direction of the future for the US economy.

It is quite true that flows of “outside” capital into the South were significant, both from northern and European investors. In recent years, economic historians have come to a greater appreciation of the financial features of the slave regime. Slave values served as backing for extensive networks of credit, both local and long-distance, because slave property was mobile and hence liquid (Kilbourne 1995; Martin 2010, 2016; González, Marshall, and Naidu 2017). It is thus plausible that the attractiveness of slave property as collateral encouraged greater investment in the Southern region than would otherwise have occurred. To the extent that these flows facilitated the westward movement onto superior cotton lands, one may say that they contributed to faster economic growth. The best estimates, however, suggest that an even larger volume of foreign investment went to the free states, in support of canal and railroad construction (Wilkins 1989, pp. 53–72). During the same era, “old money” capitalists in the northeast also saw investment prospects much more favorably in the West than in the South (Johnson and Supple 1967). Long-distance investments in both often ended in default. However, a central difference was that infrastructure projects left a legacy of physical capital and a revolutionized transportation system; investments in the slave South promoted geographic relocation, but mainly served to drive up the price of slaves, the constraining factor.

Slavery, Regional Conflict, and Civil War

If one holds the belief that slavery tied together the North and the South in a supposedly complementary and mutually advantageous pro-growth relationship, it becomes difficult to understand why the two regions waged unrestrained warfare against each other for four years in the 1860s. Slavery was unquestionably the central cause of the US Civil War, and no reputable historian believes otherwise. But slavery was more than a moral or ideological issue; it interacted with developments of the time, and with pressing political and economic debates. In the lead-up to the US Civil War, economic and political leaders in both North and South did not see the emerging trends as mutually beneficial or even compatible.

Probably the greatest concentration of self-interested proslavery sentiment in the free states was New York City, also the site of the country’s largest cotton market. New York editorialists denounced abolitionism in the 1830s and blamed race riots on political agitation, which they called a threat to the city’s prosperity. On the eve of Southern secession, the southern writer J.D.B. DeBow wrote that New York was “almost as dependent upon Southern slavery as Charleston itself” (quoted in Quigley
Some recent historical writing accepts this rhetoric at face value: for example, “New Yorkers knew that they were dependent on southern cotton and the slave system that planted, picked and packaged it,” writes Wells (2020). Fernando Wood, who served three nonconsecutive terms as mayor of New York starting in 1854, apparently took these claims seriously as well, because he responded to the crisis of Southern secession by proposing that the New York secede from the Union as well, and set itself up as a free city.

In his book on New York City elites, however, Beckert (2014, pp. 90–91) wrote that even while merchants and bankers wanted to accommodate the South politically, a rising group of upper-class New Yorkers had come to believe that “the political power of southern slaveholders over the federal government was nothing less than a threat to the United States and to their own economic wellbeing … Moreover, the political power of these southern slaveholders, these businessmen began to argue, prevented necessary reforms in the banking, currency, credit and transportation systems.” Such viewpoints in the seat of US financial capitalism signaled the growing community of economic interest between northeastern and northwestern regions, in which the slave South had no integral place, but instead stood in the way of progress.

The Republican Party emerged in the midwest in the 1850s with the primary goal of opposing extension of slavery into the territories. But the new party also advanced an activist, pro-growth agenda for the federal government, one that had been taking shape for decades. One part of the program, supported by northeastern manufacturers and opposed by the South, was the protective tariff. Another major item was an ambitious federal infrastructure plan, to foster agricultural development and improve access to markets. An important focal point was the Great Lakes transportation system, in many ways an extension of the Erie Canal project, but beyond the capacity of any one state. The South opposed such programs on the grounds that they would mainly benefit other regions. Southern and southern-aligned presidents vetoed seven “Rivers & Harbors” bills between 1840 and 1860 (Egnal 2009). Republican campaigns also featured support for agricultural research and education, measures long supported by a majority of northern farmers but opposed by the South (Ron 2016). Thus by the 1850s, the slave South stood in opposition to a long agenda: a Homestead Act; infrastructure investments including the Pacific Railroad; currency and banking reform; and federal support for agricultural research and education. Much of this program was in fact enacted with Lincoln’s election in 1860, and the departure of southern representatives from Congress.

Earlier “economic interpretations” of the Civil War, such as those advanced by Charles and Mary Beard (1927), made the mistake of minimizing the importance of slavery itself as a root cause of regional conflict: these arguments held that slavery was a hot-button moral debate, but the “real” issues were economic. To the contrary, real-world concerns reinforced the view that the slave South posed a positive threat to American economic progress. Northerners had long associated slavery with economic backwardness and with closing off opportunities for small farmers and settlers. “Free labor requires free soil” was a common slogan (Morrison 1997,
For areas whose slavery status was up for determination, the threat posed by slave-owning institutions to public education for the free population was widely appreciated (Majewski 2016).

There were elements of racism in free-soil rhetoric, a feature that should be candidly acknowledged. The *Illinois State Journal* wrote in 1856: “We are for free Kansas, because we are for free white men” (quoted in Morrison 1997, p. 172). White racism was a pervasive feature of nineteenth-century America, so this is not a matter of ranking the regions on a metric of virtue. It is about understanding the role of slavery in the country’s economic growth.

**Conclusion**

Neither slavery nor cotton were instrumental in the American growth acceleration of the nineteenth century. By contrast, political independence from Great Britain was a critical background factor, by allowing domestic financial institutions and capital markets to emerge, and by liberating state and local entities to sponsor “internal improvements” and other forms of social capital formation. Political independence also allowed the northern US states to abolish slavery, essentially the first abolitions in modern history. Exclusion of slavery under the Northwest Ordinance of 1787, in areas where the institution of slavery had many supporters and might well have flourished, was vital for the country’s growth trajectory.

New world slavery should be understood in context, as a device for profiting from newly conquered territories. As such, the practice made many fortunes and served Great Britain well, by fostering the expansion of transatlantic trade during the eighteenth century. Mainland North America was relatively peripheral for this colonial empire. However, the mainland’s favorable demographic environment meant that slave-owners in the southern states were well-positioned to seize the opportunities arising from the rise of cotton in the nineteenth century. For them, slavery “worked” in two distinct senses: they were able to transport unfree labor into prime cotton-growing areas, generating a rapid expansion of production; and slave-owners as a class grew rich in the process, their wealth capitalized in the value of slave property.

The incentives associated with this property, however, led slaveholders to eschew or neglect activities that fostered growth. As owners of scarce, valuable labor, they approved the closing of the African slave trade and discouraged recruitment of free settlers or workers. Because the value of their human property was independent of local development, they did not form local and regional coalitions to promote transportation and towns, as occurred in the free states. For similar reasons, slave-owners saw little benefit to educating the free population of the South and were positively fearful at the prospect of educating slaves. These policies or non-policies were clearly unfavorable for long-run development. The adverse consequences were already visible before the US Civil War. The slave South did not offer attractive, growing markets for farm products, middle-class consumer goods, or new
technologies comparable to those emerging from the family farms and cities of the northern states.

The debates over the effects of slavery on nineteenth-century US economic growth have revived recently within the context of national discussions of reparations for descendants of enslaved Americans. The reading of American economic history presented here has no particular bearing on these demands. Whether the role of slavery in US nineteenth-century economic ascendancy was major, minor, or negative, the historical facts would remain that African Americans labored involuntarily and were denied equal rights long after Emancipation. From this perspective, complicity was just as culpable as direct engagement with slavery. The injustice of slavery was all too real, and post-Civil War Reconstruction efforts at a fresh economic and political start proved historically fleeting. Calls for greater attention to this history should be applauded and encouraged, even though the intellectual terrain will inevitably be controversial. In debates over racial justice, exaggerated or misleading claims for a central or decisive role for slavery in US economic development can only distract from the core mission. Historical responsibility is ultimately a national affair, not something that can or should be inferred from growth statistics.

The author thanks editors Heidi Williams, Erik Hurst, Nina Pavcnik, and especially Timothy Taylor, for careful readings and thoughtful suggestions on an earlier draft. Paul Rhode also offered helpful advice. The list of those with whom I have discussed and debated these issues over the years is too long to include here, but I am grateful to all of these scholars and friends.
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A hallmark of every developed nation is the provision of a social safety net—a collection of public programs that deliver aid to the poor. Because of their higher rates of poverty, children are often a major beneficiary of safety net programs. Countries vary considerably in both the amount of safety net aid to children and the design of their programs. The United States provides less aid to families with children as a share of GDP (0.6 percent) than most countries: Among 37 OECD countries, only Turkey provides less, as shown in Figure 1. Countries that provide less aid to families with children have higher rates of child poverty. Among these same 37 countries, only Turkey and Costa Rica have higher child poverty rates than the United States. Why does the United States appear to be such an outlier in terms of the amount of aid it provides to families and child poverty rates? While there are likely multiple reasons, in this paper we focus on one possible explanation: Past emphasis on the negative behavioral effects of safety net programs for families over the benefits of such programs for children.

The negative behavioral effects derive from the design of the safety net. The design of the social safety net is characterized by 1) who receives the aid, given
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that some programs are universal while others are targeted to low-income families only; 2) how the aid is delivered, whether as cash or in-kind services such as housing subsidies or health insurance; and 3) whether the aid is conditional on some behavior such as work. When programs target low-income families, they deliver resources to those in greatest need. But this can potentially create negative incentive effects: for example, parents might change their behavior with respect to employment, marriage, or fertility to obtain or maintain eligibility. With respect to mode of delivery, economists tend to favor cash transfers because they are unconstrained and allow families to spend money to meet their greatest needs, but cash transfers can potentially result in spending on types of consumption that were not necessarily intended by the policymaker. This is particularly salient for programs that target children when parents are the recipients of the aid, because parents may not choose to spend the aid in ways that policymakers believe will improve the lives of their children, the intended target. Finally, safety net policies vary on whether aid is given based on certain conditions. In developing countries, conditional cash transfers often require parents to show that their children are attending school and/or receiving medical care. In the United States, the most common source of conditionality is work.
Since 1967, rates of child poverty in the United States have fallen considerably when measured using the Supplemental Poverty Measure, shown in Figure 2. This measure counts the fraction of children in poverty after accounting for social safety net transfers (both in cash and in kind). Therefore, this measure allows one to evaluate the effectiveness of the safety net in removing children from poverty. Secular trends in child poverty observed in Figure 2 are strongly related to employment conditions (for example, they fell sharply in the strong economies of the 1990s and the 2010s), but are also related to changes in the size and structure of the social safety net.

Although the safety net for children in the United States has expanded over time, it has evolved away from unconditional cash transfers based on need to conditional transfers and to more in-kind benefits. A main objective of these changes has been to reduce negative behavioral responses on the part of the parents and to direct spending toward certain goods and services. Implicit or explicit work requirements, aimed to reduce the impact of the safety net programs on employment, have become increasingly common. However, this shift has the potential to reduce assistance to needy families. Indeed, many US families are either ineligible for safety net programs or fail to take up safety net programs for which they are eligible. Thus, while conditionality reduces disincentives and thus lowers costs, it also diminishes
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Figure 2

Source: Unpublished data from Trisi and Saenz (2021) and using the methods described therein. The Supplemental Poverty Rate (SPM) is based on a family resource measure that includes cash income plus the value of in-kind transfers (food and nutrition and housing) minus taxes, selected work deductions, and out-of-pocket health payments. For detail, see Fox and Burns (2021).
the ability of the safety net to reduce poverty among children. Additionally, it is not clear whether conditioning aid on work (or other behaviors) is beneficial to the children of recipients.

Nevertheless, concern with behavioral effects has dominated not only discussions among policymakers but also economic research on the safety net for children. But the economic research on the safety net has evolved significantly over time, moving away from a near-exclusive focus on the negative incentive effects of the safety net on employment, earnings, marriage, and fertility to include examination of the potential positive benefits of such programs to children.

In this paper, we describe the evolution of this shift in economic research on the safety net to include benefits to children and the factors that precipitated the shift. We focus on the major safety net programs for children in the United States: cash welfare, food stamps, health insurance, and tax credits, listed in Table 1. The new research has shown that there are large benefits of safety net programs to children over the long run, with many programs proving to be excellent public investments that have paid for themselves (Hendren and Sprung-Keyser 2020). These findings should prompt policymakers to reassess the tradeoff between disincentive effects for adults and benefits for children.

**Background on the Safety Net**

Improving child health and wellbeing was the main objective of the first widespread US safety net program, the Mothers’ Pension Program. In 1911, Illinois was the first state to enact such a program, with most states following soon thereafter, as illustrated by the timeline in Figure 3. These laws sought to provide mothers with dependent children (widows or those with incapacitated or incarcerated husbands) with an allowance that would enable children to remain at home and not be placed in institutional care or forced to work. Policymakers believed that this would, in turn, reduce child mortality and delinquency (Skocpol 1992).

During the Great Depression, states and counties were no longer able to fund their Mothers’ Pension programs. In response, as part of the Social Security Act of 1935, the federal government created the Aid to Dependent Children (ADC) program. This program became the template for what is known as “welfare” in the United States. Originally, the ADC program (renamed Aid to Families with Dependent Children, or AFDC, in 1962) gave mothers cash on the basis of the number and ages of their children, as well as on the perceived needs of the family, which were assessed by social workers with substantial discretion. In most states, women were required to stay home (and not work) as a condition of the transfers. This approach was eventually replaced with a more formal system that guaranteed a minimum income, not a minimum transfer. As a result, the transfer was phased out at a very steep rate (referred to as the “benefit reduction rate”) as beneficiaries earned income: The cash payments they received from the program decreased anywhere from 66 percent to 100 percent for every $1 of earnings. In practice, benefits varied...
### Table 1

**Major Safety Net Programs for Children in the United States**

<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
<th>Share of caseload that is children</th>
<th>Number of children served (2019, in millions)</th>
<th>Income eligibility</th>
<th>Estimated annual expenditures on children (2019, in billions)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A. Major Programs (covered in this paper)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid/CHIP Health insurance</td>
<td>Health insurance</td>
<td>0.51</td>
<td>35.0</td>
<td>&lt;185% FPL for pregnant women and infants, &lt;133% FPL for children (varies by state)</td>
<td>$115.4</td>
</tr>
<tr>
<td>EITC Tax credit for working families</td>
<td>Tax credit for working families with children</td>
<td>0.74</td>
<td>35.0 (annual)</td>
<td>&lt;150–235% FPL (depends on # of kids)</td>
<td>$56.6</td>
</tr>
<tr>
<td>Child Tax Credit Tax credit for families with children</td>
<td></td>
<td>1.00</td>
<td>—</td>
<td></td>
<td>$117.7</td>
</tr>
<tr>
<td>SNAP Food assistance through EBT card</td>
<td>Food assistance through EBT card</td>
<td>0.44</td>
<td>19.9</td>
<td>&lt;130% FPL</td>
<td>$27.8</td>
</tr>
<tr>
<td>TANF Block grant</td>
<td>Block grant</td>
<td>0.75</td>
<td>1.5</td>
<td>&lt;16%–150% FPL (varies by state)</td>
<td>$12.8c</td>
</tr>
<tr>
<td>AFDC (precursor to TANF, ended in 1995) Unconditional cash transfer</td>
<td>Unconditional cash transfer</td>
<td>0.68</td>
<td>9.1 (1995)</td>
<td>&lt;185% of the state determined standard of need</td>
<td>$40.0 (1996)</td>
</tr>
<tr>
<td><strong>Panel B. Other Programs that Serve Children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supplemental Security Income Cash transfer for aged and disabled</td>
<td>Cash transfer for aged and disabled</td>
<td>0.14</td>
<td>1.2</td>
<td>Countable income below $750/month</td>
<td>$10.5</td>
</tr>
<tr>
<td>Public housing Public housing and rental vouchers</td>
<td></td>
<td>0.45</td>
<td>4.5 (annual)</td>
<td></td>
<td>$8.5</td>
</tr>
<tr>
<td>Child Nutrition School meals programs</td>
<td>School meals programs</td>
<td>1.00</td>
<td>29.6 f</td>
<td>≤130% FPL free and ≤185% FPL reduced price</td>
<td>$22.3</td>
</tr>
<tr>
<td>Special Supplemental Food (WIC) Inkind food assistance</td>
<td>Inkind food assistance</td>
<td>0.76</td>
<td>4.8</td>
<td>&lt;185% FPL for pregnant women and children ≤5</td>
<td>$4.8</td>
</tr>
</tbody>
</table>

*Note: See online Appendix for sources.*

* Number of children served is average monthly in 2019 unless otherwise noted.

b Annual expenditures equal federal spending on children, based on estimates in Hahn et al (2021), unless noted otherwise.

c This spending is for the entire block grant. An estimated 26 percent of the block grant is spent on cash assistance (Bitler and Hoynes 2016).

d Includes public housing and section 8 vouchers.

e Includes all households, not limited to households with children.

f Number of children served by school lunch program.
substantially by state and were quite modest; for example, in 1996 (the last year of the AFDC program before it was restructured and renamed as Temporary Assistance for Needy Families) maximum benefits averaged 35 percent of the federal poverty line across states (Safawi and Reyes 2021).

The safety net expanded substantially in the 1960s with President Lyndon Johnson’s War on Poverty. Two additional in-kind programs to help the poor were established: food stamps and Medicaid (Bailey and Danziger 2013). Food stamps were provided to poor families to guarantee access to appropriate nutrition. Medicaid established free health insurance for poor families with children (and through later expansions, to the near-poor). There were also changes to the ADC program beginning as early as the 1950s and continuing into the 1960s and 1980s, with a goal of promoting work among mothers and lowering welfare dependency.

In the 1990s, two important policy changes pushed the safety net even further towards more work-based assistance (Hoynes and Schanzenbach 2018). The first was the Personal Responsibility and Work Opportunity Reconciliation Act of 1996, commonly known as the welfare reform act, which replaced AFDC with Temporary Assistance for Needy Families (TANF) and significantly changed both the funding and requirements for the program. In the AFDC program, the federal government matched states’ spending on cash assistance (at 50 percent or higher rates), whereas the new TANF program provided states with a block grant that was fixed in nominal terms and did not increase with enrollment (or prices). States have great flexibility in how to spend these funds. Finally, TANF imposed federal lifetime limits of 60 months for cash assistance and instituted work and training requirements for
recipients, though states can choose longer or, more commonly, shorter lifetime limits.

The second major change was the significant expansion of the Earned Income Tax Credit (EITC) in the early to mid-1990s and the creation of the Child Tax Credit in 1997. The EITC, first established in 1975, is a refundable tax credit for low-income working families with both eligibility and benefits increasing with the number of dependent children. Families with earned income pay lower taxes as a result and receive refund checks if their credit exceeds taxes owed. Families without earned income are not eligible. The program grew considerably in both eligibility and benefit levels starting in 1987 and accelerating during the 1990s. As a result of the expansion of the EITC and with the introduction of TANF, the cash-based social safety net became conditional on work. Like the EITC, the Child Tax Credit is a conditional tax credit received annually when individuals pay taxes. Individuals with little or no tax liability must have at least $2,500 of annual earned income to qualify for the refundable portion of the credit.

Overall, the changes in cash assistance and the growth of the tax-based social safety net in the 1990s shifted focus from income support toward work-based assistance, and consequently the distribution of households receiving assistance moved away from the poorest households toward the near-poor (Hoynes and Schanzenbach 2018).

The Child Safety Net Today

Today, the largest safety net program for children is Medicaid, which currently provides health insurance to 35 million low-income children at an estimated cost of $115 billion. (This total includes the Children’s Health Insurance Program, introduced in 1996, which is targeted toward poor children.) Like AFDC and TANF, Medicaid is a state program that is regulated and partly funded at the federal level. Because the program covers health care costs, the actual value of the transfer to children varies greatly depending on the extent to which they use health care resources and how states determine eligibility and generosity.

The EITC is the second largest safety net program for children, providing an estimated $56 billion in tax credits for families with children. It currently serves 33 million children in families with at least one working parent, transferring an annual credit worth $3,204 on average. The Child Tax Credit is also large in terms of dollars spent, but most of the funds go to children that are not in poor families.

Next in size is the food stamp program—renamed as the Supplemental Nutrition Assistance Program (SNAP) program in 2008—which serves roughly 20 million children at a cost of $30 billion. SNAP average monthly benefits are about $130 per person. The United States spends another $45 billion on other in-kind programs for poor children, including housing, nutrition, and help for the disabled, as shown in Panel B of Table 1.

1 These figures are available from the US Department of Agriculture at https://www.fns.usda.gov/pd/supplemental-nutrition-assistance-program-snap.
The traditional welfare program (TANF) is very modest today, currently serving 1.5 million children at a cost of about $13 billion for the federal block grant. Both expenditures and caseloads for this program are lower today than in 1995 (as shown in Table 1). Moreover, there has been a movement away from cash assistance, with only 22 percent of TANF funds in 2020 being spent in this way, compared with 71 percent in 1997, pre-TANF (Bitler and Hoynes 2016; Safawi and Reyes 2021). The reductions in caseloads cannot be explained by reductions in the number of poor children: in 2019, for every 100 families with children in poverty, 23 participated in TANF, compared with 68 prior to TANF. The median monthly maximum benefit for a single-parent family of three is $498 (about 30 percent of the poverty level). In practice, many poor families receive less than the maximum.

Evolution of Research on the Safety Net for Households with Children

The policy changes we have discussed were accompanied (or perhaps influenced) by important trends in the research on the impact of safety net programs. To characterize this evolution, we created a database of all articles employing empirical analyses of our core safety net programs (those listed in Panel A of Table 1) and published in the top general interest and field journals in economics since 1968. We identified 239 articles on the topic that we classify as estimating either negative incentive effects or benefits. Of all the safety net programs, Medicaid received the most attention from economists, accounting for 41 percent of all articles, followed by traditional welfare programs (AFDC/TANF) at 34 percent, and SNAP at 18 percent. Overall, only 40 percent of papers estimated benefits from these programs. Figure 4 summarizes the number of papers published by decade and by objective. From the 1970s through the 2000s, the focus of economic research was the incentive effects of programs: prior to 2010, less than 27 percent of all articles documented benefits. Strikingly, in the last decade the research on benefits of safety net programs has taken off, with 2.5 articles on benefits for every article on incentives. This section describes the factors that led to this evolution.

Early Research on Safety Net Programs: Emphasis on Negative Incentive Effects

The optimal welfare program balances the benefits of increased consumption against the cost of the work disincentives it creates (Mirrlees 1971). For decades, in fact since the creation of the Mothers’ Pension programs, concerns have been expressed by politicians and academics that welfare programs create disincentives for maintaining “traditional” family structures of marriage and work. Indeed, the theoretical predictions from standard economic models are unambiguous: The availability of a minimum “guarantee” of income and a benefit reduction rate is
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2See notes to online Appendix Table 1 for details on journals included and selection criteria.
predicted to reduce employment and hours worked among female-headed households. Moreover, because the benefit increased with the number of dependent children in the household and declined with the presence of a married partner, this benefit schedule also created incentives to remain single and to have more children.

These concerns increased in the post-World War II years as a result of three broader demographic changes. First, the fraction of children growing up in single-parent households increased dramatically from 9 percent in 1960 to 20 percent in 1980 (US Census Bureau 2021). An increasingly large share of recipients were mothers who had never married (rather than divorced or widowed). Second, a larger share of recipients were Black, in part because many Black people migrated North, where welfare programs were more generous, and also because civil rights efforts were undertaken to increase access to welfare programs that had been systematically denied to Black people (Nadasen 2007). In contrast, prior to World War II, most recipients were white widows. In 1938, 48 percent of children on ADC were living with widowed mothers; by 1961 only 8 percent were. In 1938, 14 percent of the recipients were Black, but this share rose to 38 percent by 1956 and 44 percent by 1961 (Soule and Zylan 1997). Many observers believed that this growth in single-headed families was directly related to the incentives and generosity of AFDC in particular, a program whose expenditures and roles grew dramatically in the postwar years. Third, female labor-force participation among women with children rose steadily, in what Goldin (2006) labeled “the quiet revolution.” This shift raised the possibility that women with children could be self-sufficient and less dependent.

Figure 4
Research Articles on Incentive and Benefit Effects of Anti-Poverty Programs

Note: Data compiled by the authors. 2010 includes publications through 2020. See notes to Appendix Table 1 for details.
on a safety net but were not doing so because of the incentives imbedded in the welfare programs.

One major effort to assess the validity of these concerns was the “income maintenance experiments,” four large-scale randomized experiments designed to assess the work disincentives of increasing the benefits and the benefit reduction rate of the AFDC program: in New Jersey (1968–72); North Carolina and Iowa (1969–73); Gary, Indiana (1971–74); and Seattle and Denver (1971–1982). These experiments, which economists were influential in designing and evaluating, randomized the income guarantee and the benefit reduction rate to a subset of families for three to ten years and tracked the resulting labor supply of the recipients. The experiments also included randomized subsidies for counseling and training. Although the results generally confirmed the predictions of economic theory that larger benefits and higher implicit tax rates lowered work, the estimated effects were surprisingly modest (for example, Robins 1985).

By 1992, the accumulated empirical evidence on the negative incentive effects of welfare was the subject of a review and synthesis in the *Journal of Economic Literature* (Moffitt 1992). Moffitt motivated the review with a reference in the introduction to the concerns of policymakers and the general public: “The US welfare system has been considered by many observers to be in a state of crisis since the late 1960s.” He cites two proximate causes of this crisis: the large growth in caseloads; and the implications of the growth “for possible long-term welfare dependency” and marriage disincentives that were seen as likely responsible for the growth in poor single-parent households over this period.

The available research at that time showed that the AFDC program generated “nontrivial” disincentives to work. For every $1 in additional AFDC benefits, earnings were reduced by 37 cents. Though these disincentives seem strong, Moffitt (1992) concludes “the work disincentives of the program have little effect on the size of the caseload itself.” That is, even in the absence of the AFDC program, most women would have earnings that lie below the eligibility threshold. It is unclear why the labor supply responses to the negative work incentive in the welfare program are not as large as economists predicted. With respect to incentive effects regarding marriage and fertility, the results seem weak. As Moffitt (1992) summarizes: “The failure to find strong [cash] benefit effects is the most notable characteristic of this literature.”

**Incorporating Benefits to Children in the Short Run**

Absent from the Moffitt (1992) review is any reference to the potential benefits of cash assistance to the children of the recipients\(^3\). The only reference to impacts on children in the review is to a small number of studies that estimate intergenerational welfare dependency. Indeed, the literature at the time included very few

\(^3\)The same evolution of the research, with an initial focus on the effects on work, occurred for analysis of the Earned Income Tax Credit. Initial studies examined impacts on work and marriage, with little focus on effects on children (Hotz and Scholz 2003; Nichols and Rothstein 2016).
papers on the question, as Figure 4 shows. In our database, only two studies investigated effects of the influential income maintenance experiments on children in the 1970s (Maynard 1977; Maynard and Murnane 1979). Although these studies found that the experiment increased the education of children and young adults (at least in some samples), these findings were mostly ignored by policymakers and researchers alike. Perhaps economists ignored these because the popular Mirrlees (1971) framework is static, only considering the immediate consumption value of the transfers and ignoring any potential long-term benefits for children.

Starting in the mid-1990s, however, economists began to widen the focus of research on safety net programs to consider effects on household members, particularly children. One of the first papers in this new line of inquiry was “Welfare and Child Health: The Link between AFDC Participation and Birth Weight” (Currie and Cole 1993). As in Moffitt’s (1992) review, the authors motivate the paper with a reference to policy-making. They mention that many states had recently sought either to freeze or reduce payments in their AFDC programs, but were doing so “in a vacuum, because the effects of maternal participation on the wellbeing of their children has received little attention” (p. 971). Using a newly available data source containing information on welfare participation and child health—the National Longitudinal Survey of Youth panel—Currie and Cole (1993) estimated that AFDC benefits during pregnancy increased birth weights.

A second early example of research on the benefits of the social safety net to children comes from Medicaid. This too was motivated by policy debate: national health insurance reform was being debated in the United States in the mid-1990s. To shed light on the potential benefits of legislation that would expand health insurance universally, Currie and Gruber (1996a, b) studied the impact of the expansions in the Medicaid program in the 1980s which made more women and children eligible for the program. They found that increases in Medicaid coverage for pregnant women reduced infant mortality and the share of babies born of low birth weight (below 2,500 grams). These Medicaid expansions, which doubled the number of children eligible for Medicaid between 1984 and 1992, increased medical utilization and lowered child mortality. Since then, researchers have documented positive benefits of other safety net programs (the EITC and SNAP) during pregnancy on birth outcomes (for example, Strully, Rehkopf, and Xuan 2010; Hoynes, Miller, and Simon 2015; Almond, Hoynes, and Schanzenbach 2011).

Yet another set of early studies was made possible because of a series of randomized control trials of state welfare reforms in the early 1990s. Prior to the federal welfare reform that replaced AFDC with TANF in 1996, many states received waivers to reform their AFDC programs. Randomized control trials were used to examine impacts of these state reforms (Karoly and Grogger 2005). While the first reports focused on effects on earnings and welfare participation, several papers extended that work to examine impacts of welfare reform on children, including health and school achievement (Gennetian et al. 2002; Morris, Gennetian, and Duncan 2005; Duncan, Morris, and Rodrigues 2011).
Linking Early Childhood with Long-Run Outcomes

Early work on how safety net programs like AFDC, Medicaid, food stamps, and the Earned Income Tax Credit affected child outcomes focused on birth outcomes, possibly because of data availability (birth weight and infant death are reported for all births in the vital registration systems) and also because it is easier to identify the effects of events that take place during the short gestation period. Advances in three areas of research helped to spur researchers’ interest in examining the long-run effects of safety net use in childhood: research examining the long-run effects of preschool programs, examination of the long-run effects in utero and early-life circumstances, and work documenting low levels of economic mobility in the United States. We discuss each of these in turn.

Two influential and highly studied randomized control trials of preschool programs were conducted by psychologists in the 1960s and 1970s: the Perry Preschool Project and Abecedarian. These programs randomized children from disadvantaged households to high-quality preschool programs and followed them for 21 (Abecedarian) or 40 years (Perry Preschool). Both studies found substantial effects on academic achievement among children in the K–12 period, though these were not always statistically significant. Studies investigating participants as adults, however, showed a broad range of long-run benefits: Children randomized into the high-quality preschool program were more likely to complete high school, earn a bachelor’s degree, and earn more in the labor market (Berruetta-Clement et al. 1984; Schweinhart and Weikart 1997a, b; Schweinhart et al. 2005; Heckman et al. 2010). Based on these long-run findings, cost-benefit analyses implied returns on investment on the order of 7–10 percent (Heckman et al. 2010). Importantly, many of the largest effects were not on educational outcomes, but on health and behavioral outcomes, with two-thirds of the financial returns coming from a reduction in criminal activity (Belfield et al. 2006). However, there were legitimate concerns over the generalizability of these findings. They had small sample sizes—around 100 participants in each study—all drawn from very poor families and with low cognitive test scores at baseline.

Following this work, several studies emerged evaluating the Head Start program, a program that provides free preschool for poor children, also pioneered by psychologists. Like the work estimating the impact of AFDC and Medicaid participation on birth outcomes, the work on Head Start also begins with a discussion of policymakers’ desires to increase funding for Head Start even though “a careful reading of the literature reveals that credible studies demonstrating the lasting effects of Head Start are limited” (Currie and Thomas 1995, p. 341). The initial research documented short-term benefits as measured by improved test scores for children who participated compared to their siblings who did not (Currie and Thomas 1995). Interestingly, studies document significant fading of gains in the medium term (Puma et al. 2012), but significant long-term gains in educational attainment and earnings (Deming 2009; Garces, Thomas, and Currie 2002; Bailey et al. 2020).

A number of influential lessons emerged from this literature. First, there can be long-term positive benefits associated with high-quality preschool programs,
even if short- or medium-run effects are small or statistically insignificant. Second, we need to broaden our understanding of outcomes beyond a narrow focus on cognitive skills (like test scores) when considering child development, as there are large sizable returns to other forms of human capital. Third, accounting for both long-term effects and effects across a range of outcomes changes our evaluation of the desirability of these programs.

Similar lessons emerged from a different literature. In the early 2000s, economists began generating evidence linking in utero conditions, and birth weight, to long-term outcomes of social and economic significance. In particular, a seminal paper by Almond (2006) investigated whether children in the womb during the 1918 Spanish flu pandemic suffered negative consequences as a result of exposure to the virus in utero. Though epidemiologists had previously linked negative in utero environments and lower birth weight with worse health later in life (Barker et al. 1989), Almond (2006) showed that in utero flu exposure also lowered individuals’ economic well-being as measured by educational attainment, disability, and earnings later in life. Many subsequent papers (reviewed in this journal by Almond and Currie 2011) have confirmed that exposure to the negative shocks in utero had negative long-term consequences for economic outcomes in adulthood.

A related line of research established a causal relationship between neonatal health and long-run outcomes using exogenous variation in birth weight within pairs of twins raised in the same household (Behrman and Rosenzweig 2004; Black, Devereux, and Salvanes 2007). The latter found that the effects of increased birth weight on newborn babies were much smaller than the long-term impacts on IQ, education, and earnings. This difference in findings (small short-run effects, but considerable long-run effects) further underscores the importance of examining multiple outcomes at different points in time to better understand how environments in early life influence child development.

This literature coincided with a third strand of research examining the relationship between paternal and child income. This work exploited new sources of data and documented much greater intergenerational correlations in earnings than had previously been estimated (Solon 1992): children of rich parents were much more likely to grow up to be rich than the children of poor parents. This research, since confirmed using new and better data, including that derived from IRS tax data (Chetty et al. 2014), implied lower rates of economic mobility in the United States, providing even more impetus for researchers to better understand how economic conditions in childhood shaped future outcomes.

Overall, this literature has led to a large number of papers investigating not only in utero shocks, but also how parental circumstances and policies in childhood affect economic and long-term well-being. In their extensive recent review, Almond, Currie, and Duque (2018) discuss the evidence on the long-term effects of childhood conditions, including the effects of policies and parental behaviors, not just external disease or environmental insults. This extended beyond programs like Head Start, explicitly targeting human capital investments, to include social
safety net programs such as food stamps, cash assistance, and the EITC, in which the primary recipient was an adult or family.

**Recent Evidence on the Long-Run Benefits of Safety Net Programs for Children**

New studies on the long-run impact of safety net programs have been made possible by advances in data collection and greater availability of data linking participation in safety net programs during childhood with long-term outcomes.

In an example of creatively accessing administrative data, Brown, Kowalski, and Lurie (2020) exploit tax data to estimate the long-term impact of Medicaid eligibility in childhood for children born 1981–1984 on a host of outcomes measured at ages 19–28. The authors find that those eligible for Medicaid in childhood enroll in college at higher rates, delay their fertility, experience reduced mortality, collect fewer EITC benefits, and pay higher taxes. Based only on the increased tax revenue, the authors estimate the government recoups roughly $0.58 for every dollar spent on Medicaid eligibility in childhood. These findings were confirmed by Goodman-Bacon (2021), who finds that children who gained eligibility for Medicaid when the program was first introduced (1966–70) had better health and improved economic outcomes as adults. He concludes: “Childhood Medicaid coverage for these cohorts has therefore saved more than twice its cost.”

Other work that uses existing data creatively to estimate long-term benefits of a safety net program on children is that of Hoynes, Schanzenbach, and Almond (2016) and Bailey et al. (2020). Hoynes, Schanzenbach, and Almond (2016) link existing data from the Panel Study of Income Dynamics on individuals born 1956–1981 with information on the staggered roll-out of the food stamp program across counties between 1961 and 1974. The authors estimate that gaining eligibility for food stamps during childhood improved long-term adult health and increased economic self-sufficiency among women. Bailey et al. (2020) use a similar identification strategy and take advantage of new linking technologies and data available at the US Census Bureau. They find that access to food stamps in early childhood leads to increases in completed education, earnings, neighborhood quality, and home ownership as well as reductions in poverty, mortality, and incarceration. In both these studies, the gains are large and increasing in length of exposure between conception and age five, after which there appear to be few effects, suggesting that early childhood may be a sensitive window for nutritional inputs.

Finally, Aizer et al. (2016) is an example of recent research that relies on the development of a new dataset to estimate the long-term impact of safety net programs. The authors collected and digitized data from historical archives that included information on all applicants to the Mothers’ Pension (1991–1935) program, and linked this information with mortality data, the 1940 Census, and World War II enlistment records for each boy in the sample. They estimate a positive

---

4 Other recent work showing long term economic benefits of health insurance provision for children includes Cohodes et al. (2016), Miller and Wherry (2018), and Thompson (2017).
long-term impact of the original welfare program on children’s longevity, educational attainment, and earnings in young adulthood.

A number of other recent papers document these kinds of long-term benefits. How does this new information affect our evaluation of safety net programs? Recent work by Hendren and Sprung-Keyser (2020) systematically estimates the marginal value of public funds, taking into account the multiple long-term fiscal consequences of safety net programs. They document that programs targeted toward children have very large returns and essentially pay for themselves, in contrast to policies that target adults.

**Implications for Policy-Making: Congressional Budget Office Scoring**

How does research on the safety net translate into policy-making? Consider how the Congressional Budget Office scores policy proposals: Since 1975, every major piece of federal legislation has been evaluated by the CBO in an effort “to assess the effects on the economy of ‘major’ legislation that Congressional authorizing committees approve and to incorporate those effects into the agency’s 10-year cost estimates” [emphasis added]. To do so, the CBO generates predictions for the overall cost of the legislation:

Cost estimates show how federal outlays and revenues would change if legislation was enacted and fully implemented as proposed—compared with what future spending and revenues would be under current law. Each estimate also includes a statement about the costs of any new federal mandates that the legislation would impose on state, local, or tribal governments or on the private sector. 

This estimate—known as the CBO score—considers behavioral responses of individuals, firms, and local governments to the proposed legislation in calculating outlays and revenue.

A March 2015 report, “The Effects of Potential Cuts in SNAP Spending on Households with Different Amounts of Income,” illustrates the approach of the Congressional Budget Office to evaluating different policy options regarding a major safety net program, the Supplemental Nutrition Assistance Program—also known as “food stamps.” The main objective of this CBO (2015) analysis was to understand how three policies (reducing the maximum benefit by 13 percent, increasing the benefit reduction rate from 30 to 49 percent, and reducing the monthly income limit for eligibility from 130 to 67 percent of the federal poverty line), would affect outlays (costs) and household income, with the latter also potentially affecting tax revenue.

---

In the analysis, the CBO considered how a reduction in food stamp benefits would reduce direct outlays and affect parental labor supply. In predicting that labor supply would increase in response to benefit reductions, the CBO report cited Hoynes and Schanzenbach (2012), showing that after the food stamp program was introduced, female single heads of households worked fewer hours.

The Congressional Budget Office report did not, however, incorporate any predictions regarding changes in the benefits of participation associated with reducing SNAP participation. The CBO (2015) report concludes: “Participation in SNAP may have other consequences, such as effects on recipients’ health or nutrition, but evidence has so far been inconclusive” (p. 6). At the time of the report, however, evidence that participation in the food stamp program decreased the probability of low birth weight by between 5–11 percent did exist (Almond, Hoynes, and Schanzenbach 2011).

Why wasn’t this information included in the Congressional Budget Office report, given what we know about the short- and long-run benefits of reducing low birth weight on a number of important social and economic outcomes, including employment and earnings? A number of factors likely contribute to the omission. First, the CBO (as well as most economics researchers, historically) maintains a more narrow view of human capital that focuses on education and job training, areas in which the research linking skills with earnings is better developed. While the concept of “skills” with returns in the labor market expanded to include physical health, mental health, and other soft skills and behaviors in economics research, these concepts do not yet seem to have been fully incorporated into CBO estimation. One reason may be that measuring the exact rate of return to these other aspects of human capital is more complicated than measuring the private return to an additional year of schooling, which is now well established (Card 1999).

Second, the evidence presented in Almond, Hoynes, and Schanzenbach (2011), Hoynes, Schanzenbach, and Almond (2016), and Bailey et al. (2020) is based on historical data from the 1960s and 1970s. This generates concerns about generalizability to the present.

Third, and perhaps most importantly, the Congressional Budget Office is tasked with producing estimates over a ten-year window. Many of the returns to investments in children are not realized for many years, once the children complete their education, attain young adulthood, and enter the labor market. Thus, even if there were consensus on the long-run benefits of a program (which might need to be predicted if a program is new), the long-run benefits outside the ten-year window would not be included in the CBO scoring. In contrast, the costs of the program do register in the ten-year scoring window, as do any potential parental work disincentives. In sum, we capture the short-run costs but omit the long-term benefits to children because of the ten-year scoring window. This structure inhibits the ability of policymakers to take full advantage of recent advances in the economic research.

---

6 There are examples of programs that generated short-run effects that faded over the medium term, only to re-emerge when long-run outcomes were measured. This adds uncertainty to long-term projections.
exploring and documenting the long-run benefits of safety net programs, which often exceed their short-run costs by a wide margin (Hendren and Sprung-Keyser 2020).

A comparison of the estimated marginal value of public funds for the first welfare program in the United States, the Mothers’ Pension program, in the short- and long-run provides an illustrative example of how time horizon influences this calculation. (The “marginal value of public funds” of a policy or program is calculated by estimating the benefits of the policy or program to recipients, measured as their willingness to pay, divided by the policy’s net cost including long-term impacts on the government’s budget.) The main estimated benefits of the Mothers’ Pension program were increases in completed schooling and earnings in early adulthood as well as increases in longevity, which are not realized until many years after benefit receipt. In contrast, the main costs of the program are realized earlier in the form of direct outlays and delayed time to remarriage among the mothers. If one only considers the latter, the marginal value of public funds calculation is below 1 (at 0.84), suggesting that the costs of the program exceed its benefits. However, once benefits to children are considered, the marginal value of public funds rises to more than 5, suggesting that the program generates substantial benefits relative to the costs (Aizer, Eli, and Lleras-Muney 2020). The benefits are large, in part, because they accrue over many years and because there are substantial health benefits in addition to labor market benefits. Similarly, for the food stamp program, if one were only to consider the impact on adults, the marginal value of public funds would be 0.54. But once one considers evidence that food stamps increase the earnings and life expectancy and reduce incarceration of children, the marginal value of public funds including these impacts on children rises to 56 (Bailey et al. 2020).

In sum, these programs represent investments in the human capital of children, not simply transfers to adults that increase consumption. The returns of these investments, like those of other investments in human capital, can only be properly measured over the entire lifetime of the recipients and should be comprehensive in nature, including gains to schooling, health, and other aspects of human well-being.

How to Make Research More Informative for Policy-Making

There are two key areas in which future economic research can help improve the design and scope of the safety net for children in the United States: understanding why the estimated impacts of various programs on children seem to differ across settings; and shedding light on whether and how evidence based on short-term impacts can be used to predict long-term outcomes. We discuss each in turn.

Understanding Why Estimated Treatment Effects Differ across Settings

The effects of safety net programs on children’s outcomes often vary based on population and environment. This makes it difficult for policymakers to generalize or extrapolate from one setting to another, and it impairs their ability to target
programs to those likely to benefit the most. For instance, we have highlighted work showing a positive impact of cash transfers through the safety net on child outcomes. But not all research finds positive effects of cash or in-kind transfers to the poor in the long run. For example, Price and Song (2018) find no long-term effects of the Seattle-Denver Income Maintenance Experiment on children’s longevity or on economic outcomes in adulthood. But it is not clear why.

Documenting heterogeneity in the effects of the programs across settings should be accompanied by an exploration of its sources. A first likely source of heterogeneity is differences in the counterfactual environment faced by families eligible for safety net programs. For example, the benefits to children from participation in Head Start have been shown to depend on what the alternative source of care is, with the benefits of Head Start increasing for those whose alternative environment is more deprived or of lower quality (Kline and Walters 2016; Cascio 2021). Likewise, Medicaid expansions are more effective for the lowest-income mothers, which likely reflects the fact that higher-income mothers were more likely to have had earlier access to private insurance which Medicaid crowded out (Currie and Gruber 1996a).

A second potential source of heterogeneous effects is complementarities across multiple programs (program complementarity, the idea that one program is more effective if a child is also participating in another program), or across investments early and later in life (dynamic complementarity), for which the evidence is scant (Almond, Currie, and Duque 2018). Generating empirical evidence of complementarities across environments or programs is challenging due to the difficulty of obtaining plausibly exogenous variation in multiple inputs across time or programs. Johnson and Jackson (2019) make such an attempt and find that school finance reform is far more effective at raising student test scores if students had access to Head Start programming, and also that Head Start is more effective if followed by resource-rich educational programming. This might help explain why Black children have been found, in general, to benefit less in the long run than other groups from anti-poverty programs: If Black families are more likely to attend under-resourced or segregated schools, they may receive lower levels of complementary investments (for example, Garces, Thomas, and Currie 2002; Bailey et al. 2020).

Treatment effects may also vary because of interaction effects with labor market conditions or the housing market. For some children, this means that discrimination may also play an important role. Discrimination in the housing market, for example, could hinder the ability of Black and Latino families to leave high-poverty/high-crime neighborhoods with under-resourced schools. Discrimination in the labor market can reduce the returns to skills developed in childhood for Black and Latino youth. Discrimination may reduce access to safety net programs. A better understanding of observed differences by race and the role of discrimination is needed.

Recent work has attempted to better understand treatment effect heterogeneity by pooling results of similar experiments across settings in the spirit of meta-analysis (for example, Dehejia, Pop-Eleches, and Samii 2021; Meager 2019; Page 2021). These efforts highlight the difficulty of conducting such assessments.
Two barriers include non-standard measurement of outcomes across studies and lack of adequate information to allow researchers to pool the results across studies. Thus, standardized measurement of outcomes and providing more information about sample characteristics would help. Another strategy is to leverage newly available administrative data sets. Large samples allow researchers to estimate treatment effects more precisely for different subgroups. New machine learning methods designed to work with large data, such as those in Wager and Athey (2018), can be used to investigate heterogeneity systematically. Machine learning techniques allow researchers with large datasets to uncover new patterns of heterogeneity that are not obvious in advance in a statistically sound way.

**Projecting Long-Term Treatment Effects from Short-Term Evidence**

Some childhood shocks appear to have effects that “fade out” initially, only to re-appear later in life (Almond, Currie, and Duque 2018). An important next step for research is to improve our understanding of the extent to which evidence on short- and medium-term outcomes can be used to make long-term projections. This issue is particularly important given the short-term incentives inherent in policymaking. Programs that show no benefits in the short run tend to be eliminated, but these programs may ultimately “pay for themselves” if they generate long-term benefits. Conversely, programs with short-term benefits receive more political support, even if these benefits turn out to be short-lived. An exciting econometric development in this area is the use of new techniques that combine short-term evidence from randomized trials with long-term observational data to project long-run outcomes (Athey, Chetty, and Imbens 2020; Aizer, Eli, and Lleras-Muney 2021; García et al. 2020).

A related need is to develop a better understanding of what explains these dynamic effects. Estimated effects may “appear” at different points in time either because of dynamics in the underlying process of skill production (for example, a common pattern is that risky behavior does not manifest until adolescence and then declines in adulthood) or because data limitations prevent researchers from effectively measuring outcomes at different points in time. For example, measures of noncognitive skills are often crude, like measures of criminal involvement, or based on subjective measures, like answers on a questionnaire used to develop a behavioral problem index. As Guttmannova, Szanyi, and Cali (2008) discuss, these behavioral checklists often do poorly at characterizing the behavior of racial minorities and low-income children. To address this, economic research may benefit from insights from psychology or neurobiology regarding the timelines of child development. This can serve as a basis for collection of data on outcomes that better reflect the underlying developmental process.

---

7 Card, Kluve, and Weber (2018) make similar observations about the difficulty of conducting such research in their paper, which combines the results of 207 papers to investigate the effects of work training programs. Galama, Lleras-Muney, and van Kippersluis (2018) report similar difficulties when attempting to explain the heterogeneity in the estimates of the causal effects of education on health.
A complementary effort is the development and empirical assessment of models that can generate the types of dynamic treatment effects that are observed in the data. The most important work in this area comes from the model of Cunha and Heckman (2007), which codified a number of existing insights and generated new ones about the formation of skill. Most notably their model allows for “sensitive windows,” during which certain skills are best produced, and for “dynamic complementarities,” where skills produced at an early stage raise the productivity of investment at subsequent stages. Another recent example comes from Lleras-Muney and Moreau (2020), who provide a model of health and mortality at the population level, where in utero shocks or differences in socioeconomic status throughout life can result in treatment effects that are U-shaped over time, as the literature has documented. This model accurately predicts the dynamic long-term effects of graduating in a recession on mortality (Schwandt and von Wachter 2019). Parallel models could be developed for other types of interventions and outcomes. Most importantly, empirical evidence in support of these models is needed.

Why Is the US Child Poverty Rate Still So High and What Can We Do about It?

The growth of the social safety net (particularly through tax credits and in-kind transfers) has played an important role in reducing child poverty but has not eliminated it, as shown earlier in Figure 2. In order to have large impacts on child poverty, a better understanding of the causes of poverty and how safety net programs influence poverty is needed.

There are multiple candidate explanations for the continued high rate of child poverty. The first and most obvious is that the United States spends less on assistance for families with children than other high-income countries, as discussed previously. The question is why. It’s not necessarily that the United States is unwilling to spend on social programs: The United States spends considerably more on the elderly than on children—7 percent of GDP for 54 million seniors compared with 0.5 percent of GDP for 73 million children—and indeed spends more on seniors (as a percent of GDP) than many other OECD countries. Moreover, the main programs for the elderly (Social Security retirement benefits and Medicare) are universal, while child benefits are income-targeted and include conditionality (such as work requirements). Indeed, initial estimates suggest that the United States reduced child poverty significantly in 2020 and 2021 through the expanded Child Tax Credit and other efforts related to pandemic relief, but the relief is temporary, with most of it expiring after 2021 (Urban Institute 2021; CGPSP 2021).

Several factors may explain the disparity in US public funding between children and the elderly. The first is “senior power,” which refers to the political influence of the elderly. Seniors vote in large numbers—71 percent voter turnout in the 2016 election compared with 46 percent for ages 18 through 29—and are very well
organized. The American Association of Retired People (AARP) boasted 38 million members and $1.7 billion in revenue in 2019. It constitutes a powerful lobby. On the other hand, children do not vote and there is no organization that represents the needs of children to rival the AARP. The Children’s Defense Fund, one of the major groups advocating for children in the United States, reported revenue of $17.8 million in 2019, just 1 percent of AARP revenue.

The second factor may be the racial and ethnic composition of the two populations. The elderly population in the United States is 77 percent white non-Hispanic, in contrast to children, who are slightly less than half white non-Hispanic. From the onset, the generosity and universality of anti-poverty programs have been a function of the racial composition of potential recipients. In the Mothers’ Pension program, only 3 percent of all families receiving aid were Black, which was far less than what one would have predicted if aid were based solely on need (US Children’s Bureau 1933). Many New Deal safety net programs of the 1930s explicitly excluded workers in industries with high Black employment shares (Katznelson 2005). This bias persisted throughout the 20th century. The 1996 welfare reform, which gave states considerable discretion over spending, led to lower levels of cash assistance in states with higher shares of Black residents (Hardy, Samudra, and Davis 2019). Today, states with large Black populations have substantially less generous welfare programs (Urban Institute 2021). This evidence is consistent with the conclusion of Alesina, Sacerdote, and Glaeser (2001) that race is the “single most important predictor of support for welfare” in the United States (see also Luttmer 2001). This combination of lack of political power and racial and ethnic discrimination have likely influenced the divergence in public priority and policy for these two groups.

A third reason is likely tied to the complexity of the safety net today. Children from low-income US households are often served by more than one program, and these programs are not well-coordinated. For example, 92 percent of children on food stamps participate in at least one other program and one-third participate in two other safety net programs (King and Giefer 2021). A call to coordinate and streamline eligibility for multiple safety net programs is not new (Currie 2006). A coordinated and comprehensive approach could work in a US context. It is notable that two of the most prominent and successful early education interventions (the Abecedarian and Perry School programs) provided a comprehensive set of services to children and their families.

Fourth, it may well be that even though the safety net has benefitted children, this complicated set of policies is not the best approach to lowering child poverty. Poverty rates for children are responsive to business cycles, with strong demand for labor and rising rates of employment and wages resulting in significant declines in child poverty. Perhaps labor market policies that increase the earned income of poor families, such as raising the minimum wage (Derenoncourt and Montialoux 2021), could prove to be as (or more) successful as direct aid. Another fruitful direction for research is to assess the relative cost-effectiveness of multiple approaches to lowering child poverty.
Conclusion

The emphasis of economic research on disincentives may have adversely influenced policy. Economic research on the effects of safety net programs has been and continues to be extremely influential in policy-making. For many years, this research focused primarily on documenting the potential negative behavioral impacts of these programs, even if small. Policymakers responded by attempting to minimize these behavioral impacts. The same focus on quantifying negative incentive effects has also historically dominated the study of social insurance programs, such as health insurance and unemployment insurance. The economic research on these programs has likewise evolved to include benefits as well as costs. A new focus on the benefits of safety net programs on children—the intended beneficiaries of these programs—that incorporates evidence on their many long-term benefits can contribute to the design of better policies going forward.
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Policymakers in the United States frequently look to the Nordic countries as a point of comparison. One area of interest is the well-documented infant health disadvantage in the United States relative to the Nordics: Despite high levels of health care spending and high costs of birth-related health care in the United States, an additional two to four infants per 1,000 die during their first year of life in the United States relative to the Nordic countries. As documented in Table 1, this infant mortality disadvantage is not exclusively driven by mortality in the narrow 28-day window after birth (the neonatal period) and persists during early childhood. Recent research has hypothesized that the absence of low-complexity preventive care during early life and offered at scale, like nurse home visiting for all new families, may be one factor explaining this infant health disadvantage (Chen, Oster, and Williams 2016).

While there are many other dissimilarities, stark differences in the maternal and child health care systems across the United States and the Nordic countries exist. For example, in the public health care systems of the Nordic countries—Denmark, Norway, Sweden, Iceland, and Finland—all families have access to a comprehensive set of standard programs free of charge at the time of service: prenatal care, care around time of birth, and well-child care in the first years of life. In contrast to the Nordic countries, no large-scale publicly funded and universally accessible early-life health programs are in place in the United States. Instead, existing US
public policies focus on targeted programs, such as access to care covered under public health insurance for eligible pregnant women, infants, and small children or nutrition support in the Special Supplemental Nutrition Program for Women, Infants, and Children (WIC) program. Even near-universally accessible types of care, like prenatal care for pregnant women and hospital care at birth, are available to US families on different terms depending on factors such as insurance coverage. Finally, availability and design of US programs vary considerably across states and communities (such as a range of state and local home visiting programs for disadvantaged families). These differences across the United States and the Nordics may reflect both less interventionist political traditions and the absence of a universal public health insurance in the United States to fund universal care (Kamerman and Kahn 1993).

This essay asks what we know from economics research about the causal effects of Nordic universal early-life health policies. The aims of these policies as provided for general populations of families and their infants are to monitor health, to screen for maternal and infant health issues (and refer families with detected risks to other treatments), and to provide health information and counseling for all new parents to support parental investments. The essay starts by describing central features of the Nordic model and then summarizes lessons from research on universal prenatal care, care around time of birth, and well-child care for new families. The focus is on Denmark, Sweden, and Norway, where the existing work within economics predominantly is set. Given its focus on universal policies in the Nordic countries, the paper complements earlier reviews on targeted programs in the United States (Gomby, Culross, and Behrman 1999; Currie and Rossin-Slater 2015).

One type of evidence focuses on the extensive margin—the access to any care. The introduction of universal prenatal, maternity, and well-infant care preceded public policies focus on targeted programs, such as access to care covered under public health insurance for eligible pregnant women, infants, and small children or nutrition support in the Special Supplemental Nutrition Program for Women, Infants, and Children (WIC) program. Even near-universally accessible types of care, like prenatal care for pregnant women and hospital care at birth, are available to US families on different terms depending on factors such as insurance coverage. Finally, availability and design of US programs vary considerably across states and communities (such as a range of state and local home visiting programs for disadvantaged families). These differences across the United States and the Nordics may reflect both less interventionist political traditions and the absence of a universal public health insurance in the United States to fund universal care (Kamerman and Kahn 1993).

This essay asks what we know from economics research about the causal effects of Nordic universal early-life health policies. The aims of these policies as provided for general populations of families and their infants are to monitor health, to screen for maternal and infant health issues (and refer families with detected risks to other treatments), and to provide health information and counseling for all new parents to support parental investments. The essay starts by describing central features of the Nordic model and then summarizes lessons from research on universal prenatal care, care around time of birth, and well-child care for new families. The focus is on Denmark, Sweden, and Norway, where the existing work within economics predominantly is set. Given its focus on universal policies in the Nordic countries, the paper complements earlier reviews on targeted programs in the United States (Gomby, Culross, and Behrman 1999; Currie and Rossin-Slater 2015).

One type of evidence focuses on the extensive margin—the access to any care. The introduction of universal prenatal, maternity, and well-infant care preceded public policies focus on targeted programs, such as access to care covered under public health insurance for eligible pregnant women, infants, and small children or nutrition support in the Special Supplemental Nutrition Program for Women, Infants, and Children (WIC) program. Even near-universally accessible types of care, like prenatal care for pregnant women and hospital care at birth, are available to US families on different terms depending on factors such as insurance coverage. Finally, availability and design of US programs vary considerably across states and communities (such as a range of state and local home visiting programs for disadvantaged families). These differences across the United States and the Nordics may reflect both less interventionist political traditions and the absence of a universal public health insurance in the United States to fund universal care (Kamerman and Kahn 1993).

This essay asks what we know from economics research about the causal effects of Nordic universal early-life health policies. The aims of these policies as provided for general populations of families and their infants are to monitor health, to screen for maternal and infant health issues (and refer families with detected risks to other treatments), and to provide health information and counseling for all new parents to support parental investments. The essay starts by describing central features of the Nordic model and then summarizes lessons from research on universal prenatal care, care around time of birth, and well-child care for new families. The focus is on Denmark, Sweden, and Norway, where the existing work within economics predominantly is set. Given its focus on universal policies in the Nordic countries, the paper complements earlier reviews on targeted programs in the United States (Gomby, Culross, and Behrman 1999; Currie and Rossin-Slater 2015).

One type of evidence focuses on the extensive margin—the access to any care. The introduction of universal prenatal, maternity, and well-infant care preceded
the major expansion of the encompassing Nordic welfare states in the 1950s and 1960s and constitutes some of the first universal welfare policies still in place today. As such, evidence from policies introduced in this setting—with limited access to other health services and health insurance—is relevant for similar contexts today. It documents that the introduction of universal maternity and well-infant care in the Nordics causally contributed to the large decrease in infant mortality observed in the first half of the twentieth century and had important long-run benefits along dimensions of adult mortality, morbidity, education, and labor market outcomes. Findings from this research constitute one important part of a large literature documenting short- and long-run returns to large-scale programs that invest in the health and development of people early in life.

Another category of evidence comes from studies examining changes within universal programs today. This evidence is likely to be relevant for policymakers in many developed countries, where decisions revolve around the design of care rather than access to care. This research is still scarce and for now documents some positive impacts of universal early-life care on primarily short- and medium-run child and maternal health and a narrow set of parental investments (like breastfeeding or vaccination uptake). Universal screenings and provision of information and counseling for new parents appear to be important mechanisms. A general takeaway from studies on the Nordic universal health programs is that we should factor in returns over the life cycle, at non-mortality margins, and for both children and parents when assessing the cost effectiveness of universal early-life health policies (Evans et al. 2021).1

The Nordic Model of Universal Early-Life Health Policies

A large empirical literature in economics documents the importance of negative health shocks during the in utero period and the first years of life for long-run health and economic outcomes. A nontrivial part of this work comes from studies set in the Nordic countries. For example, Black, Devereux, and Salvanes (2007) study variation in birthweight across identical twins in Norway; Nilsson (2017) examines prenatal exposure to strong beer in certain areas of Sweden in the 1960s; Persson and Rossin-Slater (2018) consider the effects of prenatal exposure to the death of a maternal relative in Swedish data; Black et al. (2019) focus on variation in radioactive exposure of children in Norway, due to nuclear weapons testing, during the 1950s and early 1960s; and Grönqvist, Nilsson, and Robling (2020) scrutinize the differential exposure of Swedish children to the phase-out of leaded gasoline. An

1 The Nordic welfare states today have a number of other features directed at families with small children, including maternity/parental leave programs and universal childcare. As a starting point for research on leave programs and childcare in the Nordic countries, the interested reader might begin with Rasmussen (2010), Carneiro, Løken, and Salvanes (2015), Havnes and Mogstad (2011, 2015), Datta Gupta and Simonsen (2010, 2016), and Dietrichson, Kristiansen, and Viinholt (2020).
obvious follow-up question to such studies on harmful events early in life is whether there are symmetric positive effects for early-life health policies.

From a theoretical point of view, not only shocks but also public policies such as prenatal care or hospital care at birth are inputs (in addition to family inputs) into the production of good infant health. Models of health and skill formation during different periods of childhood suggest that these policies may have long-lasting impacts on both individuals’ health and socioeconomic outcomes over the life course (Cunha and Heckman 2007). These models hypothesize that returns to earlier health investments (during potentially critical ages such as infancy) may be larger than for later ones, and returns to later investments may even be critically dependent on early investments. In this view, early life health policies may lay the basis for individuals being able to benefit from later investments across domains.

Empirically, much of the enthusiasm about the lifelong returns to early-life health policies comes from work on high-intensity policies for at-risk populations, such as specialized health care for very low birthweight infants (Bharadwaj, Løken, and Neilson 2013; Daysal et al. 2022), health insurance and preventive care for at-risk families (Miller and Wherry 2019; Hendren and Sprung-Keyser 2020; Newhouse...
2021), or targeted home visiting for disadvantaged families in the United States and elsewhere. One explanation for why evidence on the effectiveness of universal policies is scarce is methodological challenges, because suitable control groups are typically lacking in universal programs implemented at scale. Moreover, even in the data-rich Nordic countries, often no readily available data on universal programs exist. Similarly, as illustrated in the following sections, easily accessible outcome measures such as mortality are often too coarse when studying universal care.

As a result, the core question of whether findings on the benefits of targeted policies carry over to universal ones remains. From the onset, this question is very much about the relevant counterfactual: Are we concerned about access to universal care (versus no care at all) or do we study variations in universal care provided? In any case, one may expect smaller average impacts from universal programs focusing on an average population than for targeted programs. At the same time, proponents of universal policies emphasize that those may still be worthwhile if they achieve their goals of identifying at-risk populations and initiating relevant care in a timely fashion. In doing so, they may prevent costly specialized treatments downstream and encourage parental health investments with potentially large individual and societal returns. As a result, also for universal care, program effects may be strongest for families with risk factors—both in settings where we study the access to any care or the intensive margin of care.

In the Nordic countries, the origins of today’s universal early-life health policies predate the introduction of other well-known and frequently discussed welfare policies, including universal health insurance, maternity and parental leave programs, and universal childcare. Continuing the trend of the nineteenth century, all Western countries saw rapid declines in infant mortality in the opening decades of the twentieth century (Loudon 1992). Many factors—among them public health innovations such as the introduction of sewage management at the turn of the century or the introduction of sulfonamides and antibiotics in the 1930s and 1940s—contributed to this development (Cutler and Miller 2005; Alsan and Goldin 2019; Lazuka 2020; Anderson, Charles, and Rees forthcoming). The Nordic countries (as in the United States at the time) also introduced a set of policies that broadened the general access to trained health professionals (for example, through certified midwives), that increased health monitoring (for example, in maternity wards), and that provided health information (for example, by offering first-year home visits).

Focusing on Denmark, Norway, and Sweden, Table 2 summarizes the main features of today’s versions of the early-life health policies offered to a general population of families and discussed in more detail in the following sections. Three commonalities with respect to provision and financing of these policies deserve

2For evidence on targeted home visiting programs, see results from randomized control trials on the Nurse Family Partnership (for example, Olds et al. 1993; Olds et al. 1997, 1998; Eckenrode et al. 2010; Olds 2016). Other targeted programs with randomized control trials include programs in Ireland (Doyle 2020), Germany (Jungmann et al. 2015; Sandner et al. 2018), and Jamaica (Gertler et al. 2014), among others.
mentioning. First, all services are part of the public health care system and accessed by all residents on the same terms. All services are free at time of service and covered under the universal health insurance. Their financing relies on (local and national) government revenues. Some private providers operate within the public programs (such as private prenatal care centers in Sweden) and discussions on their role and greater choice options within the publicly provided care are prevalent in all three countries. Second, national health agencies provide guidelines and regulations (for example, for the suggested number, timing, and content of prenatal care contacts or nurse home visits to new families) and decentralized regional and local public providers offer services to families within the framework of these guidelines. These central guidelines ensure a rather uniform implementation of programs. Third, all services are provided by professionally trained and mostly publicly employed or funded staff, including midwives, nurses, and physicians.

While Table 1 describes the default offer, enrollment in all programs is voluntary. In general, coverage of pregnancy and first-year health programs is very high in the Nordic countries (Danielsdóttir and Ingudóttir 2020). Using administrative data for all Copenhagen births in 2007–2010, Hirani, Sivertsen, and Wüst (2020) illustrate this broad coverage: for both the number of prenatal midwife consultations (an average of 4.8) and the number of pregnancy checks at the mother’s physician (an average of 2.7), the average uptake in their sample corresponds well to the suggested number of contacts. Almost all births take place at hospitals (only 1–2 percent of births are home births). For each of the suggested first-year general practitioner health checks, uptake is around 90 percent, as is uptake of the first-year vaccinations. For nurse home visiting (where no national data exists for any of the Nordic countries at this point), Copenhagen records show that 92 percent of families receive the initial visit after hospital discharge. While consecutive first-year nurse visits display lower take-up of 75–85 percent of families, the average number of universal visits in the sample is 3.3. Additionally, families on average receive one needs-based visit (at the discretion of their family nurse). Of course, this average masks heterogeneity across family characteristics such as the number of children, medical risks, or socioeconomic disadvantage, with first-time parents and families with risk factors typically taking up additional need-based care.

Evidence on Universal Early-Life Health Policies from the Nordic Countries

Prenatal Care

Today all developed countries offer near-universal prenatal care in some form, although pregnant women enter it on different terms (depending on factors such as the provisions of public and private health insurance coverage). In the Nordic countries, universal prenatal care offers regular consultations with midwives and physicians, focusing on information and behavioral advice, as well as monitoring of pregnancy health (with routine procedures such as urine testing and ultrasound
examinations). At-risk families typically receive more intensive follow-ups or referrals to more specialized care. Nearly all families in the Nordic countries enter the public prenatal care program in the first trimester of the pregnancy and the suggested number of prenatal contacts resembles the recommendations in the United States (National Academies of Sciences, Engineering, and Medicine 2020).

Despite its broad coverage, there is no causal research focusing on the introduction of universal prenatal care in the Nordic countries. Some studies, as discussed below, factor in prenatal care components in their analyses. However, it is safe to assume that not the access to any prenatal care, but rather timing and quality, are the most interesting margins for policy discussions in developed countries today. Moreover, while studies examining impacts on maternal and infant health are important, one of the main positive contributions of universal prenatal care may be its impact on parental investment behaviors (such as discouragement of maternal smoking or encouragement of uptake of additional care during pregnancy and after birth).

Only a few Nordic studies have examined these important margins, and those analyses face data and identification problems (in the presence of universal access to the public prenatal care programs for all pregnant women). Two studies confront these issues by exploiting changes in reimbursement schemes and by considering changes in the content of the prenatal care offer. Jensen (2014) exploits a change in the remuneration system for general practitioners in the Danish capital, Copenhagen, in 1987, which introduced a payment scheme relying more heavily on fee-for-service contracts (which were already the norm in other parts of the country). In that system, general practitioners faced incentives to schedule more consultations and perform additional diagnostic tests, including services related to general prenatal care. In a difference-in-differences analysis of reform exposure of prospective mothers, the study finds that birth outcomes improved for exposed pregnancies. Even in this universal setting, however, the effects exclusively come from births to younger women, who may have particular behavioral risks and thus benefit most from low-complexity prenatal care. Those children born under the original fixed remuneration system have slightly lower birth weights (1.8 percent) and a higher probability of being born preterm (58 percent). Unfortunately, the study cannot directly identify the reform impact on the specific type of general practitioner prenatal care, which would be informative about mechanisms—such as pregnancy-related diagnostic tests and consultations—because the national registers did not collect this data. It also remains unclear how much of this health impact at birth matters for longer-run child and maternal health. However, given the finding that only young mothers benefitted from increased intensity of prenatal care, the study points to the importance of differentiating care offers within the existing universal system. This finding is in line with studies from other settings, among them the United States, documenting limited impacts of increasing the number of prenatal care contacts for all pregnancies.

In their study of a combined screening and intervention program within universal prenatal care in Sweden, Grönqvist et al. (2016) directly examine the importance of prenatal care for maternal behaviors. The program targeted maternal
alcohol consumption and expanded over time and across prenatal care clinics. They find that the introduction of structured and systematic screening efforts for all pregnancies (and thus improving identification of at-risk pregnancies), in combination with a focus on counseling about positive health behaviors, improved infant health along selected dimensions (drug prescriptions and hospitalizations in the first year of life but not beyond). In an interesting and novel part of their paper, they use survey reports on pregnancy smoking and breastfeeding (in the absence of data on alcohol consumption) to show that treated mothers report significantly higher levels of pregnancy smoking cessation (a 25 percent increase of cessation at the relevant mean of 2.4 percent of mothers who quit smoking during pregnancy). They also find suggestive evidence for a positive impact of the new program component on other investment behaviors (breastfeeding at one month), even though these results are not significant at conventional levels. Thus, their study demonstrates that the quality of universal prenatal care matters for parental investment behaviors and that more research focusing on this margin is warranted.

Evidence on Universal Care at Birth

In the Nordic countries, just as in the United States, the vast majority of births are hospital births. In contrast to the variety of choices in the US system and their close relation to insurance coverage, assignment to public hospitals in the Nordic countries is typically governed by “catchment areas,” where a hospital takes cases from a defined geographic area. The default birth is midwife-assisted, while only risk factors identified prior to or at birth lead to either a physician-assisted birth at a specialized ward or a scheduled Caesarean section. Care for uncomplicated births in the maternity ward focuses on providing health monitoring for both mother and newborn and on providing information and counseling to new parents (on topics such as infant feeding). Early-discharge and outpatient birth policies have become more common in the past decades for healthy women and their infants, who in this case leave the maternity ward at 4–24 hours after birth and either return for health checks or receive those in the family home.

The lessons learned from research on universal care around birth from the Nordic setting are twofold: First, expanding access to care around birth for broad populations—through skilled midwives and access to maternity wards—has been one important driver of decreases in early life mortality and has had lifelong consequences for treated cohorts. This finding is relevant for similar contexts today and discussions about the importance of the birth setting. Second, alteration of universal care around birth in its core dimensions—the duration of maternity ward care and

---

3 Grönqvist et al. (2017) exploit a decision rule based on the screening tool and find negligible impacts of a follow-up treatment for at-risk women. Without data on take-up, they are unable to determine whether these results are due to limited compliance or lack of effectiveness of the follow-up intervention.

4 Partly related to underlying health differences across populations, uncomplicated births in the Nordic countries on average are less invasive than in the United States. As an example, for a sample of uncomplicated attempted vaginal deliveries, Maibom et al. (2021) report that 19 percent of births are induced and 24 percent of births receive pain relief through an epidural anesthesia.
the quality of care—can have traceable impacts on average populations of children and mothers.

Several Swedish studies document the importance of access to trained midwives and care at maternity wards: for example, Lazuka (2018) studies the role of certified midwives in rural Sweden at the turn of the twentieth century. For the 1881–1930 cohorts, the share of home births assisted by trained (rather than untrained) midwives increased tremendously, leading to both improved care at birth and in the weeks to follow for mothers and infants. Trained midwives used antiseptic techniques during birth, knew which procedures to perform (or not) during birth, and cared for mother and infant in the weeks after birth, monitoring their health. In the short run, qualified midwife assistance reduced the risk of neonatal (but not infant and childhood) mortality by as much as 49–61 percent. In the long run, better midwife care around birth provided reduced mortality of exposed individuals at ages 40–80, in particular by reducing the risk of cardiovascular- and diabetes-related death. This latter finding may be attributable to improved infant care and nutrition, as well as prevention of early-life morbidity. Earlier research links both factors to poor adult health.

Sweden was also a frontrunner with respect to large-scale access to maternity ward care at birth (Vallgårda 1996). Studying the expansion of maternity wards and access to hospital births in the 1930s and 1940s, Lazuka (forthcoming) documents health and socioeconomic returns to moving the setting of birth-giving. Maternity wards improved hygiene and post-birth care for mothers and infants and facilitated access to drugs, technology, and procedures during birth. Studying the maternity ward expansion across birth years and catchment areas, the study finds that ward openings had effects that cascade through life. Individuals exposed to the expansion were more likely to be actually born in a maternity ward and experienced significant reductions in neonatal mortality, driven by reductions in preventable causes of death. In the longer run, individuals with access to a maternity ward grew up to earn higher labor incomes, as well as to be less likely to leave the labor market on disability pension or be unemployed in the age span from 47–64. These mortality and income effects arise via lower adulthood morbidity and improved educational outcomes of treated cohorts.

More recently, the specific type of general care at birth for healthy populations is frequently altered, but is less frequently studied: While medical care for at-risk births has well-documented benefits, the consequences of changes in (typically less complex) universal care for non-at-risk populations are less clear-cut. One important change in the Nordic setting is the centralization of small maternity wards in larger units. Mergers have both been motivated by the aim of further improving access to specialized health professionals and treatments also for uncomplicated births, as well as cost containment. Policy discussions evolving from mergers center

---

5Work on the Swedish expansion of access to trained midwives in the nineteenth century documents large causal impacts on maternal mortality, but not infant mortality (Lorentzon and Pettersson-Lidbom 2021). In that period, the authors argue, midwives did not provide post-birth infant care.
around the balance and usage of specialized versus general care at birth and around crowding at large maternity wards (which function like emergency care settings and thus have to cope with relatively large variations in case load).

Evaluating the impact of hospital mergers in Sweden, Avdíc, Lundborg, and Vikström (2020) find mixed results. They show that ward mergers increase maternal obstetric trauma, suggesting a negative role of crowding and resulting limited access to health professionals such as midwives during birth. At the same time, ward mergers appear to have some positive impacts on infant health at birth (measured as a negative impact on the probability of fetal distress and trauma), driven exclusively by infants with access to higher quality wards after the merger (as intended). Exploiting a difference-in-differences design, Grytten et al. (2014) do not find impacts of hospital mergers in Norway on infant mortality in a low-risk population. However, as discussed, non-mortality margins are likely to be very relevant in this setting. Focusing on Denmark, Maibom et al. (2021) zoom in on crowding by exploiting naturally occurring variation in (day-by-day) admissions to maternity wards, rather than mergers. Thus, they more directly isolate crowding effects for spontaneous births than studies on mergers. They show that on crowded days, prospective mothers are admitted in the ward later (giving them shorter durations of midwife care) and are less likely to receive time-intensive treatments during birth (such as pain relief and inductions, which require access to physicians and midwives). While studies on at-risk births find negative health effects of crowding (Marks and Choi 2019), in the Danish setting and for uncomplicated births, temporary crowding does not appear to induce negative health effects (measured at non-mortality margins, among those diagnosed complications at birth and hospital readmissions). Given downward adjustments of medical procedures like pain relief and inductions on crowded days, these findings may suggest over-provision of those procedures on slow days for uncomplicated births. Taken together, the studies on mergers and crowding highlight some of the potential tradeoffs in decisions on the design of universal care at birth: Alterations of care may have opposite-signed implications by, for example, reducing low complexity care such as midwife access for many and improving access to specialized care for some.

Similarly focusing on the importance of universal care for uncomplicated births, Sievertsen and Wüst (2017) consider how the duration of post-birth maternity care for low-risk mothers and infants affects the health of children and mothers, parental investments, and children’s educational outcomes. Motivated by cost containment goals, some Danish regions introduced outpatient birth regulations for uncomplicated births with mothers who had previously had at least one child in the 1990–2003 period. In this setting, healthy mothers and infants leave the hospital early, forgoing monitoring of infant and mother health and timely counseling by health professionals (for example, on topics such as infant feeding). Sievertsen and Wüst (2017) document a strong first-stage effect of mandated early discharge on the probability of experiencing an outpatient birth for mothers who have given birth more than once, but not first-time mothers (as intended by the policy). Both difference-in-differences analyses and a triple difference analysis with first-time mothers
as additional controls show that an outpatient birth increases first-month hospital readmissions (as well as first month general practitioner contacts) for treated infants (a 75 percent increase in infant hospital readmissions for marginal children). While this result may reflect substitution of post-delivery hospital care with readmissions, the study also documents longer-run negative impacts of early hospital discharges on children’s educational outcomes: Children who experience an early discharge have a lower ninth-grade grade point average (0.08–0.1 of a standard deviation). Importantly, heterogeneity analyses show that effects for short-run health care take-up are driven by affluent families (who appear to be able to compensate for a lack of universal care), while the longer-run negative impacts are strongest among disadvantaged families. Pointing to the role of health information and counseling in the maternity care setting for parental investment decisions, their analyses document negative impacts of an outpatient birth for the most disadvantaged families, who are almost 50 percent less likely to report exclusive breastfeeding for four months of the child’s life.

These findings about duration of post-birth maternity care, breastfeeding, and test scores from Sievertsen and Wüst (2017) are among the few to link both universal health care, parental investments, and child outcomes across domains. They speak to other recent research outside the Nordic countries with similar conclusions: Fitzsimons and Vera-Hernández (2016) show that low-educated mothers’ breastfeeding initiation in the United Kingdom is lower among those who give birth on the weekend rather than during the week. Exploring this observation, Fitzsimons and Vera-Hernández (forthcoming) show that breastfeeding support in the maternity care setting is of lower quality during weekends. Using variation in the day of birth for a sample of uncomplicated births to low-educated mothers, they find that shorter breastfeeding durations for weekend-exposed births have negative consequences for child cognitive outcomes, but not health, in the first five years of life. Finally, the work on outpatient births in Denmark complements Almond and Doyle (2011), who study a similar healthy population of births in the United States. They find no evidence for impacts of an additional night at hospital (rather than just one night) on readmissions or infant mortality. However, they are unable to follow treated children over time and assess other relevant outcomes, such as parental investment behaviors or educational outcomes. These studies taken together illustrate that factoring in outcomes in the short- and longer-run as well as at non-mortality margins are important for assessing the importance of universally provided care at birth.

Evidence on Universal Well-Infant Care

After hospital discharge, all families in Denmark, Norway, and Sweden can access the well-child preventive care program, consisting of either universal home

6 Importantly, outpatient birth policies did not affect births with clearly identified health or social risks.
7 Evans et al. (2008) focuses on mandatory stay laws, which typically serve disadvantaged populations of mothers and children, finding benefits of longer hospital stays in these populations.
visiting and, in parallel, consultations and vaccinations at the family general practitioner (in Denmark), or initial home visiting followed by care at health centers that provide health screening, counseling, and access to vaccinations (in Norway and Sweden). Several randomized control trial studies have shown that targeted home visiting by public health nurses is very effective in improving short- and long-run family outcomes, both in the United States and other settings. The evidence from the Nordic countries—especially from the initial introduction of programs—complements this research and speaks to the benefits of broader home visiting programs.

In the early 1930s, the previously declining infant mortality rate stalled at around 3 percent in Norway and 5–6 percent in Denmark and Sweden (Bütikofer, Løken, and Salvanes 2019; Wüst 2012; Bhalotra, Karlsson, and Nilsson 2017), with a considerable share of mortality being post-neonatal and due to preventable causes related to improper infant care. To decrease infant mortality and to confront demographic concerns related to stagnating fertility rates, the Danish National Health Service initiated the Danish home visiting program, rolled out from 1937 onwards (following a small Danish trial funded by the US Rockefeller Foundation). The program provided around 10 visits in the first year of the child’s life for all families, during which nurses promoted proper infant nutrition (especially breastfeeding), educated parents in infant care, monitored child health and development, and referred ill infants to additional care. Sweden introduced a similar policy in an experiment in the 1931–1933 period in a set of 59 municipalities, selected to be broadly representative for Sweden. The trial introduced home visits and visits at health stations with physician and nurse staff. Cohort eligibility rules in the trial led to differential exposure of mothers and infants with either prenatal care, first-year well-infant care, or a combination of the two. In Norway, well-infant care centers, run by nongovernmental organizations and co-funded with local and state funding, were rolled-out. From 1914 onwards, centers expanded families’ access to health checks, immunizations, health information, and referrals of ill infants to doctors.

The geographic and time variation in exposure to well-infant care together with the data infrastructure in the Nordic countries (combining transcribed historical records and population administrative register data for the cohorts in question) offers a unique opportunity to study the causal short- and long-run impacts of universal well-infant care. In the short run, studies from all three settings find

---

8 Similar policies emerged in neighboring Finland with the roll-out of maternity and well-infant care stations (Krakow 1947; Malin and Hemminki 1992). From 1958 onwards, poor families (and from 1949 onwards all families) received maternity benefits. Those consisted of either an allowance or a “baby box,” providing new families with a basic supply of infant items—with the box serving as the infant’s first bed. While historical accounts emphasize the importance of these policies (Koivu et al. 2020), there is no available quantitative research on their short- or long-run effects. For popular discussions on the topic, see the reporting by Smirnova (2018) and Hakulinen and Gissler (2017).

9 While none of the described studies factor in recent methodological advances for difference-in-differences with multiple groups and periods (Goodman-Bacon 2021), they all include robustness tests exploring the impact of sample and period restrictions, as well as model specification with respect to trends, controls, and level of aggregation.
important impacts on infant mortality, especially related to preventable causes. For example, exploiting the staggered implementation of the program across Danish towns in the 1937–1949 period together with aggregate historical records, Wüst (2012) documents that infants exposed to the program were more likely to survive their first year of life. Program effects range from 0.5–0.8 percent at the mean infant survival rate (5–8 lives saved per 1,000 live births or a reduction in the average infant mortality rate in treated towns of 4.5 percent by 9–17 percent). Supplementary analyses show that these mortality effects are strong in nutrition-related causes, such as mortality from diarrhea (reductions of 14–23 percent, accounting for between 17–29 percent of the period’s decrease).

Results from Sweden and Norway support these conclusions. Bhalotra, Karlsson, and Nilsson (2017) document for Sweden that trial-exposed infants were 1.6 percentage points less likely to die in the first year of life (a 24 percent decrease at the baseline risk in their sample of 6.6 percent), with infants born to single mothers benefitting the most. Thus, the program contributed to narrowing early health inequalities. Mortality benefits were exclusively driven by individuals exposed to the program after birth, highlighting health monitoring and information to parents about proper infant care as main channels for the effectiveness of the policy. Bütikofer, Løken, and Salvanès (2019) show that the Norwegian intervention decreased infant mortality by 0.8 percentage points for the 1936–1960 cohorts (an 18 percent decrease at a control mean for infant mortality of 4.5 percent). Also in this setting, mortality declines were driven by mortality from relevant causes (primarily diarrhea caused by improper nutrition), which decreased almost 50 percent evaluated at the relevant control mean.

Follow-up studies for the three Nordic programs confirm that initial benefits translated into positive consequences for adulthood health measured both at the mortality and morbidity margin. Across all three countries, studies document positive impacts for adult health issues that have been related to poor early-life nutrition (in line with the short-run results of improvements exactly in nutrition-related dimensions). Hjort, Sølvsten, and Wüst (2017) link information on municipal nurse exposure and individual-level administrative register data in Denmark. They show that individuals of the 1930s and 1940s cohorts, who had access to nurses in their first year of life and were then observed in the administrative data in the 1980–2012 period, are less likely to die in the 45–64 years age range (for example, a 0.2–0.6 percent increase in the survival probability past age 60). Moreover, treated
individuals are less likely to have a cardiovascular disease diagnosis in the 45–64 age range (1.3–2.8 percent decrease in the probability of being diagnosed at the control mean of 26.6 percent). Bhalotra, Karlsson, and Nilsson (2017) document large survival returns to exposure to the Swedish trial in the very long run (beyond age 75). Moreover, as for short-run survival benefits, the longer-run benefits in the Swedish study are also larger for socially disadvantaged children. Mortality gains in adulthood are related to causes of death that have been associated with poor infant nutrition and care (among them cardiovascular disease). Similarly, for Norway, Bütikofer, Løken, and Salvanes (2019) find very large improvements (0.3 of a standard deviation) in a standardized adult health index, measuring a set of primarily cardiovascular risk factors at age 40.

Figure 1 presents these results for the impact of early-life exposure to well-infant care on measures related to cardiovascular health for Denmark and Norway in two event graphs. While not directly comparable in magnitude, the patterns for both diagnoses in Denmark and the health index in Norway look remarkably similar, supporting a strong impact of early life care exposure on long-run cardiovascular health. These findings resonate with other work on nutritional shocks and support positive impact of treatment exposure on the probability of adulthood emigration for men in the sample. As those emigrants on average are positively selected on health and educational status, longer-run results for health and socioeconomic outcomes likely constitute conservative estimates.
programs that has documented the long-run importance of nutrition during infancy and early in life for cardiovascular health in adulthood (Almond and Currie 2011).

While the long-run health results have the described similarities, results for education and labor market outcomes display larger variation: for example, Hjort, Salvsten, and Wüst (2017) do not find consistent long-run impacts of nurse home visits in Denmark. However, both Swedish and Norwegian studies suggest long-run returns. Bhalotra et al. (forthcoming) combine manually transcribed birth records, primary school records, and administrative data on educational attainment and labor market outcomes to document positive impacts on education and labor market outcomes only for girls in Sweden. Trial-exposed girls grow up to be more likely to complete secondary schooling (17.6 percent), have higher adult earnings (19.5 percent), and have higher full-time employment rates (20.5 percent). The authors attribute the gendered patterns of their results for non-health outcomes to the large concurrent expansion of labor market opportunities for women. In Norway, infant health centers had benefits for the socioeconomic trajectories of treated infants (irrespective of gender), measured as educational attainment and earnings: Infants from municipalities with health centers grew up to complete 0.15 additional years of schooling. Moreover, they experience an increase of their age 31–50 earnings of around 2 percent (Bütikofer, Løken, and Salvanes 2019). Disadvantaged infants benefited more, leading the authors to conclude that the program contributed to a reduction in the intergenerational persistence of educational attainment for the given cohorts.

Given the positive long-run impacts of well-infant care, an important question is its potential interaction with follow-up investments. Empirically assessing the nature of policy interactions across childhood periods is difficult, given the data requirements and the need for two sources of identifying variation. Examining the introduction of nurse home visiting and the parallel expansion of targeted preschools for poor children in Denmark, Rossin-Slater and Wüst (2020) show that both programs had positive long-run health impacts (as found for home visiting in earlier work). Targeted preschools, but not nurse home visiting alone, also improved human capital outcomes of exposed cohorts. In a second step, they show that the positive impact of preschool exposure is smaller for nurse-exposed individuals, indicating considerable substitutability of early life investments that have a strong health component. Their findings underline the importance of more work on the interaction of health and other investment policies over the course of children’s lives.

As with the other policies discussed in this essay, well-infant care has changed over time, reflecting societal circumstances and technological changes. In Denmark, for example, from the 1960s on, the focus of home visiting has changed from the prevention of first-year mortality to broader (family) health issues, psycho-social aspects of child development, a coordination of expanding preventive care offers (such as dental care and health checks by school doctors), and childcare. Over time, the number of first-year universal visits has decreased from initially ten to today’s five visits alongside other changes. The 1973 mandate of the home visiting
program for all Danish municipalities coincided with births increasingly moving from the home to hospitals (Vallgårda 2008). An emphasis on very early home visits after hospital discharge has in recent years evolved in parallel with shorter maternity hospital care, especially for non-first-born children. While some aspects, like monitoring of infant weight gain and counseling on infant nutrition, remain important, today central elements in the contemporary program include aspects such as a formal screenings for maternal and paternal postnatal mental health issues. As a consequence, research on the contemporary policy focuses on questions of content, intensity, and duration rather than access to universal care.

Does the timing of first-year well-child care matter? Two papers from Denmark have studied this question by exploiting variation induced by a large-scale nurse strike in 2008. Children born prior to and during this strike missed different elements of universal care: during the strike prenatal midwife visits, hospital care at maternity wards, and post-birth nurse home visits were cancelled at a large scale. Focusing on children born during the two-month strike and comparing their outcomes to children born in the same months of control years, Kronborg, Sievertsen, and Wüst (2016) only find short-lived effects of a reduced care package on take-up of additional health care at general practitioners, their primary measure of child and maternal health. This finding suggests that rather than underlying health effects, the observed increase in general practitioner care in the first month of the child’s life constitutes substitution of unavailable default care. Maybe this finding is not surprising given the short duration of the strike and families “bouncing back” to usual care afterwards. However, zooming in on the specific timing of birth of strike-exposed children (early versus later during the strike) the study exploits that families missed different aspects of care: prenatal care, care at birth, or early home visiting. Interestingly, mothers who have children born during the initial weeks of the strike report shorter breastfeeding durations than control families. This finding suggests that especially early nurse visits provide families with health information and counseling that is hard to replace with general practitioner contacts.

In a follow-up study on the same 2008 nurse strike, Hirani, Sivertsen, and Wüst (2020) focus their analysis exclusively on the importance of nurse care during the initial period of family formation. They study families with children who are all born prior to the strike, and thus only vary in the timing of forgone nurse visits in the family home—but not in their access to prenatal care or care in the maternity ward. Strike-exposed families in their sample on average forgo one nurse visit, but they do so at different ages of their child. As another innovation of their study, they examine not only child and mother physical health (measured as uptake of general practitioner care), but also consider maternal mental health. This factor may be instrumental, given documented negative associations of poor maternal mental health on parent-child interactions and child development. Their analyses show that nurse visits in the initial months after birth—as opposed to later ones—affect child and maternal health in the short- and medium-run: that is, early strike-exposed children (and mothers) have more general practitioner contacts during the first
four years of the child’s life. Moreover, they find evidence for mothers exposed to the strike early in their child’s life facing higher mental health-related risks, even though these results are more suggestive.

These findings raise important questions about mechanisms. Figure 2 from this paper uses nurse records from Copenhagen in non-strike years to illustrate the specific topics covered by nurses during the different universal visits. The figure measures these topics by classifying nurse registrations of specific problems identified at visits. As recommended in the national guidelines, during early nurse visits, nurses screen for (and register) issues relating to maternal mental health. This focus of early visits (and a lack of it for early strike-exposed mothers) may explain the impact of the strike on maternal mental health issues in the longer run. In other words, forgoing an early nurse visit with a mental health screening can have longer-run detrimental mental health consequences. Additionally, Figure 2 illustrates that during early visits, nurses typically cover topics related to infant feeding, a main determinant of infant well-being in the first months. Lacking nurse support and specific information early may directly affect infants’ health and parental
investments. In line with this reasoning, the study documents that the least experienced parents and parents who lack access to health information (first-time parents and parents not educated in a health field) drive their main results for children’s health.

Two other studies emphasize the role of health information for all new parents in universal home visits. From January 1992 onwards, Danish home visiting nurses distributed information about changed recommendations on infants sleeping position (from stomach to back), a strong predictor of infant mortality due to sudden infant death syndrome. Altindag, Greve, and Tekin (forthcoming) examine the introduction of new guidelines and their dissemination by home visiting nurses. Using supplementary results from a survey performed at the time, they show that the guidelines were effectively implemented: The rate of infants reported as sleeping on their stomach decreased by 38 percentage points to very low levels of 13 percent around the introduction and dissemination of the new guidelines. In a regression discontinuity design around the release of the new guidelines, the authors demonstrate large and immediate impacts on infant mortality, exclusively driven by sudden infant death syndrome deaths (a reduction of 11.5 deaths per 10,000 live births from a control group mean of 17.8 deaths per 10,000 due to sudden infant death syndrome). As groups with higher pre-determined risks drive these results, such as infants with poor initial health, they conclude that the promotion of health knowledge in the nurse program alleviated health inequalities. This finding indicates that nurses not only provided information, but also tailored their efforts within the universal policy. It further highlights that nurses through their contact with a broad population of parents may play an important role in shaping parental behaviors (like healthy eating habits, prevention of accidents, timely vaccines), which continue to be important for children’s health and health inequality.

Finally, studying nurses’ role in providing health information, Hirani and Wüst (2022) exploit within-nurse variation in the timing of home visits in a very specific sample of Danish families, who all receive nurse care. They compare vaccination uptake for infants from families who receive their home visit either in the two weeks up to the recommended age for a specific vaccination (treated) or in the two weeks after (control). While parents receive nurse visits as a default offer, they have to schedule vaccination appointments at their general practitioner. The paper asks whether timely nurse visits can impact this parental investment decision. Indeed, a timely nurse visit increases the probability of timely vaccination uptake at three and five months of the child’s life. In the longer run, vaccination coverage rates converge between treated and untreated families. However, there is suggestive evidence for inexperienced parents responding to timely nurse visits with longer-run higher levels of vaccination coverage. These findings point to the role of (timely) information provided to families in this setting and suggests, as inexperienced parents show larger and more persistent responses to a timely visit, that nurses not only function as reminders but also may help increase vaccination coverage in specific subgroups.
Conclusions and Future Research

While a variety of studies document the large benefits of early-life investments in at-risk and disadvantaged children, the Nordic countries, with their encompassing set of universal policies, can serve as a natural laboratory to assess the importance of policies that serve larger parts of the population. The introduction of universal early-life health policies in the Nordic countries in the first half of the twentieth century had an important role for improving the health and life chances of treated children. Studies on maternity and well-infant care show important long-run benefits with respect to adult mortality, morbidity, and educational and labor market outcomes and point to their role in explaining the high intergenerational mobility observed for the cohorts in question. In general, the results from long-run follow-up studies underline the importance of factoring in returns over the life cycle when assessing the cost effectiveness of early-life health policies.

Interestingly, the evidence presented here from the Nordic setting echoes results from several studies on US policies of the time, considering both short-run mortality and longer-run health and non-health outcomes. Studying the expansion of access to licensed midwives in the 1900–1940 period, Anderson et al. (2020) show that quality regulations contributed to the decrease in maternal mortality rates, and had moderate impacts on overall infant mortality and strong impacts (a 9.6 percent reduction) on the mortality of nonwhite infants, who were more likely to previously have lacked access to appropriate care. Highlighting the importance of post-natal care, the authors also find evidence for impacts of licensed midwives on the diarrhea-related mortality of children under the age of two. These findings, they argue, may be confounded by other interventions. Moehling and Thomasson (2014) study those potentially confounding policies in their assessment of the 1921 Sheppard-Towner Maternity and Infancy Act, which supported state-level maternal and other well-infant care initiatives. These programs accounted for 9–21 percent of the 1920s decrease in infant mortality, especially for nonwhite infants (0.7–1.9 deaths per 1000 infants). Their findings suggest that spending on personal interactions, such as home visiting by trained nurses, had the largest impacts on infant mortality at estimated costs of about $20,400 (in 2010 dollars) per infant saved. Similarly, studies focusing on the roll-out of county-level health centers with universal access in US rural areas in the 1908–1930 period document short- and long-run impacts (Hoehn-Velasco 2018, 2021). Centers provided well-infant care by doctors and nurses. Access to this treatment prevented two deaths per 1,000 births, accounting for about 8–10 percent of the mortality decline in the period, most likely driven by improvements in care provided after birth. Impacts were larger in previously underserved areas, and some of the benefits of early-life access to primary care extended into adulthood—as also shown in the Nordic context. Hoehn-Velasco (2021) show that boys exposed to health centers in their first five years of life experienced long-run annual earnings gains of 2–5 percent, and those effects are strongest for early exposed individuals. Treated boys experienced better health rather than increased education, suggesting that improved health in early childhood drives the lifetime benefits of health center exposure.
Causal research on the importance of contemporary early-life health policies in the Nordic countries is still limited and focuses on changes in the organization, timing, and specific content of universal policies rather than access. While this focus makes evidence on contemporary policies appear more scattered, on the whole, existing studies document positive health impacts for children and mothers of providing universal care around birth and of early universal home visits, also in the low-mortality setting. Given the composite nature of the programs studied, pinpointing effective program elements remains a central but empirically challenging endeavor.

Across studies, impacts of universal programs oftentimes are larger for disadvantaged families. This finding is important as in the Nordic countries, concerns about childhood and adult health inequalities have fueled policy discussions about the optimal mix of existing universal policies versus more targeted ones in the future. The results of the studies reviewed here suggest that this topic should be an alley for future research.

The research on prenatal care, maternity care, and well-infant care does not provide easily comparable cost-benefit calculations, and in general those are difficult: Not only would a researcher need to factor in improvements in outcomes across health and socioeconomic domains, over the life-cycle and for both children and their families, but that researcher would also need to answer the question about appropriate counterfactuals. As illustrated in the discussion of the existing research, the margin of “doing nothing” is often not the relevant comparison for policy makers in the Nordic countries. What can be concluded is that the historical introduction of universal policies was highly cost-effective in preventing infant deaths. In Denmark, for example, the estimated costs per averted 1941 infant death through nurse home visiting were around $10,300 (in 2003 dollars) (Wüst 2012). The per-child costs for providing the policies in the three Nordic countries were very low and fully accrued to the first year of a child’s life (estimated at $41 in Denmark, $22 in Norway, and $39 in Sweden, all in 2014 dollars). Factoring in selected life-time benefits of these programs in terms of gains in (healthy) life-years and benefits related to educational and labor market outcomes for the Swedish and Norwegian policies shows that these policies were effective at very modest costs: for example, stylized calculations for Norway and Sweden suggest internal rates of return of 0.05–0.08 and 0.18 (Bhalotra, Karlsson, and Nilsson 2017; Büttikofer, Løken, and Salvanes 2019).

Today, the contemporary versions of these policies are also provided at modest per child costs. Estimates suggest that Norwegian health care centers provide their default preventive care services at a cost of around $288 per child. In Denmark, the estimated cost of providing the recommended five universal home visits is $535 per child (based on figures in Büttikofer, Løken, and Salvanes 2019; Hirani, Sivertsen, and Wüst 2020). However, no encompassing cost benefit analyses factoring in returns across domains and comparing across settings and policies exist. Moreover, conclusions from research on the historical programs emphasize the need to factor in long-run impacts.
Finally, and also important for future research, most existing Nordic studies on early-life universal care still narrowly focus on child and mother health outcomes observed in administrative health care data. This focus neglects important dimensions, such as child cognitive and socio-emotional development or parental stress and postpartum mental health risks. The latter are likely to have longer-run implications for the health and well-being of children and families. Moreover, an important pathway for impacts of universal early-life health policies on children is its impact on parental investments, a point also highlighted in studies on policies for at-risk populations. Too little is known about this pathway. Looking ahead, research should therefore continue to factor in outcomes beyond narrow measures of health care usage, for other members of the family and impacts in the longer-run. In the Nordic countries, much of this work will require researchers to look beyond readily available administrative data, which (despite their high quality) have important blind spots with respect to various aspects of children’s health and skill development and investment decisions within the family.
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The care that children experience in early childhood lays the foundation for their future capacities. This paper documents the characteristics of parental and nonparental care experienced by US children before they enter K–12 schooling. We focus primarily on data for children ages zero to four, with occasional discussion of ages five and six. Our analyses span the last two decades, a period during which some important changes occurred in US children’s early care experiences. Care is produced in many different ways: by parents or by other relatives in their own home, in-home by a nonrelative, by a nonrelative in their own home, in public centers such as a school-based pre-kindergarten program or Head Start, or by a private center run by a for-profit or nonprofit organization. Moreover, within each category, care can be provided on a full-time or part-time basis, or in higher- or lower-quality ways.

We build a unified view of children’s care experiences across all types of care to generate new insights into differences in early care experiences between children from families of different socioeconomic status. Our primary finding is that, accounting for both parental and nonparental care, children in families of lower
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socioeconomic status enter K–12 schooling having experienced substantially lower quality care in all domains during their first five years of life. Gaps are largest for the youngest children and then close as children age.

We also find substantial shifts over the last two decades in care experiences and inequality. As one example, Figure 1 shows evolving patterns of maternal caregiving time. The lines in the figure display average weekly caregiving hours provided by mothers with at least a bachelor’s degree and by mothers with no college experience. The left panel shows that in the early 2000s, mothers with more and less formal education averaged similar amounts of maternal care hours weekly, yielding a gap of approximately zero. Since then, mothers with more formal education came to provide fewer hours of care time while mothers with no college education increased the total amount of hours spent with their children, and so the gap widened through 2019. Just prior to the COVID-19 outbreak, higher-educated mothers spent on average about ten fewer hours per week with their children than did mothers with no college experience. Parents of higher socioeconomic status are increasingly specializing in non-childcare activities (primarily labor market work) and making greater use of care from outside their family.

The comparisons in Figure 1 illustrate several aspects of our study. We focus on children’s full care experience, including a range of parental and nonparental care activities, and not on a narrow measure of care such as time parents spent reading to children (Budig and Folbre 2004; Folbre et al. 2005). We focus on a broad range of activities over two decades, which allows us to capture substantial changes in care that would have been missed with a shorter time period. We compare across socioeconomic groups, using the level of mother’s education as our proxy for child socioeconomic status. We draw upon a variety of datasets: Figure 2, for example, shows that children whose mothers have at least a bachelor’s degree are spending fewer hours with their mother but more hours in nonparental care, compared to children of mothers with no college education. The data on care provided directly by mothers is from the American Time Use Survey, while information on nonparental care is from the National Household Education Survey. Overall, our analysis

---

1 This fact—that parents of higher socioeconomic status spend less total time with their children—may be surprising given prior literature that seems to assert the opposite. In our reading of this prior literature, one issue that causes confusion is the varying meaning of the terms “child care” or “time with children.” For example, an influential paper published in this journal by Guryan, Hurst, and Kearney (2008), focused on a finding from an analysis of 2003–2006 American Time Use Survey data that highly educated mothers spend more time in intensive activities such as reading, playing, and bathing with their children than do other mothers. However, as that paper acknowledges, this subset of intensive-care activities comprises only about one-quarter of the total time that parents spend with their young children, and thus excludes the majority of parental-care time, such as when the parent is eating with the child or is cooking while the child plays nearby. The authors wrote that “high-educated parents and low-educated parents spend nearly identical amounts of total time around their children,” but this point concerning total time seems to have been largely overlooked. Many subsequent papers mistakenly cite the substantial difference in intensive parenting time as evidence that parents with more formal education spend more total time with their children than do parents with less education. Further, we document that since the 2003–2006 period covered in that earlier study, higher-educated parents spend even less total time with their children than do their less-educated peers.
is child-centric where possible, focusing on characterizing the care experienced by young children, rather than on parental time use.

We begin by discussing how we measure concepts such as “socioeconomic status” and “quality of care,” and the data sources upon which we will draw. We then turn to the category of “nonparental care” and see how it varies across children: for example, we document that children from families of lower socioeconomic status receive the majority of their nonparental care from relatives, while most nonparental-care hours for children of households of higher socioeconomic status come from centers or other nonrelative home-based providers. We also evaluate the quality of care provided in these different settings to children from households of differing socioeconomic status, including government programs like Head Start, by looking at detailed measures of activities children engage in with caregivers as well as outside observer ratings of care experiences. A crucial finding is that even within provider type, children from households of lower socioeconomic status receive lower quality care than do those of higher socioeconomic status. Using complementary datasets with measures of parental care quality, we show that children in higher socioeconomic status families also experience higher-quality parental care, reinforcing the advantages of higher-quality nonparental care. Finally, we discuss how to create an overall index of quality of care received by US children, including

Figure 1

Trends in Mothers’ Time Allocation by Maternal Education

Notes: Sample includes all households with at least one child under the age of four. Five-year moving averages plotted. “Total Care Hours” includes all time the mother is around a child. “Direct Care Hours” is the subset of Total Care Hours in intense childcare activities.
both parental and nonparental care, which reinforces the message that children who grow up in households of lower socioeconomic status receive lower quality of care during early childhood.

**Measuring Care**

We develop statistics that represent, to the extent possible, the quantity and quality of many varieties of care received by young US children. To measure inequality of care received by children, we need a reliable and standard way to capture socioeconomic status across the various datasets we use. We need ways to capture the quality of care across the range of different settings. And we need to work with a range of data sets. In this section, we explain our process for dealing with these issues, and then present results in the sections that follow.
Measuring Socioeconomic Status

We use the education level of the mother as our proxy for socioeconomic status. Maternal education is well-measured in every dataset we use. Maternal education is also relatively stable. In contrast, children’s care experiences, maternal labor supply, and, hence, family income are jointly determined and can shift more frequently. However, our main results are robust to using family income as a measure of socioeconomic status as well.

Maternal education is correlated with other variables commonly used to measure socioeconomic status: educational attainment of others in the family, social network, income, family wealth, and neighborhood, among others. In that sense, it stands as a proxy for this bundle of variables.

Our focus on maternal education also has limitations. Our analyses exclude children living in households without a resident mother. In the National Survey of Early Care and Education data, which we use later in the paper, 7 percent of children under age 5 do not live with a resident mother.

Measuring Care Quality

In measuring the quality of care experienced by children, a significant challenge is that care quality measures tend to differ between parental and nonparental care settings and between different types of nonparental care. All children have the same number of hours per week ($T$), but each spends this time in a different mix of care settings.

We seek to summarize the quality of a child’s overall care experience ($Q$) and aim to do so in a way that can integrate available information about weekly hours spent in parental care ($\tau_p$) and nonparental care ($\tau_n$) and the qualities of parental care ($Q_p$) and of nonparental care ($Q_n$) experienced. To aggregate information on these variables from different sources for the same focal population, we use a weighted average for simplicity:

$$Q = \frac{\tau_p}{T} Q_p + \frac{\tau_n}{T} Q_n.$$

Much of the paper walks through evidence about socioeconomic inequality in each of these variables and concludes with evidence about the magnitude of average care quality differences.

We use age-standardized measures of nonparental and parental quality to measure $Q_n$ and $Q_p$. In this framework, an aggregate score $Q=0$ implies that a child’s overall care experiences are equal to those of the average child, and a score $Q=1$ implies that a child’s overall care experiences are one standard deviation higher than the average child’s. In this framework, an aggregate quality score of $Q=0$ could be obtained through various combinations of parental and nonparental quality.\(^2\)

\(^2\)A limitation of this approach is the implicit equivalence in age-standardized units of our measures of parental and nonparental care. Ideally, we would anchor each separately in some outcome, allowing us to estimate the productivity of each. Chaparro, Sojourner, and Wiswall (2020) estimate this kind of...
We consider measures of care quality based on a detailed accounting of activities that parents engage in with children and measures of parental and nonparental quality collected by independent observers. In particular, we focus on “process” measures of nonparental care (measuring the quality of interactions between a caregiver and child), as opposed to “structural” measures (child-to-staff ratios in daycare centers, for example). A well-developed literature has shown that “process” measures are strongly correlated with developmental outcomes, while “structural” measures are less so (Blau 1997, 2000; Early et al. 2006; Mashburn et al. 2008).

Two recent studies also examine quality differences in nonparental care: Pilarz, Lin, and Magnuson (2019) describe how much higher the probability of using any center-based care, proxying for high-quality nonparental care, is for higher-income families and explore other predictors of center use, such as parental employment, nonstandard work hours, and family structure. Bassok et al. (2016) describe variation in quality within and between types of nonparental care (centers, home-based, Head Start) and include analysis of how quality varies with income and other family characteristics.

The current study focuses on measuring care quantities and interactions within different types of care and does not seek to link types of care explicitly to child development outcomes, such as cognitive test scores at kindergarten entry, or even later life outcomes, such as years of completed schooling or adult wages. Of course, such studies require both data that track children over sustained periods of time as well as plausible sources of causal identification. Although we do not focus on later outcomes, a large body of research does estimate strong relationships between early childhood care—both parental and nonparental—and later outcomes (for reviews and recent work, see García, Heckman, and Ronda 2021; Heidlage et al. 2020; Larson et al. 2020; York, Loeb, and Doss 2019; Mayer et al. 2019; Elango et al. 2016; Heckman and Mosso 2014; Shonkoff and Phillips 2000). Thus, while we rely in this essay only on measures of care quality, there is good reason to believe that better quality care translates to better later life outcomes.

**Strengths and Limitations of Mixed Data Sources**

In making our comparisons, we draw on data from seven primary sources: the National Survey of Early Care and Education (NSECE) (NORC 2012), the Early Childhood Longitudinal Study, Birth Cohort (ECLS-B) (US Department of Education 2001–2006), the American Time Use Survey (ATUS) (Hofferth et al. 2020), the Panel Study of Income Dynamics-Child Development Supplement (PSID-CDS) relationship using experimental data from the late 1980s. In addition, these types of additive indexes implicitly assume that quality in the two types of care are perfect substitutes, up to the respective time weighting. In general, there may in fact be some sort of complementarity across care types in producing particular developmental outcomes (say, measures of cognitive skills at kindergarten entry). In particular, there may be strong complementarities in the sense that very low quality environments can have scarring effects. Caucutt et al. (2020) provide recent estimates of complementarities across several childhood investments. While many other ways to aggregate are possible, almost all would produce a qualitatively similar conclusion.
(Survey Research Center 2019), the National Household Education Survey (NHES) (US Department of Education 2001–2019), the October education supplement of the Current Population Survey (October CPS) (Flood et al. 2021), and the Survey of Income and Program Participation (SIPP) (US Census Bureau 2018). We will briefly discuss each dataset as it is introduced, with more detailed information available in the Appendix.

Here, we just note that each of these data sources has strengths and weaknesses. For example, many studies use the American Time Use Survey, and we do so here as well. But the ATUS covers only parental caregiving hours for one sample parent per household, and thus it cannot deliver an accurate, holistic view of children’s time, nor even just of a child’s time with both parents. Such concerns will be noted as they arise throughout the discussion.

Quality of Nonparental Care

Gaps between Types of Nonparental Care

Children from families of higher socioeconomic status tend to spend larger shares of their nonparental care time in types of care that tend to be higher quality, although these differences diminish as children age into kindergarten. Compared to children whose mothers did not graduate high school, children of mothers with at least a bachelor’s degree spend twice as much of their nonparental care time in public or private centers and about half as much time in the care of relatives during the first three years of their lives. Our measure of quality suggests that centers tend to be about a quarter of a standard deviation higher quality than relative care.

To create a unified view of gaps across levels of socioeconomic status in nonparental care, we harness data on the quality of care by type from the Early Childhood Longitudinal Study, Birth Cohort (ECLS-B) together with data on children’s time in different types of care from the National Survey of Early Care and Education (NSECE). From these two datasets, we create a harmonized classification of nonparental care types. We divide nonparental care into five care types, defined by caregiver and the setting in which care occurs: 1) relative, which includes grandparents, siblings, or any nonparental relative in any setting; 2) in child home, which is a sitter or nanny in the child’s home; 3) public center, which includes publicly funded programs such as Head Start, school-based pre-kindergarten, or K–12 school; 4) private center, which is a for-profit or nonprofit center without direct public funding, though attending children may receive public vouchers; and 5) in provider home, which is care in any other setting, primarily in provider’s home, sometimes referred to as “family child care” or “home-based care.”

In the Early Childhood Longitudinal Study, Birth Cohort data, quality is measured by sending observers to caregiving sites to rate the quality of care against a specified rubric: the Arnett Scale of Caregiver Behavior. This Arnett Scale was designed specifically to be reliable across all types of nonparental care and focuses on caregiver-child interactions. Indeed, the ECLS-B is uniquely useful due to having
a valid measure of care quality across nonparental care types in a large sample representative of US children. The ECLS-B is a bit dated, representing the cohort born in 2001, but no more-recent data allows this comparison. Other observer-based measures are specific to particular types of nonparental care, such as center care or in-provider home care and so cannot be compared across children with different types of primary providers.

We age-standardize the Arnett scores within the full sample, for each child’s year of age. Figure 3 provides the average standardized Arnett Z-score by care type, for children from birth through age four. The nonparental care type with the lowest average quality is relatives, averaging about 0.2 standard deviations below the mean. The highest-quality type of nonparental care is provided in the child’s home (think “nannies”), at about 0.5 standard deviations above mean. Care in the provider’s home averages just below the sample mean and center-based care tends to score better than average. Here, center care includes any private or public centers, preschools, and pre-K arrangements. The average quality of Head Start care exceeds the average quality of non–Head Start centers, of non–Head Start home-based care, and of relatives. Prior studies report similar rankings (for example, see Bassok et al. 2016; Bernal and Keane 2010).

We can then use the National Survey of Early Care and Education data to examine differences in usage of different types of nonparental care across socio-economic status. This source provides a careful, nationally representative view of where children spent their time, collected during the first half of 2012. Using child
and parent time diaries and additional surveys, it aims to capture all sources of nonparental care for each child. For any regular (used at least five hours weekly) nonparental providers, information on the provider type is included. Children from families of lower socioeconomic status receive a far higher share of their nonparental care from relatives than do other children, particularly at younger ages. Figure 4 displays the distribution of nonparental care types by child age group and mother’s education level. In the first three years of life, relatives provide about 75 percent of nonparental care for children whose mothers do not have a high school degree but only about 39 percent for children whose mothers have at least a bachelor’s degree. Remember that, as shown in Figure 3, care by relatives tends to be of the lowest quality for child development.

Children from households with a lower level of maternal education also get more of their care from public programs than do children from households of higher socioeconomic status, but the shares of such care and the differences across groups are much smaller than with relative care. In contrast, children from higher socioeconomic status groups get a much larger share of their nonparental care in the first three years of life from private centers and other providers. The share of time with nannies or sitters is very small for both groups, even among those whose mothers have a college degree. The role of public providers (Head Start and school-based pre-kindergarten) expands substantially once children reach preschool age.

Figure 4
Distribution of Hours in Nonparental Care Types by Maternal Education

Source: National Survey of Early Care and Education 2012.
Notes: Distribution of hours in “regular” nonparental arrangements. Public center includes Head Start, school-based preschool, and K–12.

3 To measure public providers, we follow Goerge et al. (2015).
(three to four years old) and the share of care provided by relatives declines. By K–12 age, public programs (kindergarten and first grade) are the dominant form of care for all children.

One might wonder whether these differences across socioeconomic status are explained by differences in employment of mothers across groups. However, when we dig more deeply into the data, this hypothesis does not hold true. Shares of care from different provider types are very similar within maternal education group, whether or not the mother is employed. But as might be expected, for each maternal education group, maternal employment is associated with a larger quantity of nonparental care.

Gaps within Types of Nonparental Care

Quality difference exists within types of care, not just between them. Using the Early Childhood Longitudinal Study, Birth Cohort data, we examine differences in nonparental care quality within care type. Socioeconomic status gaps in the quality of care experienced within care type further reinforce gaps in quality across care types.

Figure 5 plots average Arnett scores of the quality of care by mother’s education within broad categories of care types and the child’s age group. Children ages zero to two years whose mothers have at least a bachelor’s degree experience much higher quality care within care type. The gap in care quality across categories of mother’s education is substantial for center-based care (0.4 standard deviations) but even larger still for relative care (0.8 standard deviations). For children ages three through four, we see a similar pattern. The gap for center care is 0.3 standard deviations but over 0.9 standard deviations for relative care. In short, care environments experienced by children in households with high socioeconomic status are above average quality within care type, regardless of type of care. This result echoes Chaudry et al. (2021), who also use the Early Childhood Longitudinal Study, Birth Cohort data but split the sample by family income and use a different measure of quality.

The gaps in quality of nonparental care across and within care types combine to produce gaps in the overall quality of non-parental care experienced by children of different socioeconomic status. The darker bars in Figure 5 present average quality for the primary nonparental care arrangement, regardless of type, within maternal education level but aggregating across ages. They reveal a roughly 0.4 standard deviation difference in nonparental care quality between children of mothers with a bachelor’s and those without a high school degree.

Head Start and Quality of Care

In closer examination of this data, we also find that the quality gap in nonparental care quality gets smaller as children age, because children ages three through four from households of lower socioeconomic status experience a higher proportion

---

4 The online Appendix offers data and illustrative figures on this point: see A-8 for the zero-to-two age group, and A-20 for ages three to four.
of center-based and Head Start care, which tends to be of higher quality than the other kinds of nonparental care they commonly receive.\footnote{Although the price of care is not a direct measure of quality, if one makes the plausible assumption that price is correlated with quality, it can provide another measure. Using National Survey of Early Care and Religions Age 0–2 Nonparental quality

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Age & Relative & Center & \\
\hline
0–2 & 0.2 & 0.0 & \\
\hline
3–4 & 0.0 & 0.2 & \\
\hline
\end{tabular}
\end{table}


Notes: Average quality measured using Arnett Z-scores. “Centers” is all centers, including Head Start.
Indeed, we can also use this framework to explore the quantitative importance of a leading government childcare program, Head Start, in raising the quality of care experienced by children from low socioeconomic status households and, thus, reducing the socioeconomic gap in nonparental care quality. The federal Head Start program provides direct funding primarily for childcare centers to provide free (or highly subsidized) care to eligible children, primarily three and four years old, from low-income households. About 25 percent of the Head Start participants were younger than age three and served by Early Head Start (ACF 2021). In 2019, Head Start served about 1 million children, at an outlay of about $10 billion in federal government funding. This level of funding allows it to serve 11 percent of eligible children under age three and 36 percent of eligible of three and four year-olds (NHS 2020).

Despite Head Start serving far less than the majority of eligible children, the program plays a large role in lifting the average quality of nonparental care quality for disadvantaged American children. The lighter bars in Figure 6 present average quality of care excluding households who report using a Head Start care arrangement. The importance of Head Start is evident, especially among the children from lower socioeconomic status households. Excluding Head Start pushes the average nonparental care quality for children in low socioeconomic status households down by more than 0.2 standard deviations, doubling the disadvantage relative to the sample mean.

This rough calculation does not necessarily serve as the policy counterfactual effect of defunding Head Start. In the absence of the program, care patterns would shift in ways that are difficult to foresee. The absence of Head Start would also have broader implications for children’s health and well-being. In addition to care, Head Start provides an array of services to enrolled children and their families, including health and home visiting services.

Quality of Parental Care

To this point, our discussion has shown that children from families of higher socioeconomic status tend to experience more time in nonparental care and a higher average quality of nonparental care. The next question is what the quality of care is like within each of these groups. We begin by looking at the quality of parental care, which we define here as the time spent in daily routine childcare duties. The difference in average quality across the two groups is striking, consistent with high levels of variation in nonparental care quality (see Figure A–6).

Education data, Appendix Figure A–23 displays median and mean price paid per hour for center-based care, conditioning on maternal education and child age. The center-based care that children whose mothers have a bachelor’s degree experience is significantly more expensive per hour than that of children whose mother do not have a high school degree: the ratio of average prices paid is roughly three to one. Of course, this difference is certainly attributable to a variety of factors—including location, price discrimination, differences in the valuation of nonquality attributes, and the effectiveness of search—but it is also supportive of and consistent with the evidence that children of mothers with a bachelor’s degree experience higher quality center-based care.

Among families eligible for public childcare subsidies, the quality of care received from Head Start tends to exceed that received either using Child Care and Development Fund vouchers or in unsubsidized care (Johnson, Ryan, and Brooks-Gunn 2012). Appendix Figure A–24 displays the analogous statistics conditioning on family income instead of mother’s education as a proxy for socioeconomic status. As discussed earlier, the same conclusion holds.
Inequality in Early Care Experienced by US Children

higher-quality nonparental care. We now show that differences in the quality of parental care tend to reinforce this gap. For every measure of parental care quality studied, children from families of higher socioeconomic status experience substantially higher quality parental care on average.

In this analysis, we draw on three types of data to measure quality of care: parent time diaries from the American Time Use Survey, which provide information about the time parents spend with their children; child time diaries from the Panel Study of Income Dynamics-Child Development Supplement (PSID-CDS), which describe the activities children experience, the number of parents present, and the intensity with which parents participate in the activity; and outside-observer based measures of parental engagement and the home environment, which are available in the PSID-CDS.

With the American Time Use Survey and Panel Study of Income Dynamics-Child Development Supplement time diary data, we use the available variables to construct comprehensive measures of the total time that parents spend with their children (ATUS) and the total time that children are in the presence of their parents (PSID-CDS). Within each of these measures of total parenting time (parental time “given” and “received,” respectively) we classify how much of this time is spent in intense parental activities (for example, reading or playing directly with a child.

Figure 6
Average Nonparental Care Quality with and without Head Start, by Mother Education

Notes: Average quality measured using Arnett Z-scores. “Exclude Head Start” uses only non-Head Start arrangements.
rather than the parent working in one room and the child playing in another). We can further classify parental time spent in certain activities, including educational activities (like reading or being read to, or receiving music lessons) or screen-based leisure time (television or computers). We focus on the share, rather than the level, of parental care time in these categories because we aim to measure the quality of children’s overall care experiences. Focusing just on the level of parent time in intense or direct care conflates the quantity of parental care time with its quality and obscures the fact that children have a time budget. Any time spent in parental care crowds out nonparental care time, which has its own quality level. The major difference between the two data sources is that the ATUS provides parent-level time diaries and the PSID-CDS provides child-level time diaries (completed with the help of parents, of course) and other child-specific measures.8

Many prior studies of the quality of parent care focused on parent time diaries from the American Time Use Survey. This data has substantial advantages, including a large sample size and annual surveys covering the past 20 years. However, the ATUS has limitations for our purposes: this survey only records the total time allocation of one respondent parent and does not allow an assignment of time to specific children in the household. As a result, maternal education differences in these data may not necessarily reflect the gradient in care received by children if parents allocate care among their children differently across the education spectrum. However, we find that conclusions drawn from the ATUS are consistent with those from the Panel Study of Income Dynamics-Child Development Supplement, which allows for a child-specific assignment of care time.

Three main conclusions emerge from this exercise. First, from the American Time Use Survey, highly-educated mothers spend a larger fraction of their parental time in the kinds of activities that are considered more likely to promote child development. Using the sample of households with at least one child under age five, pooling the most recent ATUS surveys from 2016–2019, and conditioning on a full set of indicators for the number and ages of household children, we find that while mothers with a bachelor’s degree spend about 14 fewer hours in total childcare than do mothers without a high school degree, these mothers spend nearly six hours more in direct, intensive childcare per week (for details see Appendix Table A-3). This implies that the average fraction of parenting time spent in more intensive activities is substantially higher for mothers with a bachelor’s degree, over 70 percent higher. We see similar patterns for father’s time for these same households: while total childcare time is about the same, fathers in highly educated households (mother has a bachelor’s degree) devote about five more hours per week in direct, intensive childcare than do their less-advantaged peers, with a similarly larger fraction of their parenting time spent in these activities.

Second, turning to the Panel Study of Income Dynamics-Child Development Supplement child time-diary data, we see patterns consistent with the American

---

8For details on the classification of activities, like how night sleep is handled and other matters, see Appendix Section B.3.
More-advantaged children spend a higher fraction of their total time with parents receiving intense and active parenting (about 5–6 percentage points higher, representing 10–20 percent more relative to children of low socioeconomic status households), a higher fraction of time in education activities (about 2 percentage points higher, representing about two-thirds more), and a smaller fraction of their parental time in screen-based leisure time (about 4 percentage points lower, representing about one-quarter less). Further, when receiving parental care time, children of highly educated mothers are more likely to be cared for by two parents (8 percentage points more likely, representing a quarter more relative to children of low socioeconomic status households) and by the father only (almost 6 percentage points, representing three-quarters more). Their less-advantaged peers spend a larger fraction of parental time with the mother only. However, we note that using which parents are present during parental time received has shortcomings: it omits nonparent caregivers present and the number of other children present.

Third, the Panel Study of Income Dynamics-Child Development Supplement data contains several additional measures of parental care and home environment characteristics, from both parents’ self-reports and from direct observation of parent-child interactions and the home environment by trained observers during a home visit. With these, we build additional measures of parental-care quality. Our primary measures of parent and home environment quality come from the Home Observation for Measurement of the Environment (HOME) Inventory. The HOME Inventory is a set of items that aim to measure the quality of a child’s home environment, including interactions with the primary caregiver (almost always the mother). We partition the HOME items into three sets: observer-based measures of the primary caregiver and interactions between the caregiver and child, observer-based measures of the home environment, and parent-reported survey items. The Data Appendix describes how we construct Z-score indices from the HOME score items. By each measure, children from higher socioeconomic status households have higher quality care experiences at home. For example, when pooling all items of the HOME inventory, children of mothers with a bachelor’s have an average score of over 0.8 standard deviations higher than that of those with no college education.

We conclude our analysis of parental quality patterns by noting that restricting focus to a small subset of intense parental care activities, such as parents reading to children, can suggest that there has been a trend toward convergence in parental care experiences over the last two decades; for example, Cha and Park (2021) and Prickett and Augustine (2021) show a “converging” trend in some intense parenting activities using the American Time Use Survey data. Although children from more-advantaged households do continue to receive more hours of this intense parental

---

9 These statistics from PSID-CDS are based on regressions with controls for child age and survey years fixed effect, available in the online Appendix (see Table A-1). In addition, Appendix Table A-9 contains analogous estimates including additional control variables, and Appendix Table A-10 presents estimates using levels as the outcome variable rather than shares.
engagement at least by 2019 (the last year of our data, pre-COVID-19), the gap has fallen, as shown in Figure 1. However, the time that parents from households of higher socioeconomic status spend with their children continues to be of much higher average quality as measured by the fraction of that time in intense or education-specific activities, and other observer-based measures.

Quantities of Care

Our next step is to quantify the differences across socioeconomic status in the amounts and shares of child time spent in parental and nonparental care. We establish that children from households of higher socioeconomic status spend less of their time in parental care than do less-advantaged children. Then, to construct a measure of each child’s aggregate care quality that combines information on the quantities and qualities of parental and nonparental care, we turn to the Early Childhood Longitudinal Study, Birth Cohort dataset. While the datasets used above have superior measures of parental-care quality and time in (non)parental care, the ECLS-B is uniquely valuable here because it contains measures of the joint distribution of parental and nonparental care quality, and time in each. Crucially, the ECLS-B contains measures of nonparental care quality that are comparable across nonparental care types.

Among all young children, weekly nonparental care hours increase as children age, but they do so especially quickly as children age into eligibility for more public care and education programs. Our discussion of hours of nonparental care draws upon the 2012 child time diaries from the National Survey of Early Care and Education, which provide a comprehensive, nationally representative, relatively recent view of children’s time, permitting the best measure of parental versus nonparental care available, overall and by age and socioeconomic status.10

In their first two years of life, children average about 12 hours of nonparental care weekly. These averages mask large differences in nonparental care hours by socioeconomic status. For the youngest children (ages zero to two), those children whose mothers have less than a high school degree receive just over 10 hours of nonparental care; for children whose mothers have a high school degree, 12 hours; for some college, 15 hours; and for children whose mothers have at least bachelor’s degree, nearly 20 hours weekly of nonparental care (Figure 7).

As children reach ages three and four, the amount of time they spend in nonparental care rises for all levels of socioeconomic status. However, the rise is faster for those whose mothers have less education, and thus the differences across groups diminish. Children three to four years old whose mothers have less than a high

10 For figures and additional numerical detail on the patterns of hours of nonparental care discussed here, see online Appendix Section A. One limitation worth noting here is that the survey took place in the winter and spring, and so it does not represent children’s experiences in the summer or fall. It is important to note that the statistics for average hours include households that report zero hours.
school degree average about 15 hours of nonparental care per week (up from just over ten hours for the zero to two year-olds). Children whose mothers have at least a bachelor’s degree average roughly 22 hours weekly (up slightly from nearly 20 hours for the zero to two year-olds).

By the time children reach ages five and six, when almost all children are in K–12 schooling, nonparental care rises to an average of about 30 hours per week. At this point, the gradient by socioeconomic status in the time that children receive nonparental care essentially disappears.

These differences are also apparent if one looks at the share of children receiving full-time nonparental care, which we define as 31 or more hours per week. In the first years of life, fewer than 20 percent of children whose mothers do not have a high school diploma receive full-time nonparental care (see Appendix Figure A-11). At the same ages, the share of children receiving full-time care among those whose mothers have a bachelor’s degree is about twice as high.

The other datasets examined tell a similar story about the evolution of nonparental and parental care for recent years. The PSID-CDS provides child time diaries and tells a very similar story. The October Current Population Survey shows a similar gradient for children age three and up using a more-limited subset of nonparental care types: “pre-school,” “nursery school,” or “pre-K.” Similarly, recent data from the Survey of Income and Program Participation show comparable educational gradients in the incidence of using any nonparent care and nonparent, nonrelative care. Details for these alternative measures are available in the online Appendix.
Average Care Quality Experienced by Children

Figure 8 plots the gaps in average care quality experienced between children with four-year-college-educated mothers versus those whose mothers have a high school degree or less. For this illustrative calculation, we omit the "some college" group entirely. We construct this figure using the Early Childhood Longitudinal Study, Birth Cohort data, computing the overall care quality for each sample child, and using the age-standardized frequency parents read to their child per hour of parental care, the age-standardized Arnett scores, and the number of weekly hours in nonparental and parental care to measure parental quality, nonparental quality, and time in each (Q_p, Q_n, τ_n, and τ_p), respectively.11

Analysis of these child-level indices of aggregate care quality reveals several patterns. First, those children whose mothers have a higher level of education receive better quality care in both parental and nonparental settings at all ages during early childhood, as shown by the first bars for each of the age groups. Second, at both age groups (zero to two and three to four), the gap in age-standardized parental care quality is largest, and incorporating the quality of nonparental care tends to moderate inequality, particularly for younger children. Third, for the third and fourth bars shown for the two age groups of Figure 8, we also construct overall measures of aggregate quality weighted by hours spent in parental and nonparental care, and an equal-weighted measure in which the quality scored for both parental and nonparental care are given a weight of 0.5. We find a similar gap as using the hours-weighted measure, indicating that hours allocated across care types are not greatly influencing the pattern of overall inequality.

An aggregate care quality index allows a quantitative assessment of the importance of two kinds of potential compensating behaviors: first, parents choosing higher-quality care in one domain to compensate for lower-quality care in the other domain, and, second, parents choosing low numbers of hours of the lower-quality care in favor of more hours of the higher-quality care. We conclude that aggregate measures incorporating both parental and nonparental care experiences also show substantial inequality in care experienced, with a larger degree of inequality for the youngest children.

It is possible that inequality of care obtains in both nonparental and parental domains, but is mitigated when considering aggregate care experienced. We investigated and ruled out two channels through which this may happen: 1) the possibility that children who experience higher-quality parental care tend to experience lower-quality nonparental care, and vice versa; and 2) the possibility of dynamic compensating behavior, whereby higher quality care experiences during preschool

---

11 To measure parental quality per hour of care, we divide reading frequency by total parental care hours. Reading frequency is recorded as the midpoint of each categorical bin, with 0 recorded for “never,” 1.5 for “1–2 times,” and 4.5 for “3–6 times,” and 7 for “every day.” Frequency per hour is then age-standardized for each child age (in years) to create a Z-score (mean 0 and standard deviation 1 by construction) measure of Q_p.
Figure 8
Parental, Nonparental, and Aggregate Care Quality

Source: Department of Education, National Center for Education Statistics, and Early Childhood Longitudinal Study, Birth Cohort (ECLS-B).
Note: The vertical axis measures average age-standardized (z-score) difference in quality. Gap of 0 represents no difference, gap of 1 represents 1 standard deviation difference. Parental care quality measured using frequency parent reads to child. Nonparental care quality measured using Arnett score for primary nonparental care arrangement.

age might compensate for lower quality experiences as infants and toddlers, and vice versa.

In considering the first possibility, we find that children who tend to experience higher-quality parental care also tend to experience higher-quality nonparental care. We use the Early Childhood Longitudinal Study, Birth Cohort data to provide evidence on the joint distribution of nonparental and parental care quality as measured by the age-standardized Arnett score in the primary nonparental care arrangement against parental care quality with the commonly used measure of reported frequency of reading to the child. For younger (age zero to two) and older (three through four) children, quality of nonparental care is on average higher for children whose parents read to them more, with the gradient

12 We adapt a commonly used parental activity measure, the number of times parents report reading to their child over a week (for example, Cunha, Heckman, and Schennach 2010; Todd and Wolpin 2007; Blau 1999). For evidence on the developmental effects of reading, see Demir-Lira et al. 2019, Price and Kalil 2019, and the studies cited therein.
more pronounced for younger children. In a series of regressions, we find a positive correlation in measures of parental and nonparental quality, both overall and within sub-samples by mother’s education (Appendix Table A-4).

For additional evidence on the correlation of parental and nonparental care quality, we turned to data from the American Time Use Survey. Although the ATUS data do not provide any information on nonparental care, as we have documented from other data, children from less-advantaged families tend to receive lower quality nonparental care. Do their parents compensate for this through higher-quality, more intensive care at home? Rather than seeing evidence that parental care is compensating for lower-average nonparental care, we see evidence of reinforcement. Average parenting quality, as measured using the fraction of time in intensive parenting, is lowest in families in which the mother provides the most hours of care, and highest when families rely on more nonparental care (see Appendix Figure A-1).

Concerning the second possibility of dynamic compensating behavior, we explore the persistence of inequality in care quality. Specifically, we exploit the longitudinal data in the Early Childhood Longitudinal Study, Birth Cohort to regress the quality of care in the later wave of the Early Childhood Longitudinal Study-Birth Cohort (period $t+1$, when most children are between 3 and 4 years of age) on the quality of care in the earlier wave of the ECLS-B (period $t$, when most children are between 1.5 and 3 years of age). We see a statistically significant positive correlation between measures of quality of care as children get older (Appendix Table A-5). Similar, and in many cases even higher, levels of persistence are evident for parental care quality and overall quality constructed using the hours-weighted index described above. Although these findings do not indicate perfect persistence (with a caveat that classical measurement error in any of these measures would tend to attenuate findings toward zero), these results do seem to rule out strong dynamic compensating behavior, whereby higher-quality care experiences later compensate for lower-quality experiences earlier.

**Conclusion**

Prior to age six, at which age almost all American children are enrolled in public or private schooling, children from households of higher socioeconomic status, as measured by the mother’s level of education, experience higher-quality nonparental and parental care. In particular, children from families of lower socioeconomic status experience lower-quality care because: 1) they spend more time in the types of nonparental care that tend to be lower quality on average; 2) they tend to experience nonparental care that is lower quality for its type; 3) they tend to experience lower-quality care when with parents; 4) a child’s parental and nonparental care qualities tend to be positively correlated such that deficits in one tend to be reinforced in the other; 5) they spend more time with parents and the gap in care quality across socioeconomic status is larger in parental care than in nonparental
care; and 6) quality levels persist across early childhood such that those receiving lower-quality care earlier also tend to receive lower-quality care later. We want to put to rest the common, yet mistaken, claim that more-educated parents spend more total care time with their children than do less-educated parents. However, it is true that they spend more parental care time in narrow sets of activities believed to accelerate child development.

As noted at the beginning of this paper, we focus here on providing evidence for these differences in the quality of care received by children across socioeconomic status. However, we defer to the existing experimental and quasi-experimental evidence to demonstrate causal relationships between measures of quality and child outcomes. Notable in particular is evidence that children who experience poor quality care in and out of the home (“double trouble”) experience worse outcomes (Watamura et al. 2011).

Understanding the differential patterns of care received by children is central to designing policies to address inequality in early childhood opportunity. Across all levels of government, American communities annually invest only about $1,500 per child in care and education during ages zero through four but nine times that amount in each of the following 13 years of life (Davis and Sojourner 2021). Although there is unlikely to be any single policy solution, improving care for young children in households of lower socioeconomic status likely requires expanded programs for government support of high-quality nonparental care (Hotz and Wiswall 2019; Davis and Sojourner 2021) as well as support for higher-quality parental care (Cunha, Elo, and Culhane 2020; Maloney et al. 2015; York, Loeb, and Doss 2019; Mayer et al. 2019).
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When authorities believe children have been abused or neglected, child protective services administered at the state or local level may remove those children from their homes and place them temporarily into substitute care. This practice, commonly known as foster care placement, involves a difficult tradeoff: protecting children versus preserving families. This tension has a long history in the US child welfare system. At the turn of the last century, “orphan trains” transported thousands of neglected children from cities to live and work on farms. Largely in response, early cash welfare programs, such as Mothers’ Pensions and Aid to Dependent Children, were implemented with the expressed intent of keeping children with their biological families (Aizer et al. 2016; Testa and Kelly 2020). The foster care system has changed over time, but the core debate over protecting children and preserving families remains. Today, foster care placement is common around the world: 5 percent of US children are placed in foster care at some point during childhood, and similar rates are found in other countries (Rouland and Vaithianathan 2018; Yi, Edwards, and Wildeman 2020).
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Children who spend time in foster care are particularly vulnerable. In comparison to similar children who did not spend time in foster care, foster children have rates of depression and anxiety that are seven times higher (Turney and Wildeman 2016) and also exhibit worse educational outcomes, such as lower test scores and graduation rates (Barrat and Berliner 2013). These disadvantages continue into adulthood. For example, close to 20 percent of the US prison population were in foster care as youth (US Bureau of Justice Statistics 2021). Those who turn 18 in foster care report 50 percent lower earnings and employment rates that are 20 percentage points lower by age 26 compared to a sample of young adults with similar levels of education (Okpych and Courtney 2014); as many as one-third experience homelessness (Dworsky, Napolitano, and Courtney 2013).

Economic theory can clarify the determinants of the demand and supply of foster care, including incentives to provide high-quality care. Econometric analysis can estimate the causal effects of foster care and related interventions on child well-being, and there is a growing body of empirical work on the topic. Federal and state policies now encourage the evaluation of foster care interventions and subsidize the implementation of evidence-based programs. These policies, along with increased data availability and an openness to testing new digital tools, have heightened the demand for rigorous research in the field.

In this paper, we provide an overview of the US foster care system and highlight key considerations in child welfare policy. We begin by discussing how the system works and show several prominent trends in foster care placement. We also highlight that states operate their child welfare systems quite differently, and the conditions states face and approaches they adopt have changed over time. Given this heterogeneity, we look within states and ask whether foster care placement improves outcomes for maltreated children.

We then turn to factors influencing the demand and supply of foster care. On the demand side, we discuss recent drivers of foster care, as well as prevention efforts through in-home family services and diversion from formal placement to less formal living arrangements with relatives. On the supply side, we describe the way the supervision of foster care is organized, efforts to increase the recruitment of foster homes, and the quality of care provided by different forms of foster care placement. We conclude by highlighting opportunities for future research.

The Landscape of Child Protection

Modern child welfare programs in the United States began with the establishment of the Children’s Bureau in 1912, followed by federal funding in the Social Security Act in 1935. Indeed, Title IV of the Social Security Act is titled “Grants to States for Aid and Services to Needy Families with Children and for Child-Welfare Services.” A series of federal and state laws addressing child maltreatment have been enacted since, and the competing goals of family preservation and child protection can be seen through the combination of federal funding of foster care placements.
along with cash welfare and family unification initiatives (Haskins 2020). Child welfare agencies currently spend over $30 billion each year on child protection, with approximately half of their funding provided by the federal government. Most recently, the Family First Prevention Services Act of 2019—commonly referred to as Family First—for the first time allows states to use federal funding on services designed to prevent foster care placement.

The path of a child into foster care most often starts with a phone call to report suspected child maltreatment. States typically classify child maltreatment into three categories: neglect, physical abuse, and sexual abuse. **Neglect** is the inability of caregivers to supply a child with adequate housing, food, clothing, or other basic needs; **physical abuse** is “any nonaccidental physical injury to the child”; and **sexual abuse** involves direct sexual contact or exploitation of children (Child Welfare Information Gateway 2019b). Roughly 54 percent of initial referrals are deemed to warrant further investigation. The remaining referrals are screened out because they do not fall under the state-specific definition of maltreatment, although such definitions often leave room for interpretation (Font and Maguire-Jack 2020).

People in certain occupations, such as educators, police officers, physicians, and social workers, are mandated by law to report suspected maltreatment to local authorities, though reporting requirements vary by state. The majority of screened-in reports come from mandated reporters. Educators make up 21 percent of reports, as they are frequently in close proximity with school-aged children and can observe signs of maltreatment. Law enforcement personnel are second at 19 percent, as they may request support from child protective services when responding to domestic disputes or reports of unsupervised children. Medical personnel and social workers are also common reporters (at 11 and 10 percent of reports respectively), as they may observe injuries that raise suspicion or signs of neglect in the home. The remainder of reports come from relatives, friends, and other miscellaneous sources (US Department of Health and Human Services 2021).

### The Prevalence of Child Maltreatment and Foster Care Placement

In 2019, child protective services investigated nearly 3.5 million children for maltreatment (nearly 5 percent of all children), and classified 652,253 children as victims or nearly 1 percent of all children, as shown in Table 1. Yearly incidence of maltreatment reported to child protective services dramatically understates the cumulative rate of maltreatment experienced by children. Over the course of childhood, a remarkable 37 percent of all children experience a child welfare placement.

---

1 To characterize foster care practice across states and over time in this paper, we use data from the Adoption and Foster Care Analysis and Reporting System (AFCARS): https://www.acf.hhs.gov/cb/data-research/adoption-fostercare/ (US Department of Health and Human Services 2020a). For child maltreatment statistics, we use the National Child Abuse and Neglect Data System (NCANDS), a centralized system for states to submit maltreatment reports to the federal government: https://www.acf.hhs.gov/cb/research-data-technology/reporting-systems/ncands/. In particular, we use NCANDS data that have been processed and combined with population data from the US Census by the Annie E. Casey Foundation (AECF): https://datacenter.kidscount.org/ (Annie E. Casey Foundation 2022).
investigation, and 12 percent of children are identified as maltreatment victims, including 18 percent of Black children and 16 percent of Native American children (Kim et al. 2017; Yi, Edwards, and Wildeman 2020). These numbers only capture child maltreatment reported to authorities; self-reported victimization rates in survey data reach as high as 38 percent (Finkelhor et al. 2015).

Children identified as maltreatment victims typically remain with their family. Many of these children’s families are provided with services, such as family therapy,

---

While the lack of comparable data makes it difficult to compare child maltreatment across countries, some evidence suggests that the United States ranks toward the top of more objective indicators of child maltreatment, such as child fatality due to intentional injury (OECD 2013, Chart PF1.9.A).

---

Table 1
Foster Care Trends

<table>
<thead>
<tr>
<th>Panel A. Children ages 0–17 (N = 73,039,150)</th>
<th>Number in 2019</th>
<th>Share in 2004</th>
<th>Share in 2019</th>
<th>Difference (3) – (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigated for maltreatment</td>
<td>3,449,674</td>
<td>3.52</td>
<td>4.72</td>
<td>1.19</td>
</tr>
<tr>
<td>Confirmed as victims</td>
<td>652,253</td>
<td>0.97</td>
<td>0.89</td>
<td>–0.08</td>
</tr>
<tr>
<td>Entered foster care</td>
<td>250,311</td>
<td>0.41</td>
<td>0.34</td>
<td>–0.06</td>
</tr>
<tr>
<td>In foster care at end of fiscal year</td>
<td>419,760</td>
<td>0.68</td>
<td>0.57</td>
<td>–0.11</td>
</tr>
</tbody>
</table>

| Panel B. Removal reason for children entering care (N = 250,311) | | | | |
| Removed due to neglect                          | 51.43          | 63.87         | 12.44         |
| Removed due to parent substance use             | 23.34          | 38.15         | 14.81         |
| Removed due to physical abuse                   | 16.88          | 12.94         | –3.94         |
| Removed due to sexual abuse                     | 6.33           | 3.96          | –2.37         |

| Panel C. Placement setting for children at end of year (N = 418,654) | | | | |
| Unrelated foster family                         | 47.40          | 46.62         | –0.77         |
| Kinship care                                    | 22.61          | 31.94         | 9.33          |
| Congregate care                                 | 18.05          | 10.56         | –7.49         |
| Other setting                                   | 11.95          | 10.88         | –1.07         |

| Panel D. Exit reason for children leaving care (N = 241,796) | | | | |
| Reunification with parents                      | 54.20          | 48.32         | –5.88         |
| Adoption                                        | 18.90          | 26.63         | 7.72          |
| Transition to relatives or guardianship        | 16.91          | 17.20         | 0.29          |
| Emancipation                                    | 5.95           | 6.40          | 0.45          |

Notes: Reported sample sizes are for 2019. Panel A reports statistics among children ages 0–17. Panel B reports the percentage of children removed for each reason among children entering foster care. Children can be removed for multiple reasons, which are not mutually exclusive. Panel C reports the most recently observed placement setting for children in care at the end of the fiscal year. This sample size is smaller than the total reported in panel A due to missing data on placement setting. Panel D reports exit reasons for children leaving care. Exits from care are mutually exclusive, where the omitted category (1.45 percent) includes agency transfers, runaways, and child deaths. See text for sources.
parenting programs, or substance abuse treatment. The remaining maltreatment victims are removed from their families and placed in foster care.

Table 1 shows that there were over 400,000 children in foster care at the end of 2019, or 0.6 percent of the child population—down from 0.7 percent in 2004. The share of children in care has fluctuated over time, rising from 300,000 in the 1980s to over 550,000 by the early 2000s (Testa and Kelly 2020). Trends in child maltreatment and foster care placement were somewhat more stable from 2004–2019. Panel B of Table 1 shows that the allegations associated with child removals have shifted substantially toward neglect (64 percent of children in 2019) and away from abuse (17 percent of children in 2019). Moreover, Wulczyn (2020) documents demographic shifts in the types of children who are entering foster care, with greater proportions entering as infants and smaller shares from large urban centers since 2000. As we explain discuss below, there are several potential explanations for this shift, including the opioid epidemic.

**Placement Types and Time Spent in Foster Care**

Children who are removed from home can be placed in several different types of foster care. Placement with an unrelated foster family is most common, comprising about half of children in foster care at the end of 2019, as shown in Panel C of Table 1. One of the major developments in foster care over the past few decades is the increased use of kinship care, a practice whereby children are placed with a nearby relative, such as a grandparent. In Table 1, the share of foster children in kinship care was 32 percent at the end of 2019, an increase of 9 percentage points since 2004. Just over 10 percent of foster children were placed in congregate care settings such as group homes and institutions, a rate that typically varies from 5 to 20 percent across states. As evidence has mounted showing poor outcomes for children placed in congregate care, its use has fallen out of favor (Lee et al. 2011). For instance, under the 2019 Family First legislation, federal funding only covers the first two weeks of placement into congregate care.

The typical goal for a foster child is a return home, although for some the goal is placement in an adoptive home. In 2019, 48 percent of all children who exited foster care were reunified with their families, a 6 percentage-point decrease from 2004 (Panel D of Table 1). The next most common exit types are adoption (27 percent), living with relatives or guardians (17 percent), and emancipation as a legal adult (6 percent). Adoption in particular has become more common in recent years, following legislation in the 1990s to incentivize shorter stays (Haskins 2020).

In terms of the foster care experience, among children who entered foster care in 2015, the median length of stay was 15 months, although some children stay much longer. Ten percent of children entering in 2015 were still in foster care four years later.

---

3 The AFCARS data used in Table 1 is not the ideal data set for measuring high frequency entry and exit dynamics. The underlying state-level data is collected in semi-annual reporting windows, and states report information from a child’s most recent removal event in a given window.
years later, but in three states this fraction exceeded 20 percent. With longer stays often come multiple foster homes, and placement stability is often considered a quality metric for child welfare systems due to its strong correlation with behavioral outcomes (Rubin et al. 2004). At the end of the 2019 fiscal year, 35 percent of children in foster care had lived in three or more different settings.

**Racial Disparities in the Child Welfare System**

Racial disparities exist at every decision point in the child welfare system, resulting in large differences in involvement with child protective services by the time children reach age 18. For instance, Black children are reported to child protective services more frequently than White children, and reports involving Black children are more likely to be confirmed as maltreatment (Putnam-Hornstein et al. 2013). Furthermore, an estimated 10–12 percent of Black children and 11–15 percent of American Indian/Alaska Native children will experience a foster care placement over the course of their childhood, compared to 5 percent of White children (Wildeman and Emanuel 2014). Understanding the causes and consequences of disparities, and what policies can be enacted to reduce them, is an active area of research (for overviews, see Barth et al. 2020; Dettlaff and Boyd 2020).

**Heterogeneity across Child Welfare Systems**

Child welfare systems are administered at the state or local level; therefore the emphasis on child protection versus family preservation can fluctuate over time and across jurisdictions. For example, there are prominent examples of a community experiencing a tragedy, such as a case of severe abuse or a child fatality, that led to policy changes emphasizing child protection followed by a steep rise in placement rates. Years later, the higher cost of maintaining a larger share of children in foster care may be met with reforms to speed reunification and reduce placement rates through family preservation programs.

Partially as a result of local policies, foster care placement rates vary substantially across states. Figure 1a shows the distribution of foster care placement rates across states in 2019, which range from under 3 per 1,000 children in New Jersey, Utah, and Virginia to over 15 per 1,000 children in West Virginia, Montana, and Alaska. Even within states, there have been considerable changes over time. Between 2004 and 2019, the rate per 1,000 children in foster care nearly doubled in West Virginia (10 to 20.2) and Montana (9.1 to 16.1), but fell substantially in Nebraska (14 to 7.1) and the District of Columbia (21.6 to 5.2). Such heterogeneity may also reflect demand-side factors, although they are not well explained by differences in official rates of maltreatment.

---

4 The State Child Abuse & Neglect Policies Database (https://www.scanpoliciesdatabase.com/), which provides detailed state-level information on maltreatment definition and policy context, is a useful resource to understand the varying policy landscapes.

5 Reported maltreatment rates explain about 15 to 28 percent of the variation in the percentage of children entering foster care across states. In a state-level regression of the percentage of children entering foster care in 2019 on the percentage of children subject to an investigated maltreatment report in 2019,
Similarly, while kinship care typically receives priority when placements are considered, states vary widely in their reliance on kin. Figure 1b shows kin placement

the R-squared is 0.28. Using the percentage of children confirmed as victims of maltreatment gives an R-squared of 0.15.
rates range from less than 10 percent to nearly 50 percent across states. This variation in kinship placement stems in large part from differences in policy emphasis of recruiting and certifying kin, which mirrors the ongoing tradeoff between child protection and family preservation. Given the variation in child removal rates and placement types across child welfare systems, more evidence on the types of interventions that promote child well-being is needed.

For more detailed information on these trends and heterogeneity across states, the Appendix provides a series of figures. These include trends in child maltreatment, foster care placement, reasons for placement, and placement types over time and across states.

Family Preservation versus Child Protection

When deciding on the stringency of child welfare policy, a central question is whether foster care placement improves child welfare on the margin. In other words, what is the impact of foster care placement for a child who was removed under one regime, but would not have been removed under an alternative regime? Although a well-documented correlation exists between foster care and poor outcomes for children even after controlling for observable differences across cases (for example, Berger et al. 2015), it is challenging to identify causal effects because foster children differ in unobserved ways from children who were not placed. For example, foster children may have been more severely abused or neglected.

In the economics literature, the main empirical approach to overcome these confounding factors has been to consider the quasi-random assignment of child protective investigators to cases. When a report of maltreatment is made to a local child welfare office, a case worker is sent to investigate the report and determine if there is sufficient evidence of abuse or neglect. Many localities use a rotation process to assign cases to investigators working in the same field office to smooth the workload and often out of concern for fairness. In addition, despite assignment to similar cases, some investigators are more likely to recommend foster care placement compared to their colleagues. It is therefore possible that two children with very similar backgrounds will face different likelihoods of placement by virtue of receiving different (as-if randomly assigned) investigators. Such comparisons offered by this approach recover the causal effects of foster care for marginal children: those for whom the investigator assignment matters for the foster care placement decision. As a result, an important limitation of this approach is that it cannot determine effects for cases when all investigators would remove the child, nor for cases when no investigator would remove the child. Even so, understanding outcomes for marginal children provides insight into the effects of more- or less-stringent child welfare policies.

Doyle (2007a) used this approach to study children placed into foster care in Illinois during the 1990s. The study linked maltreatment and foster care data to state administrative data to measure a wide range of longer-term outcomes. The
sample included children who were receiving welfare benefits (which facilitated matching across the outcomes) and who were aged 5–15 at the time of the initial investigation. The results imply large negative effects of foster care placement on the margin, including substantially lower earnings and large increases in teen motherhood, delinquency, and unemployment. In later work, Doyle (2008, 2013) shows that foster care placement also increased the likelihood of both emergency medical care within a year of placement and criminal justice system involvement in adulthood. In similar work using the investigator strategy in South Carolina, Roberts (2019) finds that foster care placement roughly doubles the likelihood of juvenile delinquency over the five years following an investigation (an 11 percentage-point increase).

In contrast, positive effects have been found in other contexts. Gross and Baron (forthcoming) studied school-aged children in Michigan subject to investigations from 2008 to 2016. The study finds that removal causes a significant reduction in the likelihood of subsequent maltreatment, as well as improvements in math test scores and school attendance. In related work, Baron and Gross (2022) find that removal significantly reduces adult criminality. In South Carolina, Roberts (2019) finds that foster care placement reduces the likelihood of repeating a grade by 13 percent within three years.

In addition, there is evidence that the effects of foster care placement vary across child subgroups, with younger children tending to benefit more. Bald et al. (forthcoming) used linked administrative data from Rhode Island and found a positive impact of removal on measures of school achievement concentrated among girls removed before age six (they do not find such impacts for boys). Gross and Baron (forthcoming) also find improved educational outcomes for younger children, while others find worse outcomes for older children in multiple settings (Doyle 2007a, 2008; Warburton et al. 2014).

A possible reason for the contrasting findings across states and time periods is their different institutional contexts, as effects of foster care may vary with the threshold for placement and the quality of the foster care system. For example, foster care placements in Illinois in the 1990s were substantially longer and less stable than recent placements in Michigan.

Within a given context, studies have estimated the effects of foster care at different margins determined by different types of investigators. For example, among a subset of investigators with relatively low removal rates (more “lenient” investigators), the marginal child likely has relatively more severe maltreatment characteristics, as these investigators have a higher threshold before they recommend placement. Doyle (2007a) finds that the negative effects of foster care in terms of teen motherhood are larger among children assigned to investigators with low removal rates and, consequently, marginal cases that have relatively severe maltreatment compared to cases investigated by higher-removal-rate investigators. Meanwhile, negative effects on labor market outcomes are found to be similar across investigator types, suggesting that the placement decision resulted in worse employment outcomes across the severity spectrum. In contrast to Doyle (2007a),
Bald et al. (forthcoming) find evidence of effects on achievement that are especially positive for young girls with higher unobserved maltreatment. This suggests that young girls with high risk levels experienced the highest gains.

One potential mechanism for the way involvement in child protective services affects children is how such involvement affects their family members, some of whom may be identified as “perpetrators” of maltreatment. The child protective services authorities provide a variety of services to families with the goal of preventing the need for removal, or in cases where removal is unavoidable, to support family reunification and decrease risk levels (Merritt 2020). Gross and Baron (forthcoming) find that in Michigan, children’s gains from foster care placement occurred after most were reunified with their birth parents, which is consistent with the rehabilitation of birth parents while their children were in foster care. Similarly, using data from Allegheny County, Pennsylvania, Grimon (2021) finds that mothers were substantially more likely to enter drug treatment and receive mental health services not only at the time of the investigation, but for many years afterward.

Given the mixed evidence on the effects of placement for different margins and contexts, understanding the types of cases and child welfare interventions that promote child wellbeing is an important area for future research. One way to characterize the sets of issues involved is to focus on the demand and supply of foster care services.

**Foster Care Demand**

Demand for foster care comes from both the extent of child maltreatment in an area and policies that dictate how child protective services responds to it. As shown in Table 1, victimization rates have been relatively steady over the past 20 years, but the nature of maltreatment has moved away from child abuse toward child neglect. Partly as a result, the ways in which states respond has changed over time as well, tending toward policies that aim to prevent the need for foster care.

**Risk Factors**

Poverty is strongly associated with child maltreatment (for a survey of the literature, see Bullinger, Lindo, and Schaller forthcoming). For example, numerous studies have shown that foreclosure, eviction, and other forms of housing insecurity, as well as food insecurity, increase reported child maltreatment. Less directly, financial resources can also influence parental stress, which could in turn lead to abuse or neglect.

Given these associations, efforts to reduce poverty, or to ameliorate its effects, can reduce demand for foster care. Experimental studies of welfare reforms suggest a causal relationship between family income and child maltreatment (Fein and Lee 2003; Cancian, Yang, and Slack 2013). These studies sometimes capture multiple policies (for example, changes in benefit levels as well as work
incentives) and might not extend to different contexts. Quasi-experimental analyses of earned income tax credits across states find higher benefit levels are associated with a reduction in maltreatment rates, particularly for child neglect (Berger et al. 2017). Other studies find lower rates of maltreatment associated with investments in the social safety net.

Another leading driver of neglect is parental substance abuse, which has increased substantially over time as a fraction of maltreatment reports (see Table 1 earlier). Studies show that the ongoing opioid epidemic in particular has contributed to child maltreatment and foster care. Although it is challenging to measure the effects of the opioid epidemic, studies have leveraged changes in the features of the crisis, such as shocks to illicit drug prices, treatment, or opioid supply, and conclude that the opioid epidemic has increased foster care caseloads (for example, Hou 2021). Taken together, the evidence indicates that policies outside of child welfare can influence the extent of child maltreatment and the demand for foster care.

The ways in which authorities from child protective services evaluate risk factors can influence demand as well. Historically, child protective services has used relatively rudimentary risk-modeling software to help caseworkers assess the potential harm a child faces by remaining at home. More recently, data analytics are showing promise in improving risk stratification, although concerns about accuracy, equity, and fairness are prominent. In Allegheny County, Pennsylvania, the use of more sophisticated software to predict the likelihood of future out-of-home placement has been incorporated into the workflow of screening-in alleged maltreatment for further review. Efforts in Douglas County, Colorado, to display this kind of risk information to investigators are being studied with randomized controlled trials (Vaithianathan 2019). As with other diagnostic tools, equity concerns are important to consider. In Allegheny, the introduction of decision support was associated with a reduction in the Black-White gap in screen-in rates—primarily as a result of increasing the percentage of White children that were referred for investigation (Goldhaber-Fiebert and Prince 2019). Research will be needed to determine not only the efficacy of these tools, but also the potential existence of biases built into them (Drake et al. 2020).

**Family Preservation**

Child welfare agencies employ various strategies to reduce the demand for foster care by stabilizing at-risk families. The 2019 Family First legislation allows states to accept federal funds that were previously earmarked for foster care services and use them for prevention services. Over time, the goal is that such funding will become restricted to prevention services that have empirical support in one

---

6 There are ongoing efforts to blind child welfare investigations to race by removing racial indicators and correlates from investigation reports (Baron, Goldstein, and Ryan 2021). But some caution is warranted in taking this step, because blinding algorithms to indicators of race may increase inequity (Rambachan et al. 2020).
of three areas: in-home parent skill-based programs, mental health, and substance abuse. The Title IV-E Prevention Services Clearinghouse contains a list of approved programs (available at https://preventionservices.abtsites.com/). States also apply for federal waivers to experiment with new approaches (James Bell Associates 2019).

Family First calls for each state to submit a five-year plan with proposed interventions for funding eligibility, which provides a glimpse of the types of programs that are popular to prevent foster care placement. For example, a common in-home parenting skills intervention is Parents as Teachers, an education program that aims to increase school readiness and reduce child maltreatment. The Nurse Family Partnership, a home visiting program that educates and supports new mothers, is common in part because experimental evidence shows the program results in a reduction of child neglect (Olds et al. 1997). For the other two categories of interventions, mental health and substance use, there are several trauma-informed, therapy-based interventions available. A common program is Functional Family Therapy, which includes weekly therapy sessions to build skills in youth and in the family as a whole.

A possible concern is that federal funding for family preservation programs could increase the surveillance of families. Monitoring families whose children remain in the home can induce fear that their children will be removed (Fong 2020). Increased surveillance may also create challenges for studies that use maltreatment reports as an outcome by artificially increasing reports. As a result, evaluations of prevention programs should focus on a wide range measures of well-being, including health, education, and criminal justice involvement outcomes.

A more controversial approach to preventing foster care is known as diversion, in which child protective services encourages the informal placement of children with substitute caregivers, often kin, rather than entering the formal foster care system (Berrick and Hernandez 2016). Opponents argue that diversion limits a family’s access to services because non-licensed relatives do not qualify for the same monthly payments or family rehabilitation services as licensed foster parents. Advocates of diversion claim that the practice helps to keep families intact by allowing relatives, who may not meet restrictive licensing requirements, to care for children. A 2007 survey found that 39 states engaged in diversion (29 states actively promoted the practice), while 12 states prohibited it (Annie E. Casey Foundation 2013). Recently, Family First provided funding for Kinship Navigator programs, which vary in implementation but aim to provide a middle ground between diversion and formal placement.

Understanding the effect of diversion can help inform the tradeoff between family preservation and child protection. Unfortunately, scant evidence exists on the effects of diversion. Chen et al. (2020) evaluated Safe Families for Children, a program that placed children with foster families supervised by a nonprofit agency, but without formal placement in the foster care system. Using a randomized encouragement design across cases, they found this program increased the share of children who had been returned home at one year, while not leading to greater subsequent reports of abuse.
Extending Care to Older Ages

Demand for foster care can increase by extending the age of eligibility. Some 20,000 foster youth aged out of foster care in 2019 (based on the AFCARS data), and such youth may have few lifelines as they enter their 20s. Courtney et al. (2020) find that, among “emancipated” former foster youth in California, one in five previously dropped out of high school, one in four experienced homelessness, and nearly a third were incarcerated, all by the age of 23. One estimate suggests that the United States would save over $4 billion in lifetime costs if these youth had outcomes comparable to the general population (Annie E. Casey Foundation 2019). The Fostering Connections Act of 2008 aimed to provide additional support for these youth by permitting states to use federal funds for foster youth beyond age 18.

A small body of descriptive and quasi-experimental research suggests that the push for extended eligibility provided a wide range of benefits to affected youth. Using nationwide data, Prettyman (2020) leverages the staggered roll-out of extended foster care across states. Using variation within states over time, the study finds that extended foster care reduces the likelihood of homelessness and incarceration, and increases high school graduation and employment. The California Youth Transitions to Adulthood Study (CalYOUTH) shows similar improvements in outcomes (Courtney, Okpych, and Park 2018). Increasing demand for foster care services by expanding the eligible population to include vulnerable youth over the age of 18 appears to have been a wide-ranging policy success.

Foster Care Supply

The impacts of foster care also depend on the functioning of the child welfare system on the supply side. Considerations include the public or private supervision of foster care, ways of recruiting, licensing, and assigning foster homes, and reliance on different types of foster care.

Public and Private Supervision

Once children are placed in foster care, they are supervised by a separate set of caseworkers who specialize in recruiting and monitoring foster homes, reunifying families, and finding adoptive homes. These tasks are often provided by private organizations (such as religious organizations). In the last few decades, several states have privatized some or all of their child welfare services. States award contracts to private non-profits and for-profit firms to assume responsibilities such as monitoring the safety of children in care.

Privatization can come with potential challenges, including stakeholder buy-in and accurate cost estimates (US Department of Health and Human Services 2007). Hubel et al. (2013) studied Nebraska’s effort to privatize its child welfare system, which involved replacing the traditional fee-for-service model with a capitation amount based on an expected cost of service...
The authors find that initial payment rates were too low, leading to substantial problems—namely, reductions in quality and availability of services along with a 27 percent increase in costs.

Performance-based contracts in state foster care systems show some promise, however. Such initiatives often include incentive payments (for instance, linking some portion of provider payment or future placements to measurable child outcomes). In addition, agency officials and providers review performance data, discuss client outcomes, and attempt to identify and institutionalize effective strategies for serving clients. Reilly et al. (2021) find that 25 states currently use performance-based contracting for at least one child welfare service. Several decades ago in New York, a randomized evaluation of a family reunification program, administered by private agencies on a capitation basis, found mixed results (Westat et al. 1998).

Although we are not aware of any recent experimental evaluations of performance-based contracting in the field of foster care, descriptive studies suggest that such initiatives may be effective. Garstka et al. (2012) report on demonstration projects that implemented performance-based contracting in Florida, Missouri, and Illinois between 2007 and 2010. They identify several metrics that improved after implementation, including increased child safety and successful discharge from care. Similarly, case studies of Tennessee and Rhode Island describe their experiences with performance-based contracting as successful (Lawler and Foster 2013; Government Performance Lab 2019).

Regardless of the payment model, a better understanding of heterogeneity in value-added created by foster care agencies would inform improvements to the system. Quality dimensions at the state level are considered by federal Children and Family Services Reviews, which provide a blueprint for outcomes that might be considered. These include measures of safety (preventing foster care reentry), permanency (returning children home or providing placement stability), and child and family wellbeing. The wellbeing measures consider the receipt of needed services, although a wider set of outcomes could be included, such as educational outcomes and criminal justice involvement.

**Foster Home Recruitment**

Perhaps the simplest way to affect the supply of foster homes is to recruit more foster homes. Having a large number of willing foster homes can also result in better matching of foster children to homes (Hansen and Hansen 2006). Modeling match quality using administrative data from Los Angeles, Robinson-Cortes (2019) shows that enlarging the pool of foster homes available to children would likely improve child outcomes. Recruiting more foster homes may also

---

7 Fee-for-service models in child welfare are structured so that the provider receives payments based on the specific services provided to foster children. A capitation model, in contrast, uses cost estimates to provide a fixed payment to the provider per child served, shifting more of the financial risk onto providers.
reduce the need for congregate care, which is seen as a last resort for children who cannot or should not be placed in a family setting (Chadwick Center and Chapin Hall 2016).

The federal Children’s Bureau recently assessed states on their foster home recruitment practices and rated 34 states as needing improvement (US Department of Health and Human Services 2020b). While no national dataset exists to measure foster home capacity, the amount of foster homes available in some states outnumbers foster placements (Wulczyn et al. 2018). This suggests that there is not a shortage of foster homes everywhere, although child welfare agencies note that it can be difficult to find homes for subgroups like older children and children with special needs (Annie E. Casey Foundation 2018). Agencies often rely on recruitment events at places of worship and advertising in partnership with other private organizations. Recently, digital and data-driven tools have been adopted to support recruitment efforts. A better understanding of the methods available to modernize foster home recruitment may yield substantial gains in match quality.

Foster Home Licensure

A key issue that affects the supply of foster homes is the set of requirements to obtain a foster home license. All states require prospective foster families to undergo criminal background checks, but important details of licensing vary across states. For instance, Table 2 shows that as of 2018, nine states disqualify applicants for any drug-related crime, 14 require citizenship, 18 have minimum square footage requirements, 18 require training in first aid, and 26 require a non-smoking environment. Further, foster parents undergo 23 hours of initial training on average, which varies substantially across states (the standard deviation of initial required training is 8 hours). They also complete 12 hours of annual retraining (with a standard deviation of 4 hours). For kinship placements, relatives can be unlicensed in some states as long as basic safety standards, such as passing background checks, are met.

States do not receive federal subsidies for unlicensed homes, so they have incentives to encourage licensure. They may also have an incentive to lower licensure requirements, so the US Administration for Children and Families recently released a set of minimum quality standards for licensing foster homes, which includes six hours of pre-licensure parenting training, a written evacuation plan in case of an emergency, and assurance that the foster parents will not smoke in the presence of the child. Although the recommended standards are not binding, states are required to submit plans with a discussion of how and why their licensing standards deviate from the national standards (Children’s Defense Fund 2020).

8 For example, see a description of New York’s recruitment efforts at https://ocfs.ny.gov/programs/fostercare/recruitment/.

9 Authors’ calculations (see Table 2 notes). Statistics on references, initial training hours, and annual training hours could be calculated for 44 states, 42 states, and 42 states, respectively. The remainder of statistics in Table 2 are derived from Child Welfare Information Gateway (2018, 2019a).
It is not clear from economic theory how licensing requirements affect the well-being of foster children. On one hand, they establish minimum quality standards for specific aspects of care. On the other hand, licensing requirements may limit the supply of foster homes, which could increase placement in congregate care settings and reduce the quality of matches among those placed with families. In part because of the many requirements, it can take months for homes to obtain a license. Digital aids to complete and submit paperwork should increase the efficiency of the process. Regardless, further research on the effects of different licensing requirements is needed.

Monthly Maintenance Payments

Financial incentives can also affect the number of families willing to take in foster children. Foster families receive monthly subsidies to support the children staying with them, as well as one-time payments for specific needs. The average

---

**Table 2**

**State Foster Home Licensing Requirements**

<table>
<thead>
<tr>
<th>Requirements</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Criminal history requirements:</strong></td>
<td></td>
</tr>
<tr>
<td>Background check and child abuse registry check</td>
<td>50</td>
</tr>
<tr>
<td>Child abuse registry check for previous states</td>
<td>35</td>
</tr>
<tr>
<td>Never convicted of assault or battery</td>
<td>13</td>
</tr>
<tr>
<td>Never convicted of a drug-related crime</td>
<td>9</td>
</tr>
<tr>
<td>Juvenile court records check</td>
<td>7</td>
</tr>
<tr>
<td><strong>Individual requirements:</strong></td>
<td></td>
</tr>
<tr>
<td>Aged 21 or older</td>
<td>36</td>
</tr>
<tr>
<td>US citizen or legal resident</td>
<td>14</td>
</tr>
<tr>
<td>Legally married if a couple</td>
<td>5</td>
</tr>
<tr>
<td>Ability to communicate in English</td>
<td>4</td>
</tr>
<tr>
<td><strong>Training requirements:</strong></td>
<td></td>
</tr>
<tr>
<td>Initial licensing training</td>
<td>45</td>
</tr>
<tr>
<td>Annual training for license renewal</td>
<td>42</td>
</tr>
<tr>
<td>Training in First Aid/CPR</td>
<td>18</td>
</tr>
<tr>
<td><strong>Home requirements:</strong></td>
<td></td>
</tr>
<tr>
<td>Separate bedrooms for opposite-sex children</td>
<td>37</td>
</tr>
<tr>
<td>Secure firearm storage</td>
<td>35</td>
</tr>
<tr>
<td>Non-smoking environment</td>
<td>26</td>
</tr>
<tr>
<td>Carbon monoxide detectors</td>
<td>20</td>
</tr>
<tr>
<td>Minimum square footage per child</td>
<td>18</td>
</tr>
</tbody>
</table>

**Notes:** State requirements come from the Child Welfare Information Gateway (CWIG 2018, 2019a). Criminal history requirements are current as of September 2018. Individual, training, and home requirements are current as of February 2018. Note that some state child welfare systems are managed at the county level and may have stricter or more lenient requirements.
monthly foster care payment was just over $500, which is twice the amount of the average Temporary Assistance for Needy Families benefit (US GAO 2011). Payments vary widely across states, as well as by the age of the child, relative status, and other factors.

In theory, subsidies could act as a price mechanism to clear the market, but in practice, they reflect rules of thumb tied to the average cost of hosting one child. For instance, foster care subsidies often do not vary by location within a state or by placement setting, are not adjusted for inflation, and are revised infrequently (Goldhaber-Fiebert et al. 2014).

Some evidence suggests that these subsidies could be used as a policy lever. Doyle and Peters (2007) studied foster care supply and demand in the early 1990s. The study estimates that the monthly subsidy has a supply elasticity of 0.3 in states with low initial subsidy levels. In a related paper, Doyle (2007b) finds that when Illinois reduced the monthly subsidy to relatives by 30 percent, relatives were 15 percent less likely to offer care. The finding that foster homes respond to financial incentives is echoed in work on adoption subsidies, which shows that raising adoption subsidies increases adoptions relative to long-term foster care (for example, see Brehm 2021 and the references therein).

**Effects of Different Types of Placements**

The type of placements that are employed is another supply-side policy that can affect child wellbeing. Foster care placements can vary in a number of ways: for example, kin or non-kin families, or residential versus family care. Non-kin families typically receive more training and vetting, and they are volunteering their services, which may lead to higher quality care. Meanwhile, kinship foster parents are typically offered fewer supports from child welfare agencies (Sakai, Lin, and Flores 2011), though kinship care may benefit children by retaining family connections. Similarly, residential care may provide specialized mental or physical health services.

Evidence on the effects of foster placement type is limited, but some quasi-experimental studies shed light on the relative benefits of placement types. Doyle’s (2007b) examination of the reduction of monthly payments made to kin found that measures of quality of care, including wellness visits and placement stability, were not affected. This suggests that marginal kinship providers are similar to non-kin providers in terms of these quality measures. Hayduk (2017) studied state policy changes and found that children exposed to laws favoring kinship care experience more stable placements and shorter foster care episodes, but mental and physical health outcomes appear unaffected in the short run.

**Independent Living Programs**

When children transition out of foster homes or congregate care as young adults, independent living programs aim to help prepare them for adulthood. All youth ages 14 to 23 currently or formerly in foster care are eligible for independent living programs (Children’s Defense Fund 2020). Such programs include assistance in completing a high school diploma or GED, job training, or postsecondary
education. Young adults exiting the foster care system who are at risk of homelessness are also eligible for housing vouchers provided by the US Department of Housing and Urban Development.

The federal government funded four experimental evaluations as part of the creation of the Chafee Foster Care Independence program enacted in 1999. Just one out of the four studies found positive impacts on key indicators of a successful transition to adulthood. The lone success story was from the Massachusetts Adolescent Outreach Program for Youths in Intensive Foster Care, which paired youths with a caseworker who met with young people once a week for 16 months to offer individualized services in areas such as job search. The program improved college enrollment and persistence but did not have impacts on other outcomes that it sought to influence, like employment and housing (Courtney et al. 2011). More recent evaluations of independent living programs show modest promise (for example, Skemer and Valentine 2016).

Conclusion

Foster care is a far-reaching intervention in the lives of particularly vulnerable children. With substantial variation in how child welfare systems use the practice, and emerging evidence of heterogenous effects across systems, more evidence is needed to inform policy challenges and improve child and family wellbeing.

On the demand side, a better understanding of the drivers of child maltreatment, and interventions that ameliorate them, could prevent the need for foster care in the first place. This suggests that poverty alleviation programs, as well as programs aimed to improve the human capital of parents, should consider child maltreatment and foster care placement as outcomes in their evaluations. Further, targeted family preservation initiatives now receive federal subsidies, and there is an appetite for more evidence on the effectiveness of such programs. There is also a need for better evidence on diversion programs that circumvent the formal foster care system, which are not only controversial but also understudied.

On the supply side, efforts to improve the quality of foster care through modernizing the recruitment and matching of foster homes are gaining some popularity and are in need of rigorous evaluation. Better measures of the supply of foster homes and signs of shortages, such as placement distance-from-home and time in emergency shelters, would help to evaluate the extent of any shortage problem and to gauge the effectiveness of efforts to solve it. For example, returns to different forms of targeted advertising, including appeals to child wellbeing, monthly subsidies, or information about the licensure process should be estimated to inform future recruitment strategies.

Some key questions about the best type of placement—non-kin, kin, and congregate care—for different types of children remain unanswered. For example, children currently residing in congregate care could have their placements revisited through more-intense case management, to test whether time in congregate
care can be reduced and whether subsequent outcomes improve. In addition, the services provided to children already in foster care deserve more attention. Counseling, mentorship initiatives, and jobs programs should all be studied. At the agency level, much more could be learned about the impacts of private provision of services and performance contracting.

As agencies work to advance equity in child welfare and foster care, studying the effects of programs and policies are crucial next steps. For example, several jurisdictions have considered removing racial indicators and correlates from investigation reports when determining whether to place a child in foster care, yet research suggests caution is warranted in taking this step (Baron, Goldstein, and Ryan 2021).

More generally, understanding the mechanisms driving heterogeneous effects of foster care is an important next step in addressing the underlying tradeoff between child protection and family preservation. The current patchwork of state and local foster care systems provides an opportunity for well-identified studies to understand the benefits and costs of such systems. Meanwhile, linked administrative data and foster care program data, after two decades of federal subsidies to modernize state child welfare data systems, are providing new opportunities to study the long-term impact of interventions. Coupled with a willingness among policymakers to generate and employ evidence on best practices, foster care research is poised to inform policy and improve the welfare of children.
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Introduction

As the Great Depression unfolded in the early 1930s, the received economic orthodoxy was under challenge at Cambridge University, and pretty much everywhere else. The standard macroeconomic wisdom of the day was based on Say’s Law, that is, “production process (supply) generates the income necessary for the demand for these products” (Baumol 1999, p. 197), which offered no explanation for the collapse of output and commensurate rise in unemployment. The microeconomic wisdom of the day included the idea that each of the factors of production—in particular, labor and capital—was paid the marginal value of its output. At the time, the economic and political tectonic plates were shifting in Europe, which opened a space to question the orthodoxy of laissez-faire capitalism, and even to challenge what had often been the outright mockery of orthodox economists toward Marxism.
At Cambridge, when John Maynard Keynes was formulating his challenge to the conventional wisdom in the early 1930s, he focused on how effective demand could fall short of what was needed to support full employment. But although Keynes was a fierce critic of the Say’s Law aspect of orthodox theory, he in fact left most of the theoretical and methodological grounds of economics intact. Economist Piero Sraffa formed a discussion group known as the Cambridge Circus to discuss Keynes’s work, but also to take a deep dive into the social problems associated with unemployment (Skidelsky 1992, p. 447). Once immersed in this rich and vibrant intellectual environment, Joan Robinson started a life-long journey to reconstruct economic theory. As a first step, she formulated *The Economics of Imperfect Competition* ([1933] 1969), providing a theoretical base for thinking about profits and wages in an economy in the absence of competition. Her Cambridge colleagues Sraffa and Michal Kalecki took a more radical stance, drawing upon a Marxist framework for analysis. They discussed crises and the impossibility of an automatic mechanism for re-establishing the equilibrium of the system, and placed the question of returns and distribution at the center of their analysis. They both took Marx’s economics seriously, dissenting from the marginalist view that wages and returns to capital were determined by the marginal product of labor and capital, and instead beginning from the idea that capitalists would extract all they could from workers.¹

Robinson became both a friendly critic and supporter of Keynes, and in the early 1930s she provided elements for important developments in Keynes’s thought (Harcourt and Kerr 2009, chap. 3; Robinson 1933a, 1933b). After Keynes published the *General Theory* in 1936, Robinson published her *Essays in the Theory of Employment* the following year, retrospectively considered the “very first post-Keynesian text” (Harcourt and King 1995, p. 32). By the end of the 1930s, Robinson wanted to bring academic and Marxian economics together, while also expecting Marx to “make her economics more ‘real’, to address the inequities of the capitalist world” (Harcourt and Kerr 2009, p. 34). Some of her like-minded contemporaries at Cambridge saw this as no more than a passing “flirtation” with Marx (Pasinetti 1987, p. 215). However, Cristina Marcuzzo (2003, p. 551), an expert in the Cambridge School of Economics, argues that Robinson had reached a fork in the road: that is, Robinson was unsatisfied with both orthodox economics and what would become known as Keynesian economics. On one hand, Robinson was still searching for a more realist theory of the rate of profit and income distribution. On the other hand, she had reservations about Keynes’s concept of full employment and wondered about the nature of technical progress and a long-period theory within the Keynesian framework.

Of course, our current economic issues are not those of the Great Depression. However, we do live in a time where the United States, the United Kingdom, and other developed economies are experiencing a combination of high profit rates along with a falling labor share of income, and the high and rising inequality

¹See Kurz (2000) and Toporowski (2013, 2018) for an introduction to the works of Sraffa and Kalecki, respectively.
between capital and labor is staggering and undeniable. Decades after Robin-
son’s time, critical issues of profit distribution and crisis mechanisms have not yet
been fully addressed. Rather than simply attributing these patterns to shifts in the
marginal product of labor and capital, one can instead investigate a heterodox view
built on the bargaining power of capital and labor.

In this essay, I begin with some brief biographical notes on Robinson. I then
focus on Robinson’s 1942 *An Essay on Marxian Economics* (henceforth *Essay*). I revisit
why Robinson felt the need to turn to Marx and which insights from Marxian
economics she sought to incorporate into her later works. I comment on the legacy
of the *Essay* and how it was received by some of her of contemporaries. I conclude
with some thoughts on how Robinson came to view herself as Marxist—although I
would not label her work in that way.

**Biographical Sketch**

Joan Violet Robinson (1903–1983) was born in the leafy village of Camberley,
Surrey, in England. Her father was Major General Sir Frederick Maurice and her
mother, Helen Marsh, the daughter of a Professor and Master of Downing College,
Cambridge. This rich family background led her to be privately educated, which
gave her the foundation to apply and be admitted to the University of Cambridge
in October 1922 via Girton College—Britain’s first residential college for the
degree-level education of women—despite the University not granting women
degrees until 1948. Robinson concluded her studies in 1925, and by 1929 her
academic life started to become intricately entwined with the story of Cambridge
economics in the twentieth century, with first papers published in the early 1930s.
However, Robinson’s formal academic progress was murky. Despite giving supervi-
sion (small group teaching) at various Colleges in Cambridge, she never held a
teaching Fellowship in any of those Colleges. She had to wait until 1934 for her first
university post as Assistant Lecturer and then was finally made university Lecturer
in 1937, Reader in 1949, and Professor in 1965.

Robinson’s journey, even with such a rich family background, was no mean
feat for a woman at the time. In Cambridge in the 1920s, women could not receive
degrees, scholarships and fellowships were blocked to women, and only male gradu-
ate students had a seat at the administration table. The economics profession
had no visible female role models and rarely were academic papers or books in
economics attributed to women. Robinson realized very early that her chances of
being an academic were small. Reflecting on her position in the Cambridge milieu,
she said she felt the “emotional conflicts of a hermaphrodite” (Robinson 1932c).

---

2When Robinson (1932b) published “Imperfect Competition and Falling Supply Price” in the *Economic
Journal*, Gottfried Haberler, a Harvard Austrian-American economist, wrote to Richard Khan: “Who is
Joan Robinson who wrote [in the last *Economic Journal*]? The Christian name sounds like a woman’s but
the article seems to me much too clever for a woman” (Haberler 1933).
However, she inherited a family trait of toughness and nonconformism seen in her father, who resigned his rank over principle after criticizing the UK government World War I policy (Gooch 1968), and her great-grandfather, a theologian who refused to believe in eternal damnation. She continued the family history of dissent as she pioneered unorthodox ideas in a bold, fearless, and outspoken manner.

Robinson shook the foundations of the economics of her time, introducing the negatively sloped marginal revenue curve, coming up with concepts such as monopsony (Thornton 2004), confronting the marginalist theory of distribution, and popularizing the unconventional economics ideas of John Maynard Keynes. In particular, An Essay on Marxian Economics (1942) is one of her three great works, the other two being The Economics of Imperfect Competition (1933) and The Accumulation of Capital (1956). It is also the least well-known, despite being the most important in terms of laying the foundations of her enduring challenge to the orthodox economics. If in 1933 Robinson offered an internal critique of Marshallian value theory, by 1942, with the Essay, she relied on Marxian insights to escape Marshallian orthodoxy. It is the story of how the originator of imperfect competition pushed further into a theory of exploitation.

**Insights from Robinson’s Essay**

_The orthodox economists have been much preoccupied with elegant elaboration of minor problems…. Marx’s intellectual tools are far cruder, but his sense of reality is far stronger._

Robinson ([1942] 1966b)

Robinson was inspired by the conviction of Marx (and Keynes) that capitalism was run by capitalists and not consumers, which meant profit-making and accumulation were central goals for the capitalist class who “isn’t at all interested in the full employment of workers” (Harcourt and King 1995, p. 34). Marx critically followed the step of classical political economists by looking into production and trade to understand the creation and distribution of wealth, with great attention to distributional conflicts. Some of his economic concepts may look as alien to a modern academic economist as they looked to Robinson in the late 1930s, but this did not dissuade Robinson (and should not dissuade us today). In his schema, capitalist and worker can be viewed as different agents with different interests, and their relationship is mediated by power. The monetary amount obtained from paying workers less than the amount they produce is called “surplus value,” and sits at the center of Marx’s analysis of capitalism, underpinning this relationship of power. Here, we will explore the Essay’s insights about profits, investment and unemployment, and exploitation using this framework.

**The Rate of Profit**

Robinson was dissatisfied with both Marshallian and Keynesian theories of profit, albeit for different reasons. The Marshallian view posited that the equilibrium
rate of profit would be a steady state with no net new investment, which seemed an unsatisfactory description of reality. Keynesian approaches of that time did allow for capital accumulation (as discussed in Robinson [1942] 1966b, p. xvii), but left other questions unaddressed. What if the accumulation of capitalists and consumption are limited by exploitation and the relationship determining it? What if the “mystery” of the constant relative shares of wages and profits in the product of industry within a country is due to trade unions forming a countervailing power to monopoly?

Marx enters this discussion through his scheme of how capitalism expands, which is the building block of his economic analysis of capitalism. Behind Marx’s scheme lies what he sees as the essential characteristic of the capitalist process—namely, capitalists producing and selling goods to obtain more money than they advance to buy means of production and hire workers. As Marx developed this scheme, it portrays the economy as two “departments” producing capital and consumption goods. The gross output of each department is given by

\[ y = c + v + s \]

where \( c \) is constant capital (means of production used up in the production process), \( v \) is variable capital (wages advanced to workers), and \( s \) is surplus value. Marx refers to the value of labor-power as variable capital, because it is the part of capital used to buy the labor time that creates value. Only capitalists save, and they do so out of the appropriated surplus value. In each period, capitalists invest a certain proportion of the saved surplus value in the previous period, which provides more means of production in each department and more variable capital to hire workers. Total net production is distributed as wages to workers and surplus value to capitalists. Depreciation and wages are the only costs of production, while profit, interest, and rent are subdivisions of the surplus value. For simplicity, the discussion that follows will drop references to interest and rent, and so just use surplus value and profit interchangeably (unless explicitly stated otherwise).

This framework provides the basis for how Marx defines certain concepts. The division between payments to workers and to capitalists is determined by the rate of exploitation, which is defined here as the ratio of surplus value to variable capital:

\[ e = s/v. \]

3Robinson directly refers to the lack of a coherent theory of “normal” profits in the setting of the stationary state in Marshall. Robinson was challenged that she had mischaracterized Marshall (for example, Shove 1944), but in the preface of the second edition of the Essay in 1966, she maintained her initial claim, saying that the problem with Marshall is that he does not “give a coherent account of what determines the ‘normal’ rate of profit” (Robinson [1942] 1966b, p. xvi).

4For details of this discussion, see Marx’s analysis in the two volumes of Capital (1990, chap. 23; 1992 chap. 20–21). In Marx, there are two forms of social reproduction: simple and expanded. In the former, the whole surplus must be consumed by capitalists. In the latter, part of the surplus is invested, and it is where we have the issue of capital accumulation. For studies developing Marx’s expanded reproduction scheme, see Sardoni (2009) and Trigg (2006) as well as Robinson (1951).
In modern economics, the rate of profit can be viewed as a ratio: profit/capital stock. However, the rate of profit in Marx is the surplus relative to the sum of constant and variable capital: in the terms used here, \( r = \frac{s}{c + v} \). Because Marxian profit is built on both surplus and variable capital (the wage bill), it will be affected by the level of exploitation.

In Marx’s view, once the rate of exploitation is given, the rate of profit is derived from it, followed by the wage rate. If one asks what determines the wage rate, one must ask what determines the rate of exploitation first. In this way, the rate of exploitation takes us to the forces underlying class struggle in capitalism and thus outside the system of price and technology (Harris 1972).

For Robinson, Marx’s concept of surplus value—and the related idea of exploitation—is the most striking difference between Marx and orthodox economics. At the time of the Essay, she accepts the idea of Marx’s rate of exploitation and argues that the real wage determines the profit per worker employed, and the rate of profit on capital is then determined at the same time. This was clearly understandable in mid-twentieth-century heavy-industry Britain, where the idea that wages were paid by marginal product and profits tended to zero was hard to believe with any conviction. Yet Robinson would wrestle with this question for years to come, as she wondered whether there is a mechanism that establishes, given technical conditions, the rate of profit and then real wage rates emerge as residual; or vice versa, so that profit emerges as a residual (Robinson 1956, 1979b).

Marx also connects the rate of profit with what he calls the “organic composition of capital.” Under capitalism, there is a tendency for the productivity of labor to rise systematically. Marx tries to capture and measure this tendency through the concept of the organic composition of capital, defined in this framework as \( k = \frac{c}{v} \). A rise in the organic composition of capital means that constant capital \( c \) is growing faster than variable capital \( v \)—or as we would describe it now, rising capital is raising profits but also displacing payments to workers, which leads to “a relatively redundant population of workers” known as the reserve army of labor (Marx 1990, p. 782).

Robinson seems to accept this idea of an organic composition of capital, but with reservations. She understands Marx to be arguing that changes in the conditions of production lead to a fall in profits: that is, an increase in \( k \) leads to a fall in \( r \). This argument, in its simplest form, holds the rate of exploitation constant. Robinson clarifies that, with the rate of exploitation held constant, a rise in the organic composition of capital leads to a rise in productivity and levels of real wages. Furthermore, Robinson argues that this assumption of a fixed rate of exploitation is unfounded: instead, labor-saving techniques would reduce employment and raise output per head, “so that the rate of exploitation is raised and there is no reason to expect the rate of profit on capital to be falling—rather the reverse” (Robinson [1942] 1966b, p. xiii). In her view, Marx neither explained the idea that exploitation

---

5 The Marxian rate of profit is more like a profit share, as \( s, c, \) and \( v \) are all flow variables. Robinson, however, finds it difficult to understand whether \( c \) and \( v \) are flows or stocks, which is one of her main critiques of Marxian economics.
could be treated as a constant nor noticed how a disproportionate rise in capital would lead to real wage increases.\textsuperscript{6}

The Essay draws on Marx’s insights for its critique of the orthodox theory of the rate of profit, and Robinson seemed fascinated by how these two different approaches lead to two very different ways of building a theory.\textsuperscript{7} Nonetheless, she did not accept that Marx had a coherent theory of profits until 1951, after reading Sraffa’s introduction to The Works and Correspondence of David Ricardo (Harcourt and Kerr 2009, p. 47).

### Investment and Unemployment

In the Essay, Robinson also expanded on the analysis of unemployment and imperfect competition, which she argued were modern developments that had “shattered the structure of orthodox doctrine and destroyed the complacency with which economists were wont to view the working of laissez-faire capitalism” (Robinson [1942] 1966b, p. xxii). In her view, Marx’s scheme leads us to think about the possibility of an imbalance between supply and demand and the possibility of a crisis of disproportionality, overproduction (insufficient level of effective demand), and underconsumption (Marx’s attack on Say’s Law).\textsuperscript{8} Equally important, it takes our attention to investment demand and the inherent question of which mechanism can guarantee that capital accumulation takes place at the appropriate rate.

For Marx, investment represents additional demand for the output of the two departments of capital and consumption goods. For the flows between departments to balance, we must look into a unique proportional allocation of labor between the two departments, which implies that the “outlay” on labor needs to grow at the same rate in each department. Marx is aware of the difficulty of achieving such consistency for reasons I summarize in two points. First, there is no guarantee that the growth rate of employment will match that of the available labor force. Marx introduces the rate of employment as an additional variable linked to the reserve army of labor. For Robinson, the Keynesian theory of unemployment as the failure of effective demand can be complemented by Marx’s idea of non-employment: the supply of labor growing faster than the number of jobs offered by the capitalist economy. Robinson also highlights that the reserve army is one of the mechanisms behind the determination of real wage, in the sense

\textsuperscript{6}A number of Marx scholars would strongly disagree with Robinson that Marx did not explain his thinking here. Marx was aware that given that \( r = s/c + v \), anything that reduces either \( c \) or \( v \) and anything that increases \( s \) is likely to increase \( r \). Thus, he holds the rate of exploitation (defined as \( s/v \)) constant initially and shows the tendency of the rate of profit to fall, but then discusses possible counteracting factors to this tendency, such as super-exploitation of the work force (absolute surplus), cheapening of raw materials, wages, and goods through foreign trade, formation of joint stock companies and so on. More details about this can be found in Marx’s discussion of value composition of capital (see also Fine and Saad-Filho 2010, pp. 95–96).

\textsuperscript{7}See the online Appendix for a table with a systematic listing of differences between these approaches.

\textsuperscript{8}In the 1942 Essay, Robinson thought that Marx’s rejection of Say’s Law was contradictory, as she interpreted that for Marx the law was inapplicable only during the crises. However, by the time of her 1953 essay “On Re-Reading Marx,” she is convinced that for Marx, Say’s Law never holds (Sardoni 1987, p. 66).
that bargaining strength between capitalist and workers is key in determining the movements of the level of wages. Thus, when labor-saving technical progress reduces the need for labor, it tends to lower the wage rate while raising the rate of exploitation.

Robinson seems enthralled by how Marx and Marxists discuss the interaction of unemployment and the rate of exploitation. She reminds us that in Marx, if the rate of exploitation rises because costs fall due to labor-saving technical progress while money-wages are constant, capitalists see a restriction upon the purchasing power of workers, so effective demand fails to expand with productive capacity. The labor share of output falls. Robinson seemed to embrace this notion of crises, shared of course by the Keynesians but based in a different logic.

The second concern raised by Marx about the balance between the investment and consumer departments begins with the insight that the private profit of the capitalist is the sole motivation for production. Similarly to Keynes, Marx divides all spending between consumption and investment (initially leaving aside government and foreign investment), but with a distinction between wage and profit income and the assumption that all wages are spent on consumption. If part of previous income is saved or if capitalists hoard money from their profits, total spending declines and there is overproduction, in which case the value of goods supplied exceeds the planned spending from the previous period. Overproduction, then, results in capitalists laying off workers and reducing investments.

Robinson’s engagement with this point seems to show her heading to embrace the view that in capitalism money is put into production if some profit is expected. Otherwise, money is kept idle. Thus, there is a positive relationship between investment and expected profit, and accumulation is determined in Keynes and Marx by the energy of the capitalists (what Keynes called “animal spirits”). The pre-Keynesian economic orthodoxy, based on the assumption of full employment, was that the rate of saving governs investment, as mediated by an equilibrium real interest rate. Of course, if full employment is assumed, the theory becomes irrelevant not only for Robinson’s ([1942] 1966b, p. 65) “modern world,” but also for ours.

In any case, Robinson sees both Marx and Keynes distancing themselves from the orthodoxy due to their understanding that the determination of the rate of interest lies somewhere else than in the interaction between saving and investment: for Marx, in the bargaining power between lenders and borrowers; for Keynes, in the supply and demand for money and the issue of liquidity preference. For both of them, the interest rate can be an obstacle to capital accumulation. In Marx, the higher the interest rate, the larger is the share of surplus going to rentiers. In Keynes, low demand for money resulting from low activity and employment means that the rate of interest tends to fall (Robinson [1942] 1966b, pp. 68–69). Moreover, Keynes had shown that a rise in saving, which reduces consumption, leads also to reduction in income, which then stops increased saving from materializing. Thus, an initial rise in saving can lead to a fall in rate of investment, not an increase.

Although Robinson makes clear that Marx did not directly discuss effective demand, she sees in Marx many hints that could have led Marxists to elaborate a
theory of effective demand before Keynes did. She laments that the problem of effective demand does not arise in Marx, especially because he also “admits the divorce between decisions to save and decisions to invest, which, in Keynes’s system, appears as the root cause of crises and unemployment” (Robinson 1948, p. 141). For her, Marxists had much to learn from modern economics, at the time, when it came to effective demand and theory of employment, which could also provide a basis for the study of the laws of motion of capitalism (Robinson [1942] 1966b, p. xxiii).

Exploitation

Following in the footsteps of Marx, Robinson ([1942] 1966b, p. 3) sees capital accumulation and unprecedented wealth levels as the result of drawing out the productive power of combined and specialized labor, while workers producing the wealth do not share the benefits from the increase in their productive power. She emphasizes that when Marx is dividing the net product of industry into wages and surplus value (consisting of profit, interest, and rent), he is offering a theory of distribution that is also a theory of exploitation. Interestingly, however, Robinson rejected the idea that labor is the source of value, choosing instead to separate the theory of value from the theory of exploitation.9

Exploitation is an analytical category of significance for Robinson in both the 1933 Imperfect Competition and the 1942 Essay, albeit in related but different ways. In 1933, she showed that if imperfect competition takes place—which happens often—workers get paid less than the value of their marginal productivity. At the time she was an “analytical optimistic,” as she put it in her 1932 pamphlet Economics Is a Serious Subject (1932a), where she defends Marshall’s box of tools and the methodology of making unrealistic assumptions to give formal treatment to an economic problem (Marcuzzo 2010, p. 457). She defines exploitation as “payment to labor of less than its proper wage” (Robinson [1933] 1969, pp. 281–282), but class struggle and a discussion of the social relations at work in capitalism do not feature in her analysis.

In 1942, she reinstated the argument from 1933 that the main influence on the share of labor in the total output is the degree of imperfect competition in both the consumer good via monopoly and the labor market via monopsony. But her view is that the microeconomic focus on prices exposes us to minor defects in capitalism,

9Robinson’s interpretation and rejection of the labor value theory is also an outcome of dismissing Marx’s distinction between productive and circulation/exchange spheres. In Marx, there is a strict division between sphere of production (values) and circulation/exchange (prices). The discussion of the Marx’s reproduction scheme can be made in terms of either value or prices, and each of these concepts is equally relevant in its own sphere. Value allows us to assess the amount of the social product above the value of wages (surplus value/unpaid labor) that is appropriated by the owners of the means of production. Given the existence of surplus value for capitalists, prices perform the role of distributing this surplus among them in the sphere of exchange (Harris 1972). Robinson dismisses this division as a red herring. However, it is in the exchange under competitive conditions where capitalists try to expand their profits, which eventually leads to uniform this rate. That is why the rate of exploitation shows a relation between classes while the rate of profit shows us a relation between capitalists.
while Marx is concentrating on major issues by showing us the complexity of the social fabric and the different forces behind the distribution of the product between labor and capital. She brings issues related to the laws of motion of capitalism and crises to her analysis, coming from classical political economy. She seems to be heading toward a belief that distribution of income should be viewed as grounded in social and historical circumstances, not as a remuneration for scarce factors of production. For Robinson ([1942] 1966b, p. 80), both aspects are useful for a discussion of the nature of the system, but neither can tell us what really governs the margin of profit per unit of output.

By the time of Essay, Robinson had become even more careful about the tension between analytical and normative aspects of economics. She starts the Essay by making it clear that she wants to strip Marxian economics from ideology. She makes “amends” to Marxian concepts and ratios to make them not only understandable for an academic economist, but also empirically testable. However, her earlier “analytical optimistic” is tainted by a sober statement that orthodox economists assume the role of apologists of the system, while Marx wants to hasten its overthrowing. She argues that while Marx is aware of his purpose, orthodox economists are not, as “[t]hey wrote as they did because it seemed to them the only possible way to write, and they believed themselves to be endowed with scientific impartiality” (Robinson [1942] 1966b, p. 1).

Marx’s “awareness”—and bluntness about the utopia of scientific impartiality—gets Robinson’s attention when she highlights his point that not even algebraic formulae are innocent of political implications. Take, for example, Marx’s insistence in writing the rate of exploitation as surplus divided by variable capital (wage bill) $s/v$, not $s/(s+v)$. Robinson (1942 1966b, p. 22) writes:

\[
\frac{s}{v} \text{ expresses the “real fact” of the “exclusion of labourer from the product” of his work, while the ratio } \frac{s}{(s+v)} \text{ presents the “false semblance of an association, in which the labourer and capitalist divide the product in proportion to the different elements which they respectively contribute towards its formation.”}
\]

In the Essay, Robinson is wondering where it could ever be possible to separate economic analysis from moral aspects and ideology. She wonders in a footnote about the “the transmutation of the notion of ‘exploitation’ which takes place under the influence of the modern theory.” From Marx’s views that labor is exploited because capital earns a net return, to the orthodox scheme where labor is exploited because it receives less than the wage given under perfect competition, she argues that in the

---

\[10\] This point was made earlier by Sraffa. In 1953, once fully clear about Sraffa’s point, Robinson would then criticize her Imperfect Competition, rejecting both capital as a factor of production and the rate of profit as the price which sets the quantity of capital employed (Marcuzzo 2003, p. 558).
orthodox scheme “moral and analytical considerations thus become inextricably confused” (Robinson [1942] 1966b, p. 77).

The Essay’s Legacy

[O]n the whole our regard for Marx is not increased but our regard for the old orthodoxy is somewhat diminished …

Harrod (1942)

The Essay’s discussion is rooted in two fundamental differences Robinson sees between Marxian and orthodox economics. The first relates to whether one approaches capitalism as the natural order of things, as in the orthodox economics of the time, versus seeing it as a stage of development but neither the ideal nor the final stage, as in Marxian economics. The second relates to arguing in terms of a harmony of interests in society, as in the orthodox economics of the time, versus conceiving economic life in terms of a conflict of interests between property owners and workers with no property, as in Marxian economics. In orthodox economics, the shares of the social product among different classes are determined by inexorable natural laws. In Marxian economics, these shares are determined by the conflict between those who hope to gain and those who fear to lose.

But not only this noticeable contrast got Robinson’s attention. For Robinson, Marxian economics provides a starting point for issues “where academic teaching was totally blank,” such as “growth and stagnation, technical progress and the demand for labor, the balance of sectors in an expanding economy” (Robinson 1962, p. 149). Even in the short run, she argues, Marx anticipated most of Keynes’s theory, to the extent that starting with Marx would have saved Keynes “a lot of trouble” (Robinson 1964, p. 96). For Keynes, the major feature of his theory of effective demand is that the economy can experience an underemployment equilibrium for long periods of time; for Marx, the “non-optimal outcomes” take the form of crises, especially overproduction crises. For Robinson, these two theories had close resemblance with what she called the modern theory of crisis. Marx’s theory of the reserve army of unemployed labor and his theory of the relationship of capital-good to consumption-good industries (which shows the limitations of consumption) are what seem to have led her to expand on the Keynesian theories of unemployment and effective demand.

Marx helped Robinson to follow issues related to long-term accumulation that had only been touched on by Keynes (for example, Robinson 1980, p. 1475). As

\[11\] By 1964, Robinson considered Kalecki’s theory of effective demand more satisfactory than Keynes’s and attempted to enlarge the scope of Keynes’s analysis to incorporate technical change, innovations, and changes in income distribution (Marcuzzo, 2010 p. 460). Later in life, Robinson would seek to make sure that Kalecki “received due recognition as the co-founder (with Keynes) of scientific macroeconomics” (Harcourt and King 1995, p. 32).
she wrestled with the problem of the inducement to invest, which for her was not wholly resolved, she asked which theory of investment was the most appropriate for a capitalist economy and wondered whether investment was primarily determined by long-run structural considerations. She was interested in how, for Marx, capital engages in the process of exploitation and how exploitation might make profit possible even over the long run. In short, an adequate concept of profit was necessary for extending Keynes’s analysis of the long period. Robinson was starting a long path challenging the idea that the rate of profit is the price that sets the quantity of capital employed.

Marx’s thinking on the total supply of capital and the rate of profit on capital was a key influence that led Robinson (1953) to tackle the problem of how capital is to be measured in the aggregate production function. Studying Marx helped Robinson to argue that in the long period we cannot avoid the question “what is the quantity of capital” (Marcuzzo 2018, pp. 124–125). By 1953, Robinson was pointing out “the neoclassical failure to distinguish between changes in the conditions of producing a given output when the quantity of capital is altered from changes in the value of that capital due to variations in wages and profits” (p. 125). Robinson’s views in 1942 can be seen as the starting point of what became known as the “Cambridge capital theory controversies” (Groenewegen 2003), a lengthy dispute between economists at Cambridge University and a group based in Cambridge, Massachusetts, over whether capital could be meaningfully defined in an aggregate production function (for an overview in this journal, see Cohen and Harcourt 2003).

Marxian economics gave Robinson the insights and motivation she needed to move away from Marshallian economics and closer to a more classical approach (Robinson 1951, 1956, 1973c). Later on, in a move that would lead economists and historians of economics to consider her the midwife to post-Keynesian economics, she refused to follow Hicks’s reconciliation of Keynes with classical theory under the IS-LM model, but rather “attempted to bridge Keynes, via Kalecki and Sraffa, to Marx and the classical authors” (Marcuzzo 2010, pp. 459–460).12

The reaction to Robinson’s Essay was well mixed; it aroused controversy among orthodox and Marxian economists alike. Maurice Dobb, a Cambridge economist and historian who was part of Keynes’s Cambridge milieu and a leading Marxian economist of his generation in Britain, had a continuous exchange with Robinson during the making of the Essay. He was skeptical about the idea of translating Marxian language to economics. He wrote to Robinson in 1941 saying “conventional ways of thoughts and modes of expression” are important parts of what one means, and “one is almost sure to miss, or even distort, the meaning in translation, as is so commonly done by historians of thought” (Dobb 1941). Dobb made clear to

---

12 Robinson later labelled post-Keynesian economics as the true alternative to neoclassical economics. In her words, “the classical tradition, revived by Sraffa, which flows from Ricardo through Marx, diluted by Marshall and enriched by the analysis of effective demand of Keynes and Kalecki” (Robinson 1973b, p. xii). For an introduction to post-Keynesian economics, see King (2003) and Lavoie (2009).
Robinson that Marxian economic theory, or any theory for that matter, could not be reducible merely to deductive propositions.

Keynes responded to Robinson’s effort with the remark: “there is something intrinsically boring in an attempt to make sense of what is in fact not sense” (Keynes 1942a). He mentioned how Marx would have faced fewer difficulties assuming that capital is not scarce so that “depreciation, if we forget about risk, would be the only cost of capital” (Keynes 1942b).

On the other side, Robinson’s rejection of the theory of value caused her to be treated as an “enemy by the professed Marxists” (Robinson 1978, p. 276). Robinson could not see how applied research could be conducted in terms of Marx’s system of labor values. In 1942, she argued that Marx’s assertion that the value of a commodity consists of the labor time necessary to produce it is a purely dogmatic statement. In the 1966 edition of the Essay, she reinstates that the concept of value “in itself is quite devoid of operational meaning” and that it is a powerful metaphysical concept, while the rate of exploitation is not” (Robinson [1942] 1966b, p. xi). In contrast, she would state that the rate of exploitation is a matter of fact, not of definition (Robinson and Eatwell 1973, p. 29). Many Marxists at the time focused on her interpretation of the labor theory of value to argue that Robinson misread Marx and was not able to grasp the revolutionary character of Marxian economics and its critique of capitalism (Namboodiripad 1973; Jackson 1943). However, Robinson viewed the theory of value in the narrow sense of a theory of relative prices, which for her was not at “the heart of Marx’s system” (Robinson 1950, p. 148). In her view, Marxians spent too much time on issues of prices, when a far more important issue was exploitation. Her interpretation was taken as an effort to decouple the theory of value from Marx’s theory of class struggle, so as to translate Marx to mainstream economists.

**Final Remarks**

*I have Marx in my bones.*

Robinson (1953)

Robinson never fully accepted Marx’s argument that exploitation was a cause of increasing misery of the industrial working class, and she did not follow the most revolutionary implications of Marxian economics. However, she found Marx’s insights and ideas much more powerful for explaining reality than either the dominant Marshallian economics that she had been taught or the newly developing Keynesian economics of her time. She may not have adopted Marx’s historical materialism (“dialectical”) method where there is a continuous state of change resulting from interaction and conflicts, but Marx solidified in Robinson a path she saw starting with the Keynesian revolution regarding moving from the conception of equilibrium to the conception of history (Robinson 1973a).

Later in life, Robinson (1973b, p. x) would look back at her encounter with Marx in the 1930s and 1940s and say that for her, “the main message of Marx was
the need to think in terms of history, not of equilibrium.” Marx offers a long-run analysis with references to short-run declines in profit and investment, but he does not think in terms of equilibrium. Instead, Marx takes into account the dynamic character of the economy, not as a succession of static states, but rather as economic processes whose movements from period to period lead to ongoing changes and, thus, to an economic system that over time moves into disequilibrium. From Robinson’s perspective, this way of thinking is much more than noting that economic concepts and relationships are influenced by their historical and social setting. It is also about differentiating historical from logical time. As Robinson (1977, p. 57) later put it, “historical time moves from the dark past behind it into the unknown future in front,” while “logical time can be traced from left to right on the surface of a blackboard.” If we accept that the economy exists in time, our economic analysis must consider the difference between theories dealing with logical time and those dealing with historical time.

Although Robinson was still very much influenced by a tendency to moralize economics as a way of improving the world, which can be viewed as a legacy of the Marshallian economics she had been taught, she made very clear that Marx’s condemnation of the existing economic system was not merely about its moral repugnance. For Marx, periodic crisis and trade cycles were symptoms of a “deep-seated and progressive malady in the vitals of the system,” in contrast with the complacency of the orthodox academics who “preach the gloomy doctrine that all is for the best in the best of all possible worlds” (Robinson [1942] 1966b, p. 5). In this sense, for Robinson, Marx was ultimately encouraging, because he opens Pandora’s box and releases terror but also hope.

That said, Robinson’s radicalness seems to have roots before her encounter with Marx and even Keynes. Indeed, in her 1953 essay On Re-reading Marx, she wrote an Open Letter from a Keynesian to a Marxist stating that she was a “Left-wing Keynesian” long before the General Theory was published, and therefore also before her investigation of Marx. Her “pre-Marx” frustrations and critique of economics and capitalism are what seem to have made her state that she had Marx in her bones, without the need “of Hegelian stuff and nonsense” (Robinson 1953, p. 20).

I believe Robinson’s critique and praise of Marx were part of a genuine attempt to both bring Marx to economics and to make Marxian concepts intelligible and relevant for macroeconomists and applied macro research. For Robinson ([1942] 1966b, p. xx), “[i]t surely should be possible to adopt a language in which the two parties could talk to each other.” Some scholars like to highlight how Robinson tried to bring together macroeconomics and Marxian economic theory, stripping the ideological baggage of the latter. However, they often miss Robinson’s urge to disentangle ideology from any economic theory, including not just Marx but also Marshall or Keynes. She was always alert to distinctions between the intentions and the implications of an author. Robinson (1955, p. 71) wrote:

Marx’s analysis of capitalism shows its strong points, although his purpose was to attack it. Marshall’s argument inadvertently shows the wastefulness of
capitalism, although he meant to recommend it. Keynes in showing the need for remedies to the defects of capitalism also shows how dangerous the remedies may be.

In my view, Robinson examined Marx as one would approach any object of study, pointing out weaknesses and coming up with constructive criticisms while also acknowledging its strengths. She was interested in the progress of economic theory not in the abstract sense, but rather in terms of whether that theory was able to account for actual economic phenomena. I would not call Robinson a Marxist more than I would call her a Keynesian, or a member of any other school of thought. She was an original thinker who craved a better economics and was willing to look everywhere for the tools to build one.

For helpful comments and discussion, I thank Cristina Marcuzzo, Angus Armstrong, Wendy Carlin, Jan Toporowski, Roberto Veneziani, Cahal Moran, Ingrid Kvangraven, Roberto Bigg, Alexander Douglas, and James Cutham.
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Recommendations for Further Reading

Timothy Taylor

This section will list readings that may be especially useful to teachers of undergraduate economics, as well as other articles that are of broader cultural interest. In general, with occasional exceptions, the articles chosen will be expository or integrative and not focus on original research. If you write or read an appropriate article, please send a copy of the article (and possibly a few sentences describing it) to Timothy Taylor, preferably by e-mail at taylort@macalester.edu, or c/o Journal of Economic Perspectives, Macalester College, 1600 Grand Ave., Saint Paul, MN 55105.

Smorgasbord

Laurence Boone, Joachim Fels, Óscar Jordà, Moritz Schularick, and Alan M. Taylor discuss Debt: The Eye of the Storm (Geneva Reports on the World Economy 24, Centre for Economic Policy Research, 2022, https://voxeu.org/content/debt-eye-storm). “The world economy today is characterised by a larger quantity of debt, relative to its level of income, than at any time in recorded history…. In the advanced economies, the average total debt of the household, business and government sectors has grown steadily and now exceeds 250% of GDP. In the emerging markets, the same average has risen more quickly in recent years and now stands at about 150% of GDP. The world is therefore highly levered in terms of its overall debt-to-income ratio … The economic dislocations caused by the Covid-19 pandemic

Timothy Taylor is Managing Editor, Journal of Economic Perspectives, based at Macalester College, Saint Paul, Minnesota.

For supplementary materials such as appendices, datasets, and author disclosure statements, see the article page at https://doi.org/10.1257/jep.36.2.265.
have jolted debt ratios even higher, raising even more concerns about future debt burdens and their potential dangers, but in many respects this crisis has only served to accelerate preexisting debt trends. In sum, the picture that this report paints is one of cautious and perhaps unexpected optimism. As long as credit supply remains plentiful relative to debt issuance, and thus interest rates remain low, higher levels of debt are sustainable. We are not blind to the challenges policymakers will have to face. Nor are we blind to the possibility, in a world awash with debt, that negative shocks will generate more bouts of instability, which will inevitably spill over onto innocent bystanders in a globalised economy. However, the trends behind the over-supply of credit will likely continue for a long time. Debt should not be ignored. But neither should it be feared."

The World Development Report is an annual flagship report of the World Bank, and the 2022 version focuses on “Finance for an Equitable Recovery” (February 2022, https://www.worldbank.org/en/publication/wdr2022). “Economic activity contracted in 2020 in about 90 percent of countries, exceeding the number of countries seeing such declines during two world wars, the Great Depression of the 1930s, the emerging economy debt crises of the 1980s, and the 2007–09 global financial crisis … In 2020, the first year of the COVID-19 pandemic, the global economy shrank by approximately 3 percent, and global poverty increased for the first time in a generation…. As the economic effects of the pandemic continue, policy makers aim to strike a balance between providing enough support to mitigate the human costs of the crisis, while limiting the longer-term financial and macroeconomic risks that could emerge from higher debt levels resulting from the crisis. These risks are likely to arise more quickly in emerging economies and especially in low-income countries, where the public and private debt-carrying capacity is much lower than in advanced economies, and where economic conditions were, in many cases, challenging even before the pandemic…. Past crises have revealed that without a swift, comprehensive policy response, loan quality issues are likely to persist and worsen over time, as epitomized by the typical increase in loans to ‘zombie firms’—that is, loans to weak businesses that have little or no prospect of returning to health and fully paying off their debts. Continued extension and rolling over of loans to such firms (also known as evergreening) stifles economic growth by absorbing capital that would be better directed to loans for businesses with high productivity and growth potential.”

Ulrike Malmendier delivered the 2020 JEEA-FBBVA Lecture to the European Economic Association, now published as “Exposure, Experience, and Expertise: Why Personal Histories Matter in Economics” (Journal of the European Economic Association, December 2021, 19:6, pp. 2857–94). From the abstract: “Personal experiences of economic outcomes, from global financial crises to individual-level job losses, can shape individual beliefs, risk attitudes, and choices for years to come. A growing literature on experience effects shows that individuals act as if past outcomes that they experienced were overly likely to occur again, even if they are fully informed about the actual likelihood. This reaction to past experiences is long-lasting though it decays over time as individuals accumulate new experiences. Modern brain science helps understand these processes. Evidence on neural plasticity reveals that personal
experiences and learning alter the strength of neural connections and fine-tune the brain structure to those past experiences (‘use-dependent brain’).”

India’s Ministry of Finance has published its annual Economic Survey 2021-22 (https://www.indiabudget.gov.in/economicsurvey), with an overview of the current state of India’s economy. “The default mode of policy-making in India and most of the world has traditionally been to rely on a pre-determined ‘Waterfall’ approach—an upfront analysis of the issue, detailed planning and finally meticulous implementation. This is the framework that underpins five-year plans and rigid urban master-plans. The problem is that the real world is a complex and unpredictable place buffeted by all kinds of random shocks and unintended consequences. The response of traditional economics was to create ever more detailed plans/regulations, and elaborate forecasting models despite more than adequate evidence that this did not improve outcomes. In his Nobel Prize acceptance speech, economist Friedrich Hayek dubbed this ‘The Pretence of Knowledge’. This Economic Survey sets out to explain the alternative ‘Agile’ approach that informed India’s economic response to the Covid-19 shock. This framework is based on feed-back loops, real-time monitoring of actual outcomes, flexible responses, safety-net buffers and so on. Planning matters in this framework but mostly for scenario analysis, identifying vulnerable sections, and understanding policy options rather than as a deterministic prediction of the flow of events…. Some form of feedback loop based policy-making was arguably always possible, but the Agile framework is particularly relevant today because of the explosion of real-time data that allows for constant monitoring. Such information includes GST [goods and services tax] collections, digital payments, satellite photographs, electricity production, cargo movements, internal/external trade, infrastructure roll-out, delivery of various schemes, mobility indicators, to name just a few.”

Elroy Dimson, Paul Marsh, and Mike Staunton have co-authored the annual Global Investment Returns Yearbook published by the Credit Suisse Research Institute (February 2022, https://www.credit-suisse.com/about-us/en/reports-research/csri.html). This edition includes a special topics chapter on “Diversification.” “Conventional wisdom is that a small number of stocks—say 10 to 20—is sufficient to provide market-mimicking returns. That interpretation is misleading … Many more stocks are needed to create a well-diversified portfolio…. From 1980 onward, US investors made increasingly large investments in overseas equities. However, in risk-return terms, they would have been better off staying at home…. Moreover, this is before taking account of the higher costs of investing internationally in the earlier part of this period…. Stock-bond correlations have now been mostly negative in major world markets for some 20 years. This negative correlation means that stocks and bonds have served as a hedge for each other, enabling investors to increase stock allocations while still satisfying a portfolio risk budget…. In recent years, much research has focused on why the sign of the stock-bond correlation flipped in the late 1990s. What was different about the period before and afterwards? … Despite the volume of research, neither theory nor empirical studies point to a single or clear explanation for the negative stock-bond correlation.”
As a policy-focused complement to the “Symposium on Early Childhood Interventions” in this issue—a bipartisan group of academics under the moniker of the “AEI-Brookings Working Group on Childhood in the United States” has produced a report on “Rebalancing: Children First” (February 2022, https://www.brookings.edu/research/rebalancing-children-first/). “The working group proposes, in short, rewriting the generational contract. In 2019, the share of the federal budget spent on children was 9.2 percent and the share spent on the adult portions of Social Security, Medicare, and Medicaid was 45 percent.... This allocation is a statement of national priorities—priorities that the working group agrees need to change.”

Innovations in Money?

The Federal Reserve offers a framework, without committing to any policy choices, in a discussion on “Money and Payments: The U.S. Dollar in the Age of Digital Transformation” (January 2022, https://www.federalreserve.gov/publications/files/money-and-payments-20220120.pdf). “For the purpose of this paper, a CBDC [central bank digital currency] is defined as a digital liability of a central bank that is widely available to the general public. In this respect, it is analogous to a digital form of paper money.... A CBDC could potentially offer a range of benefits. For example, it could provide households and businesses a convenient, electronic form of central bank money, with the safety and liquidity that would entail; give entrepreneurs a platform on which to create new financial products and services; support faster and cheaper payments (including cross-border payments); and expand consumer access to the financial system. A CBDC could also pose certain risks and would raise a variety of important policy questions, including how it might affect financial-sector market structure, the cost and availability of credit, the safety and stability of the financial system, and the efficacy of monetary policy.... The Federal Reserve will continue to explore a wide range of design options for a CBDC. While no decisions have been made on whether to pursue a CBDC, analysis to date suggests that a potential U.S. CBDC, if one were created, would best serve the needs of the United States by being privacy-protected, intermediated, widely transferable, and identity-verified.”

Dirk Niepelt has edited an e-book of 19 short and readable essays on Central Bank Digital Currency: Considerations, Projects, Outlook (CEPR Press, November 2021, https://voxeu.org/content/central-bank-digital-currency-considerations-projects-outlook). Some of the essays focus on overall conceptual questions; others provide some detail on what CBDC experiments some central banks around the world are already carrying out. Niepelt writes in the introduction: “Many central banks have concluded that private sector initiatives have taken the status quo option off the table. And as a consequence, more and more monetary authorities have morphed from observers into active contributors, albeit often sceptical ones. While the discussion about the ‘right’ CBDC choices—no, or yes and how—is far from settled, the
arguments have become sharper and the trade-offs clearer. It has become evident that the implications of CBDC extend far beyond the realms of payments, monetary policy and financial stability. And consequently, there is growing awareness that parliaments and voters—not only central banks—should actively join the debate.”

The President’s Working Group on Financial Markets (PWG), joined by the Federal Deposit Insurance Corporation (FDIC) and the Office of the Comptroller of the Currency (OCC), released a “Report on Stablecoins” (November 2021, https://home.treasury.gov/system/files/136/StableCoinReport_Nov1_508.pdf). “Stablecoins are digital assets that are designed to maintain a stable value relative to a national currency or other reference assets. Today, stablecoins are primarily used in the United States to facilitate trading, lending, or borrowing of other digital assets, predominantly on or through digital asset trading platforms. Proponents believe stablecoins could become widely used by households and businesses as a means of payment. If well-designed and appropriately regulated, stablecoins could support faster, more efficient, and more inclusive payments options.... Speculative digital asset trading, which may involve the use of stablecoins to move easily between digital asset platforms or in decentralized finance (DeFi) arrangements, presents risks related to market integrity and investor protection. These market integrity and investor protection risks encompass possible fraud and misconduct in digital asset trading, including market manipulation, insider trading, and front running, as well as a lack of trading or price transparency. Where these activities involve complex relationships or significant amounts of leverage, there may also be risks to the broader financial system.... Stablecoins also pose illicit finance concerns and risks to financial integrity, including concerns related to compliance with rules governing anti-money laundering (AML) and countering the financing of terrorism (CFT) and proliferation.”

Interviews

Noah Smith serves as interlocutor in “Interview: Emi Nakamura, macroeconomist” (Noahpinion, February 21, 2022, https://noahpinion.substack.com/p/interview-emi-nakamura-macroeconomist). “The recent increase in inflation is much more than historical experience would have predicted (which is about an increase in inflation of 1/3% for every 1% decrease in unemployment). I think several factors have been important. First, after a long hiatus from playing a major role in inflation, supply shocks are back! The most dramatic of these is the disruptions to the labor market. US labor force participation is down by roughly 1.5%, and so far the decline is pretty persistent.... There have also been other important supply shocks: it’s more expensive to operate a daycare or a factory than it used to be due to safety restrictions due to COVID. It used to be hard to come up with good examples of negative supply shocks in teaching undergraduate economics classes, but COVID certainly counts as one! Second, there has been a historic shift in demand from services to goods. In the Great Recession, the fraction of expenditures spent
on goods fell. The opposite happened during COVID: the fraction of spending on goods rose pretty dramatically. This is another tectonic shift in the economy that I think is putting enormous pressure on supply chains among other things. Third, there has been a very rapid recovery and a lot of government support for spending. Households have a huge buildup in savings, and spending this down is no doubt contributing to demand. One thing that hasn’t contributed much to inflation so far is an unhinging of longer run inflation expectations. Both survey and market-based measures of longer run inflation expectations look pretty stable … It’s one of the Fed’s primary goals these days to keep it that way.”

David A. Price conducts an “Interview” with Pinelopi Goldberg, subtitled “On developing countries, measuring economies by satellite, and the learning crisis” (Econ Focus, Federal Reserve Bank of Richmond, Winter 2022, pp. 22–26, https://www.richmondfed.org/publications/research/econ_focus/2022/q1_interview). At one point, Goldberg discusses her research (with Tristan Reed) on why COVID death rates seem so much lower in low-income countries: “Most people’s reaction was that this result was just because poor countries are not connected, so COVID-19 had not arrived there yet. [But] capitals of low-income countries are not as isolated as people think; many of these cities are global cities. They are connected to the rest of the world. Another reaction was that this was all measurement error. But the differences in deaths are huge—orders of magnitude apart. Just to give you one striking example, in the United States right now, the deaths per million are around 2,500. In Nigeria, the number is 14; in India, it’s 340. And it’s not easy to hide deaths. Yes, there is measurement error—probably deaths and hospitalizations are much higher in low-income countries than the statistics show—but still, there is a big difference between low-income countries and richer ones. I think there are three reasons at work. First, everyone agrees that two of the risk factors for a serious reaction to COVID-19 leading to hospitalization and death are age and obesity. The age distribution in many low-income countries is very different from that in the United States. To mention a striking case, in Niger, the median age is 15; there, COVID-19 would probably not have very severe health effects on the population. On top of that, in low-income settings, obesity is much lower. In addition, many epidemiologists talk about what they call “trained immunity” for low-income countries. The idea is that people in those countries are exposed to disease all the time, so their immune systems have learned how to cope. An alternative interpretation is that there has been selection; the ones who have managed to survive the various diseases they’ve been exposed to have very strong immune systems. It’s still the case that the poorer the country, the lower the per capita COVID-19 deaths so far. We’ll see whether this holds in the future.”

Ilan Goldfajn and Eduardo Levy Yeyati have edited an e-book, Latin America: The Post-Pandemic Decade—Conversations with 16 Latin American Economists (CEPR Press, December 2021, https://voxeu.org/content/latin-america-post-pandemic-decade-conversations-14-latin-american-economists). As one example, here are comments from Ricardo Hausmann: “Over the past 60 years, the [Latin America] region has not shown a capacity to narrow the huge income gap it has with the advanced
The region's income per capita at market prices is less than 1/7th that of the United States, 1/4th when adjusted for purchasing power parity. This lack of progress in closing the income gap is surprising in light of the fact that gaps in education, health, life expectancy, infant mortality, urbanisation, fertility rates and female labour force participation have narrowed dramatically or even reversed, while gaps in investment effort are either small or negative. Policies have also become more market friendly: inflation is way down in the single digits (except in Venezuela and Argentina), credit ratings have improved, trade has been liberalised, public enterprises have been privatised and many other indicators of market-friendly structural policies have all been moving in the right direction. My interpretation of this state of affairs is that there is a growing technology gap: Latin America is particularly bad at adopting and adapting technology. For the region as a whole, the rate of patenting is 1/70th that of the United States, with the best performers—Brazil and Chile—at about 1/40th of US levels. This is not a typical feature of middle-income countries: China's patenting rate per capita is higher than the United States and Korea holds the world patenting record per capita, while Turkey, Eastern Europe and the former Soviet Union dwarf the best Latin American performers. A final piece of evidence is the dearth of new exports in Latin America: while the export basket of fast-growing countries in East Asia and Eastern Europe shows rapid diversification and sophistication—from garments, to electronics, to cars, to machinery, to chemicals and beyond—Latin America has been stuck in a narrow set of exports. Even Latin America's own positive deviance—blueberries, soybeans, avocados and other fruits—speak about technological developments adapted to local conditions that allowed the region to deploy physical and human capital into new 'ideas'.

**Discussion Starters**

Keith Fuglie, Jeremy Jelliffe, and Stephen Morgan of the Economic Research Service at the US Department of Agriculture discuss “Slowing Productivity Reduces Growth in Global Agricultural Output” (Amber Waves, December 28, 2021, https://www.ers.usda.gov/amber-waves/2021/december/slowing-productivity-reduces-growth-in-global-agricultural-output/). “After the ‘Green Revolution’ of the 1960s and 1970s increased crop yields, growth rates in agricultural output peaked and then started declining until the 1990s. In the 1990s and 2000s, growth rates in global agricultural output began trending upward again. Driven by more rapid TFP [total factor productivity] growth, world agricultural output increased fast enough to meet food demand from growing global populations and incomes, and reduced the need to use more land, labor, and other resources. However, global agricultural productivity growth slowed in the 2010s. Output grew at an average annual rate of 2.08 percent during 2011–19 compared with 2.68 percent during 2001–10... Average TFP growth during these decades fell from 1.96 percent annually to 1.31 percent annually. At the same time, the rate at which agricultural land was
expanding increased…. The slowdown in agricultural output growth over the past decade occurred primarily in developing countries … The growth rate in agricultural production in developing countries declined from an average of 3.56 percent in the 2000s to 2.37 percent in the 2010s. A decrease in the rate of TFP growth was responsible for most of this decline.”

Dorte Verner, Nanna Roos, Afton Halloran, Glenn Surabian, Edinaldo Tebaldi, Maximillian Ashwill, Saleema Vellani, and Yasuo Konishi have written a book on Insect and Hydroponic Farming in Africa: The New Circular Food Economy (World Bank, December 2021, https://openknowledge.worldbank.org/handle/10986/36401). From the Executive Summary: “While current agri-food production models rely on abundant supplies of water, energy, and arable land and generate significant greenhouse gas emissions in addition to forest and biodiversity loss, past practices point toward more affordable and sustainable paths…. Frontier agriculture includes insect farming and hydroponic farming … Insect farming is the process of producing insects for human food and animal feed, and hydroponic farming is the process of growing crops in nutrient-rich water solutions instead of soil. These technologies do not require great access to land, water, or wealth—all limiting factors in Africa … The technologies use organic waste, including agricultural or certain industrial waste, to quickly produce nutritious and protein-rich foods for humans, fish, and livestock and biofertilizers for soils. This improves food and nutrition security while reducing waste, strengthening national accounts, replenishing the environment, saving hard currency reserves by decreasing food and feed imports, and promoting green, resilient, and inclusive development…. Within a year, African insect farming can generate crude protein worth up to US$2.6 billion and biofertilizers worth up to US$19.4 billion. That is enough protein meal to meet up to 14 percent of the crude protein needed to rear all the pigs, goats, fish, and chickens in Africa, according to the report’s modeling of the annual production of black soldier fly larvae (BSFL) in Africa.”