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The Economics of Policing and Public Safety

Emily Owens and Bocar Ba

Police are the first point of contact that most people have with the criminal justice system. In the interest of public safety, police in the United States have a broad mandate to define exactly what actions may constitute a crime and what behaviors suggest that someone may have participated in one of those actions. Governments grant police the right to engage with the public, which we define broadly as any police action that is intended to increase safety, including the right to display, threaten, or use force in order to coerce civilians into complying with police demands. These state-granted rights of engagement have both benefits and costs to society.

There is consistent evidence of a substantively large and negative elasticity of crime with respect to the number of police in an area (Levitt 1997, 2002; McCrary 2002; Di Tella and Schargrodsky 2004; Evans and Owens 2007; Draca, Machin, and Witt 2011; Fu and Wolpin 2018; Mello 2019; Weisburd 2018). There is also evidence that certain police practices can reduce crime, including problem-solving and (some) proactive policing strategies (National Academies of Sciences, Engineering, and Medicine 2018). Reducing crime is good for society. The direct costs associated with being a crime victim include lost wages, medical bills, and lost or destroyed property (for a recent review, see Bindler, Ketel, and Hjalmarsson 2020). In addition to direct costs of being a crime victim, civilians who are worried about the possibility of being victimized also incur costs of private actions taken to reduce their exposure to crime and costs associated with the stress of potential victimization.
While these indirect costs may be small in per capita terms, when summed across individuals, total indirect social costs are almost certainly larger than the total direct costs to the 1.68 percent of people who are crime victims each year (Bentham 1789). Comparing estimates of direct costs to victims to survey evidence on people’s willingness-to-pay to reduce their probability of victimization by, for example, living close to a registered sex offender, confirms this belief (Cohen 2014).

The ways in which police engage with the public to reduce crime include being present in a neighborhood, formal surveillance, issuing a citation, making an arrest, or using physical force to obtain compliance. Being the subject of police engagement is costly, in particular by decreasing the physical and mental well-being of the involved civilian (Geller et al. 2014; Geller and Fagan 2019; Mello 2018; Legewie and Fagan 2019; Harris, Ash, and Fagan 2020; Ang 2020). Other costs of police engagement are borne indirectly by others. An important component of these indirect costs include decreased trust in police, particularly if witnesses or communities may consider the engagement to be evidence of underlying illegitimacy of the police department or bias on the part of individual officers. As police officers are representatives of the government, decreased police legitimacy may also threaten civilians’ trust and engagement with other political processes and governmental institutions (Lerman and Weaver 2014; Brayne 2014; Ba 2018; Ang and Tebes 2018).

Much like the benefits of crime reduction, the roughly 24 percent civilians who are directly involved with the police each year bear the largest per capita costs. We are not aware of empirical research on the indirect costs of police engagement—for example, how much do members of the public, on average, change their behavior in order to avoid police who may be racially biased? But the increased visibility of incidents of police aggression via cellphone technology and social media likely means these indirect costs are increasing (Owens 2019).

Some police actions, in certain contexts, will provide more benefit to society in terms of crime reduction than they cost in terms of police legitimacy, and some actions will not. Socially optimal policing occurs when police take the actions that provide a net social benefit, and when they refrain from actions that result in net costs. In practice, differentiating between costly and beneficial actions in the heat of an encounter between police and civilians is not easy, but describing optimal policing as merely balancing social benefits and costs actually understates the complexity of providing welfare-enhancing public safety through police.

This is because the distribution across people of the direct net benefits of police engagement is not obviously correlated with the distribution of indirect net benefits. Criminologists have long noted that fear of crime (an indirect benefit) is only weakly correlated with actual crime incidence (a direct benefit), and many police policies reduce either one or the other (Weisburd and Eck 2004). This pattern complicates the “ideal” provision of public safety through police; when the indirect benefits of
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1 This victimization rate estimated from the 2018 National Crime Victimization Survey (data series NCJ 253043).

2 This estimate comes from the rate at which people in the 2018 Police Public Contact Survey (data series NCJ 255730) report being stopped by the police.
crime reduction are so large relative to the direct benefits, even a police action that is technically socially optimal can actually result in a welfare loss to people who are directly affected, as offenders and/or victims, by police engagement.

Policing does not exist in a vacuum, and the concentration of victims and offenders in US society is almost certainly the result of historic and persistent institutional discrimination. To the extent that police engagement occurs within communities already impacted by discrimination in other sectors, the marginal legitimacy cost of police engagement can be particularly high relative to engagement with groups of people who more firmly trust in the police (Hinton 2016). Police chiefs sometimes refer to the costs of using excessive force as “spending down community capital,” a phrase which intuitively reflects this underlying idea. Not only is it the case that policies which appeal to a majority of voters and actually balance overall costs and benefits can be misprovided at local levels, the same people and places that bear the largest burden of misprovision of police engagement also tend to be the most historically disadvantaged. Attending to the distribution of direct and indirect net benefits adds an additional layer of complexity to the standard social welfare maximization problem.

As we will show, civilian feedback suggests that in practice, police engagement frequently is perceived by the public to reduce crime by less than it reduces legitimacy, and there is also evidence that police actions that provide net local benefits do not always occur. The local misprovision of policing is more likely to be reported by people who are Black or Hispanic. This outcome is not surprising when viewed in the context of the organizational and individual incentives of police.

External pressure on police departments tends to encourage crime reduction, with less attention to legitimacy costs. Even if a department was able to identify socially optimal police policies that carefully consider the distribution of direct and indirect benefits, it is not obvious those policies would be implemented by individual police officers. Current tools available to police managers to encourage individual officers to behave in the interest of the department are, from a personnel perspective, limited, and have been only rarely shown to alter police behavior in the field. Instead, many compensation and oversight strategies tend to encourage individual officers to make arrests and to emphasize officer’s personal safety. While these goals are both important and laudable, they are different from engaging with the public in a socially optimal way.

Municipal Police Departments Are Funded like First Responders, Not Crime Reducers

Police departments are one of many government institutions, along with schools, social welfare organizations, and housing providers, that can benefit society by reducing crime. One way to think about how much municipal governments have chosen to provide public safety by increasing the cost of crime, versus reducing the perceived benefits of crime, is by comparing how many police there are relative to other local government employees, and how much those employees are paid.
In Figure 1, we compare the number of people employed by local police departments, primary and secondary schools, housing authorities, and social welfare organizations, from 1993 to 2016, as recorded in the Annual Survey of Public Employment Payroll. We also include the employment of firefighters: as first responders in emergencies, police and firefighters are tightly linked in the public mind. From 1993 to 2016, the numbers of people employed by police departments, schools, and fire departments have grown at roughly the same rate—29 percent for police and educators and 35 percent for firefighters. The number of people employed in social safety net organizations that have also been shown to reduce crime has not kept pace. Overall, in terms of number of people employed, it does not appear to be the case that municipal governments have reduced their investment in education relative to deterrence over time.

In contrast, if local investment is inferred from growth in salary, police officers have been treated more like firefighters than other public employees. Monthly police salaries have grown in lockstep with firefighters since 1993. In contrast, educators’ salaries have been stagnant, or even falling. Trends in wages over time suggest the budgeting decisions regarding paying and hiring police assume their primary role in the community is to respond to emergencies. However, other first responders do not wield the discretionary influence that police officers have in the daily lives of civilians. From a budgetary perspective, allocating funds to officers in a way that focuses only on their role as first responders oversimplifies their role in society—as noted earlier, rapid response to crimes that have already occurred is only one of the many benefits of police engagement (Weisburd 2018).

What Do Civilians Think about Police?

One way to evaluate the extent to which policing decisions are maximizing social welfare is to ask people about their perceptions of law enforcement. According to Gallup polling, between 1995 and 2013, the percent of adults with a great deal of confidence in the police was between 54 percent and 64 percent. Since 2013, this has fallen, and in June 2020, only 48 percent of adults expressed strong support for law enforcement. In the 1990s and early 2000s, there was a persistent racial gap in public confidence, with about 60 percent of White Americans and 35 percent of Black Americans expressing a great deal of confidence in the police. In 2020, this racial gap grew (primarily due to reduced confidence among Black Americans) to almost 40 percentage points (as reported by Jones 2020).

The persistent and increasing difference in the amount of confidence that Black and White Americans have in police is not consistent with crime reductions being the only dimension along which police impact people’s lives. Since 1993, crime in the United States has declined enormously. Sharkey (2018) points out that victimization was once a central fact of life for people living in large cities, and this is simply no longer the case. In addition, Black people have disproportionately benefited from the great crime decline, with violent victimization rates falling from 6 percent for Black adults in 1995 to 1.9 percent in 2019. For White adults,
the comparable change was 4.3 percent to 2.1 percent. There are many contributors to the great crime decline of the 1990s, but an increase in police engagement, as measured by the number of police per capita in the United States, was almost certainly an important one (Levitt 2004). However, the 60 percent reduction in crime victimization risk was not enough to increase the confidence that Black adults had in police officers. As economists, this should not be a total surprise, because
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**Figure 1**

**Public Employment from 1993 to 2016**

A: Number of Employees in 1993 and 2016

B: Salary

Source: Annual Survey of Public Employment Payroll (Kaplan 2021).

Note: These panels provide public employment patterns from 1993 to 2016. Data are missing for the year 1996. Panel A presents the number of full-time employees in 1993 and 2016. Panel B shows salary trends by sectors for full-time workers. For police and fire protection, we report the numbers associated with officers and firefighters. Elementary and secondary instructional comprise the education sector. The housing sector includes community development.
simply quantifying the crime-reducing benefits of policing informs only half of the crime-legitimacy tradeoff that police officers must make. Indeed, Black Americans are also more likely to bear large direct costs of police engagement: based on the Uniform Crime Reporting data over the same time period, adult arrest rates were at least twice as high for Black Americans than White Americans, and have only slightly converged.3

In order to better understand the temporal and racial dynamics of trust in the police over such a long period of reduced victimization risk, we now provide descriptive information about allegations of misconduct by officers from the Philadelphia Police Department (PPD) between January 2015 and November 2019 (for details about the complaint process, see PAC 2021). Philadelphia is the sixth-most populous city in the United States, but here, we focus on Philadelphia for reasons of data availability: we can observe the race of the complainant and what they specifically were complaining about. Filed complaints are an imperfect measure of officer performance, as we will discuss, but for the purposes of this section we interpret the act of filing a complaint as an expression of a preference for a different sort of police engagement, even if supervisors ultimately decided there was no evidence that the officer violated departmental policy.

Among the 6,300 sworn officers in the Philadelphia Police Department, about 13–16 percent receive at least one complaint each year. According to Figure 2, civilians most frequently complain about police engagement that provides too little crime reduction relative to the imposed costs, 36.7 percent of the complaints allege a departmental violation or policing outside of the law, and 25 percent of the complaints allege verbal and/or physical abuse, all of which correspond to over-policing. However, concluding that the Philadelphia Police Department should simply reduce the amount it engages with the public is not clear: 20.5 percent of the complaints allege a lack of service, meaning that the civilian believes that not enough engagement was provided and would be a sign of under-policing).

Relative to the population of Philadelphia, Black people are overrepresented among complainants. About 60 percent of the complaints were filed by Black complainants, who make up 40 percent of the city population, and about 17 percent of the allegations were filed by White complainants, who make up 34 percent of the population. Taken at face value, Black Philadelphia’s residents appear to be less satisfied with the quality of policing provided to them.

Whether civilians perceive over- or under-policing as the main problem varies by race. Almost 40 percent of Black civilian complaints allege a departmental violation while only 17 percent allege a lack of service. This pattern of complaints made by Hispanic civilians is similar, but inverted for White complainants. Almost one-third (27 percent) of complaints made by White civilians allege a departmental violation while 30 percent allege an officer’s lack of service. When it comes to verbal and/or physical abuse, Black and Hispanic complaints make a higher
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share of allegations (about 26–27 percent) compared to White complainants (23 percent). Overall, Black and Hispanic civilians are more likely to perceive that officers are overpolicing—taking relatively more actions that do not reduce crime by as much as they erode trust in the police. In contrast, White civilians are more likely to demand that police officers engage in more crime-reducing actions.
Are the complaints indicative of rogue officers or dissatisfaction with department policies? One way to understand this is to consider what happens after a complaint is made. Officers who have complaints filed against them are not immediately sanctioned; instead, complaints generally trigger an investigation process where the officer’s supervisors determine if the officer violated policy. Of the overall complaints in our sample, only 18.1 percent are sustained; over 80 percent of the time that a civilian complains, the officer’s actions were considered to be consistent with how their supervisor expected them to behave. The fact that officers are determined to be out of policy in fewer than one out of five complaints filed is consistent with a misallocation of police engagement at the organizational level, rather than individual officers not following departmental guidelines. Officers appear to be acting in accordance with what their superiors in the department have instructed them to do, but those instructions do not appear to be delivering the balance of crime reduction and civil rights protections that the public desires. This appears to be of particular concern for the policing of Black civilians, whose complaints are sustained the least often.

This case study of civilian complaints in Philadelphia suggests that Black and White civilians have different preferences about current police engagement. However, it is not obvious that one group wants more engagement while another wants less; White civilians are more likely to demand more police engagement (complaining about lack of service at three times the rate as physical abuse), and Black and Hispanic civilians appear to primarily demand different type of engagement than what is being offered, complaining about under- and over-policing at roughly equal rates. In the remainder of the paper, we describe how this misprovision of services, which varies across racial and ethnic identity, can be understood as an outcome of the structure of incentives facing police departments and individual officers.

What Are the Organizational Priorities of the Police?

In practice, the elected officials who lead or appoint the leaders of policing agencies have two incentives: 1) to provide the type of police engagement preferred by the median voter; and 2) to raise municipal revenue. Neither of these goals is necessarily consistent with striking the appropriate balance between under- and over-policing, or with attention to the varying incidence of the indirect and direct net benefits of police engagement. The organizational priorities of local police can also be affected by incentives created by the federal government and the communities they serve. The federal government can manipulate the choices of local policing agencies, and primarily does so through providing grants that subsidize specific police practices or conditioning access to federal resources on certain types of community engagement. Community preferences can also lead departments to adopt different kinds of police engagement; qualitative evidence suggests that at
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4 The categories of complaints sustained most often are departmental violations and officer lack of service. The category that is sustained the least is for physical abuse (less than 2 percent).
least some of the mechanisms through which departments solicit actual community feedback is more likely to include community members who favor more police engagement in an absolute sense.

Elected Officials and Re-election Incentives

Policing in the United States is highly decentralized; the primary law enforcement entity in most of the United States is a municipal authority. Local elected officials are responsible to voters.

A voter’s beliefs about the cost of crime likely differ from their objective risk of direct victimization. For example, while US crime rates were falling dramatically after 1995, a majority of Americans have consistently reported thinking that the crime problem in the United States was getting worse each year (Sharkey 2018). Hiring more police officers is a salient example of the local government “doing something” about crime (Webb and Katz 2014), so much so that Levitt (1997) was able to use the timing of mayoral elections as an instrument for the number of police in an early paper identifying the causal impact of police staffing on crime. But do these electoral incentives improve the social efficiency of policing? Ornaghi (2019) finds that limiting the ability of mayors to influence police personnel decisions leads to substantial reductions in reported property offenses. This suggests that political pressure on law enforcement may be focused on providing indirect benefits—taking a visible action that increases perceived safety—a goal which may only overlap in part with actually providing direct benefits of reduced crime.

To the extent that race provides a rough proxy for the incidence of direct costs and benefits of police engagement, the aftermath of the 1964 Civil Rights Act provides an example of how changes in the electoral power of people directly affected by policing influences departmental incentives. The Civil Rights Act increased the ability of Black Americans to vote in specific counties, making the preferences of Black civilians about policing more important in local elections. Facchini, Knight, and Testa (2020) finds that (elected) sheriff’s deputies reduced their level of engagement in response to this increased electoral power. Specifically, in the affected counties, fewer Black people were arrested for low-level offenses—the kinds of incidents for which the benefit of crime reduction is likely lower relative to the direct legitimacy cost of arrests. When political power is concentrated among people who are not directly affected by crime and police, elected officials do not have an incentive to identify or promote police actions that maximize the net direct benefits of police engagement.

Police Engagement Affects Local Municipal Budgets

Issuing citations or making arrests for offenses that are penalized by fines can provide revenue for local government officials. Criminal fines generally accrue to the local government through the court system. Anecdotal concerns about police issuing traffic tickets as a means of revenue generation are increasingly supported by some empirical evidence (Makowsky and Stratmann 2009, 2011; Makowsky, Stratmann, and Tabarrok 2019). One notable finding of this emergent literature is that municipal budget deficits seem to affect policing enough to motivate very specific types of engagement. Traffic citations, arrests for sex work, and drug arrests of Black
and Hispanic people appear to be the most responsive to local budget needs. An extension of this result, if confirmed by later research, is that the individual police officers who issue these citations and make these arrests do not always view their safety-enhancing benefit as sufficient to outweigh the costs—instead, the municipal financial need is pivotal.

Of course, police engagement can also create costs for the government, which we will discuss in detail in the next section. Most cost-benefit calculations of policing in the economics literature focus on salary and pension obligations but do not account for monetary costs associated with police behavior that could impact credit risk for local governments (for example, Chalfin and McCrary 2018). A recent report by Moody’s noted that police operations contribute several credit risks, including high police pension burdens, expensive settlements and consent decrees, and expenditure pressures (Strungis et al. 2020). In addition, the extent of police misconduct also affects taxpayer-funded settlements and reform efforts (Schwartz 2016; Rushin 2017; Ouss and Rappaport 2020). Moody’s also notes that poor quality of public safety is a signal of city defaults and bankruptcy, as in the case of Detroit, Michigan, and Stockton, California (Strungis et al. 2020). There is some evidence that municipalities may encourage police engagement in order to raise revenue, but it is unclear how much local governments constrain police actions in order to minimize budgetary costs.

**Departmental Incentives Created by the Federal Government**

The federal government can and does affect the decisions made by local law enforcement. There are many reasons why the federal government might want to do so. Policies adopted by individual municipal police departments can have implications for the well-being of residents outside of its jurisdiction—this is particularly true for cities with far-reaching suburbs. To the extent that high crime rates are one consequence of an underfunded municipality, the federal government may subsidize certain law enforcement decisions (like hiring) that more fiscally constrained local governments are unable to afford. The US Constitution also places legal constraints on how police officers, as government agents, can interact with civilians, most notably through the Fourth (regulating police stops and searches) and Fourteenth Amendments (requiring equal protection of law).

Of course, there are also reasons to limit the federal government’s ability to manipulate decisions about local policing. Local governments tend to be more responsive to heterogeneity in the demand for police engagement, for example, where there is geographic variation in preferences about the use of intoxicating substances. Even further, experimental evidence from criminology suggests that understanding the specific local causes of a crime problem is critical to solving it. The strategies whose crime-reducing benefits are most generalizable to different contexts are the least prescriptive: as one example, the Scanning, Analysis, Response, and Assessment model (SARA) directs officers to identify what the particular cause of conflict is in a specific place and subsequently take steps to address that issue (National Academies of Sciences, Engineering, and Medicine 2018).
In practice, the primary way in which the federal government affects local policing is by creating financial incentives for departments to enact specific policies. Historians have documented the emergence of federal control of local law enforcement through grant-making in the Johnson and Nixon administrations, shifting the local response to crime from investments in education and job creation to increased police engagement, particularly in Black neighborhoods (Hinton 2016). In addition, the high rate of voluntary participation with the Federal Bureau of Investigation’s Uniform Crime Reporting program can be attributed, at least in part, to the fact that these data are used to calculate eligibility for federal block grants that go towards policing (a program which has existed under various names since the 1980s).

Most economic research on federal grants for law enforcement has focused on the role of the Violent Crime Control Act of 1994 in increasing the number of police officers (Evans and Owens 2007; Cook et al. 2017; Weisburst 2018; Mello 2019) and the number of police officers placed in schools (Owens 2017; Weisburst 2019). The law accomplished this by offering short-term wage subsidies for newly hired officers through the Community Oriented Police Services office. These subsidies were found to be associated with increases in the number of local police, and substantial reduction in crime, which is consistent with, but not necessarily proof of, previous underinvestment in police by local governments.

The federal government has more recently used financial incentives to increase local law enforcement’s efforts on people who may be in violation of the 1952 Immigration and Nationality Act. Participation in Secure Communities, a federal program aimed at identifying and detaining immigrants held in local jails who lack legal authority to remain in the United States, is necessary for local authorities to be able to access the national fingerprint repository maintained by the Federal Bureau of Investigation. In addition, the federal government can condition the receipt of federal grants for policing, specifically, the Edward Byrne Memorial Justice Assistance Grant Program, on a local law enforcement’s cooperation with Immigration and Customs Enforcement.

Involvement of local law enforcement with immigration enforcement is an area where the tension between local and federal incentives is perhaps the most salient; being able to take advantage of the specific knowledge that local law enforcement has about the community clearly benefits federal immigration officials who seek to identify and remove people in violation of federal immigration law. However, aggressive enforcement of immigration law may reduce the willingness of immigrants, particularly those without legal authority to remain in the United States, to cooperate with local police in preventing local crime (Comino, Mastobuoni, and Nicolò 2020; Jácome 2020).

**Departmental Incentives Created by Community Members**

Police were discouraged from regularly engaging with the public in non-enforcement contexts under the “professional” model of policing, pushed in the first half of the 20th century by leaders like August Vollmer and O.W. Wilson. One of the responses to the 1980s crime wave was a return to “community
oriented policing,” in which departments seek input from the people they serve in identifying the optimal amount and form of police engagement. Examples of community oriented policing activities include: 1) holding regular meetings with community members to discuss crime-related issues, generate potential solutions to those problems, and evaluate the efficacy of those solutions (commonly referred to as the SARA model); 2) forming a partnership with a local business or neighborhood organization; 3) making officers available to the public at specific times and locations; or 4) including local residents in policing activities by holding “citizens academies” or civilian-police neighborhood safety walks. According to the 2016 Law Enforcement Management and Administrative Statistics (LEMAS), 42 percent of all US law enforcement agencies, and more than 70 percent of the agencies serving populations of more than 250,000 people, have written policy statements that explicitly incorporate community-oriented policing.

However, the information gathered from community-oriented policing may not be socially optimal from a local or jurisdictional perspective. As ethnographers have documented, not all members of a community are equally likely to participate in outreach events. Individuals who show up for community meetings are more likely to be White and wealthier than the average resident, and members of marginalized groups who have had negative encounters with police officers can feel particularly unwelcome in these spaces (Muniz 2012). Moreover, officers in these meetings may be more likely to formally document community requests for increased police engagement than requests for lower levels of engagement (Cheng 2019).  

What Causes Officers to Behave in the Department’s Interest?

Supervising the individual police officers who interact with the public is a complicated and high stakes personnel problem. Individual police officers are people with their own set of incentives, which may differ from the objectives of their employers. To the extent that people who choose to become police officers are interested in promoting the well-being of society, one would expect officers to think carefully about the legitimacy costs and crime-reducing benefits of their engagement with the public, perhaps asking themselves, “what would the people I serve like me to do right now?” However, potential police officers who were attracted to the job because of their desire to be forceful warriors may provide
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5 This selection issue is even more prominent when policing is provided by, or in cooperation with, the private sector. Security guards employed by private companies or associations can frequently provide more targeted and “nimble” engagement than would be possible for a governmental agency, and can sometimes provide more crime reduction than the existing public police (Brooks 2008; Cook and MacDonald 2011; Heaton et al. 2016; Cheng and Long 2018). This increased crime reduction is consistent with private interests bearing relatively less of the social legitimacy costs of police engagement, as a government should. In addition, private officers are not always bound by the same constitutional restrictions that police are, in particular Fourth Amendment limits on search and seizures (Meares and Owens 2019).
more engagement than a benevolent social planner would prefer. Currently, the standard set of tools available to police departments to solve this principal-agent problem is limited. As of 2021, the existing evidence base on how different screening, training, and monitoring strategies affect officer behavior in the field is minimal, let alone research on the specific question of what personnel strategies help officers to better balance legitimacy costs with crime-reducing benefits. That said, we can explore, using the 2016 Law Enforcement Management and Administrative Statistics Survey, what personnel tools departments currently use. We focus on departments that employ more than 100 officers, with jurisdictions that are large enough to have demographic information reported in the 2018 American Community Survey.

**Screening Job Candidates**

On average, the police departments in our sample use almost 15 tests to screen candidates. Many of these screening practices are recommended or required by a state-level oversight body, commonly a Peace Officer Standards and Training (POST) commission. Requiring officers to have attended some college is rare, but multidimensional screening is common. Of the 485 police agencies for which we have city-level demographic information, 27 percent require more than a high school degree, and the departments on average use 4.8 (out of 5) different types of background checks, 5.17 (out of 7) personality tests, 0.6 (out of 2) tests of ability to manage community relationships, and 3.86 (out of 4) physical tests. Very little is currently known about whether these tests identify the type of officers desired by the public.

One additional screening tool available to departments that, while not included in the Law Enforcement Management and Administrative Statistics Survey but remains the subject of policy attention, is the use of racial and ethnic identity in the selection of officers. Diversifying the police force is often proposed as a solution to improve police-civilian interactions (Ba et al. 2021b), but its impact is difficult to assess and is sometimes criticized as requiring a reduction in other important hiring standards. In contrast, Figure 3 suggests police departments that use more of the screening procedures measured in the Law Enforcement Management and Administrative Statistics Survey do not appear to have “Whiter” police forces, which is not consistent with the assertion that efforts to increase police officer diversity necessarily require a relaxation of other standards.

Unlike other screening tools, there is some evidence that more diverse departments are able to police with lower legitimacy costs, and weakly lower crime rates. Donohue and Levitt (2001) document that same-race policing is associated with a reduction in the number of arrests where the officer and the suspect appear to be of the same race, especially for minor offenses. Several studies have considered the after effects of court-ordered affirmative action programs, which can be viewed as an exogenous shock to the share of officers who are Black and/or female. McCrary (2007) does not find evidence that crime rates were affected by successful affirmative action lawsuits, but arrests per crime and the number of Black civilians among people arrested for serious crimes dropped. Further, Harvey and Mattia (2019)
show Black crime victimization decreased after the previously mentioned court orders. Miller and Segal (2018) also find that the number of crime reports involving violence against women increases, reducing the actual rates of domestic violence, after lawsuits intended to increase the employment of female officers.

While diversifying policing does seem to make a difference at the city-level, less is known about the micro-level. The tasks given to police officers vary on a day-to-day basis, often according to gender and race. For instance, Ba et al. (2021b) document that Black officers in Chicago work different shifts, districts, and beats.
than non-Black officers. They also find similar patterns across different genders. As a result, actions taken by police of different races or genders may reflect both variation in who officers in different identity groups interact with, as well as how those different officers make engagement decisions. When comparing officers who work in similar shifts, districts, and beats, the authors find that minority officers make far fewer stops and arrests and they use less force relative to their White counterparts, especially when interacting with Black civilians. There is no evidence that Hispanic officers exhibit different behaviors when interacting with co-ethnic civilians relative to their White counterparts.

Training Cadets

Conditional on passing the department’s screening tests, officers must complete an average of 1,441 hours of training, in both academy setting and in the field. Training is heavily influenced by the state-level Peace Officer Standards and Training commissions; in 2013, 95 percent of training academies were certified by POST or other state certification agencies, and 93 percent of agencies use POST developed curriculum for basic training. POST certification can also be awarded directly to trainers: 73 percent of training academies require full time trainers to be POST-certified (27 percent of the academies who are not certified on their own require full time trainers to be POST-certified). Rather than being substitutes, each additional screening measure used by a department is associated with a 2.3 percent increase in required hours of training, which appears to be driven entirely by variation in state standards; within a state, there is essentially no correlation between the number of screening tests used and the number of training hours required. Evaluation of the quality of academy courses is generally based on cadet performance on an in-class exam, or virtual simulation environment, rather than the on-the-job performance of officers who completed the course.

Unlike screening, we find some evidence that departments with more mandated training by their Peace Officer Standards and Training commissions have departments that are disproportionately White; without accounting for state-level POST standards, 50 more hours of training is associated with a 0.6 percent increase in the relative Whiteness of the police force. To the extent that racial composition matters, this may place downward pressure on the ability of those departments to reduce crime at low cost. However, we do not find evidence that departments that require more training than is mandated by POST are more relatively White than other departments in their state.

Monitoring Officers on the Job

Once screened and trained, police officers are tasked with implementing the policies and priorities set by their department’s command staff, and that
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6 Author’s calculations from the Census of State and Local Law Enforcement Training Academies, 2013 (Bureau of Justice Statistics 2018).

7 The mean ratio of the percent of a police force that is White and the percent of the jurisdiction that is White is 1.711. On average, White Ratio = 1.40 + .0002122 x Initial Training, and (50 x .000212)/1.711 = .0058.
implementation is largely unsupervised in real time. In most departments, officers directly report to a sergeant who is generally in charge of multiple officers working a shift. After a sergeant’s “roll call” meeting at the start of each shift, officers operate with very little direct oversight of their specific tasks. This leaves open the possibility of individual officer preferences playing a large role in their decisions. For example, to the extent that this discretion may include multiple forms of racial bias, it can distort that officer’s community engagement away from the departmentally preferred or socially optimal balance of crime reduction and legitimacy (Lum et al. 2020; Knowles, Persico, and Todd 2001; Durlauf 2006; Goncalves and Mello 2017; Knox, Lowe, Mummolo 2020).

Officers who observe potential criminal activity are expected to intervene “on view,” although it is not always obvious that command staff would be aware of failure to intervene in a situation that an officer discovered. Police officers also learn of potential crimes from dispatchers (who are called by civilians). Dispatchers affect how much discretion an officer has in responding to an incident. A low priority event, like a report of a small amount of stolen property, may be something where an officer is expected to be on scene as soon as is practical given other priorities. Top priority events, like a violent crime in progress, must be responded to immediately. Dispatched calls are, almost as a rule, observed by an officer’s supervisor, and so the individual officer has less discretion over their level of engagement than in an “on view.”

After a potential crime is reported to or observed by an officer, the officer is expected to identify and respond to any likely perpetrator(s), thus “clearing” the incident. Incidents can be cleared in many ways: determining there was no appropriate police response, rendering assistance, issuing a verbal warning or written citation, or making an arrest. The last form of clearance—clearance by arrest—tends to be rare. Both the official record of a crime and how it was cleared are the basic administrative record of an officer’s daily activities. A combination of clearance rates and local crime reductions are frequently used as performance metrics by supervisors. Clearances by arrest (and only by arrest) are reported to the FBI as part of the Uniform Crime Reports, which in turn is covered in the news media.

Technological change has dramatically increased the ability of departments (and the public) to monitor police officers on the job, because more of what officers do is recorded electronically. On average, departments had 5.67 different electronic databases that measured different aspects of officer engagement in 2016, including crimes responded to, complaints, arrests, stops, motor vehicle accidents, and uses of force. While there are start-up and maintenance costs for this increased use of technology to record officer activity, it holds enormous potential in terms of minimizing principal-agent problems, which conversely are exacerbated by reliance on paper records.

One particular technological innovation in policing in the 1990s was the introduction of CompStat, initially created by the New York Police Department. CompStat is essentially a regular compilation and reporting of crimes and arrests by beat to police supervisors. Sherman (1998) found that prior to the introduction of CompStat, there was an average of 90 days between when an NYPD officer made an arrest and when the captain for that officer became aware of it. Digitization reduced that
lag to roughly one week. The ability of command staff to track non-arrest actions is both more nascent, and arguably more important, than electronically tracking arrests, given that fewer than 10 percent of most police-civilian interactions end in an arrest (Owens et al. 2018).

In addition to monitoring capacity, the 2016 Law Enforcement Management and Administrative Statistics Survey also asks about the actual use of a particular type of officer supervision—an Early Intervention System, sometimes called an Early Warning System. An Early Intervention System monitors potentially problematic officer behavior that is captured in an agency’s administrative data and can include both the earlier mentioned records of field activity as well as personnel information like overtime and approved secondary jobs. Officers who appear to be unusual in any one of these dimensions (or an aggregated value) relative to a predetermined peer group can be flagged for a supervisory meeting and potential department action. In 2016, over 70 percent of large police agencies used an Early Intervention System: since 1998, the US Department of Justice has recommended that agencies adopt one. Again, despite the increased use of an Early Intervention System and similar approaches, there is scant evidence, primarily consisting of case studies, evaluating whether adopting these systems reduces potentially problematic engagement by police officers (Shjarback and Nix 2020).

Given the potential role that officer race plays in both perceived and actual legitimacy costs and crime-reducing benefits of police encounters, command staff overseeing White officers working in non-White communities might disproportionately benefit from additional information about those officer’s actions (Ba et al. 2021). Despite this potential benefit, as shown in Figure 4, we do not find evidence that departments where the cost of principal-agent problems may be larger currently have either higher capacity for electronic monitoring or are more likely to monitor their officers with an Early Intervention System in practice.

Civilian Feedback on Training and Monitoring

There is currently little credible causal evidence from the field on whether-screening, training, or monitoring strategies can provide officers with the tools they need to identify the socially optimal level of engagement in any particular civilian encounter. Until the research community provides such evidence, departments do have the option of soliciting feedback from the community about what sort of policies or practices they would like to see. In 2016, just over one-third of large agencies solicited civilian feedback about the performance of specific officers (35 percent), or potential officer training initiatives (24 percent), via a formal survey.

As shown in Figure 5, departments whose officers are less representative of the population appear to be less likely to seek out community input regarding training and monitoring. To the extent that the racial composition of these departments puts them at greater risk for allegations of bias or perceptions of illegitimacy, the observation that these same departments are also less likely to have a mechanism to identify civilian preferences on how officers are trained or supervised creates a large scope for socially inefficient policing to persist.
A final mechanism departments could use to encourage officers to implement departmental policies is through pay, promotion, or sanctions. Unfortunately, policing institutions are generally limited in their ability to use these reactive mechanisms to alter officer incentives.

While there are certainly exceptions, pay and promotion in law enforcement agencies, like all government agencies, is standardized, and can be subject to union rules. Pay is generally based on tenure (Ba et al. 2021a) and, as noted in Figure 1, has tended to track other first responders rather than compensation or employment in other social welfare organizations. After a certain number of years in their
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**Figure 4**

**Monitoring Capacity and Early Intervention**


Note: These figures show the relationship between monitoring capacity and early intervention as a function of the relative White share officers. Each binned scatter plot (RAW) is constructed by dividing the data into 20 equal-sized bins, ranking by the x-axis variable. The relative White share officers is the ratio between the share of White officers in the jurisdiction divided by the share of White residents. Each panel reports the slope coefficient and standard error of the corresponding linear ordinary least squares regression with and without controlling for the Peace Officer Standards and Training (POST) dummy. See online Appendix for regression details.

Payment and Promotion

A final mechanism departments could use to encourage officers to implement departmental policies is through pay, promotion, or sanctions. Unfortunately, policing institutions are generally limited in their ability to use these reactive mechanisms to alter officer incentives.
current position, officers generally become eligible to take a test on law and police procedure. This test is sometimes written by the state-level Peace Officer Standards and Training commissions or an equivalent agency. There is typically a minimum qualifying score an officer must earn on this exam to become eligible for a promotion. When a position becomes available, promotion decisions are then based on at least one round of interviews with candidates who have met the testing threshold. It is at the interview stage that traditional performance metrics like clearance rates and arrests could come up along with the broader social welfare impacts of that officer’s decision in the field.

As a general rule, supervisor feedback on specific tasks is “stick-based” and occurs after an officer is involved in a potentially problematic event: a complaint is filed or an officer uses force or engages in a vehicular pursuit. Finding that an officer violated policy can be grounds for dismissal, although only in rare cases are officers “decertified” by the Peace Officer Standards and Training commission—meaning that other agencies would be made aware of the reason for job separation. A few papers look at how officers respond to departmental sanctions (Prendergast 2001; Benoît and Dubra 2004; Rozema and Schanzenbach 2018), and in practice, the expected cost of a sanction, given that an officer violates a departmental policy, is
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**Figure 5**

Civilian Feedback

![Civilian Feedback Graph]


*Note: This figure shows the relationship between civilian feedback as a function of the area demographics and the relative White share officers. Each binned scatter plot (RAW) is constructed by dividing the data into twenty equal-sized bins, ranking by the x-axis variable (that is, racial concentration and relative White are officer). The racial concentration is calculated by squaring the share of each racial group (Black, Hispanic, White, and other) for residents in the jurisdiction and then summing the resulting numbers. The relative White share officers is the ratio between the share of White officers in the jurisdiction divided by the share of White residents. Each panel reports the slope coefficient and standard error of the corresponding linear ordinary least squares regression with and without controlling for the Peace Officer Standards and Training (POST) dummy. For details of regression, see online Appendix.*
probably quite low. This is particularly true when union regulations generally require a high burden of proof before sanctioning officers. Officers who are not involved in potentially sanctionable events will generally not receive specific feedback, although Owens et al. (2018) finds that non-investigative performance reviews can potentially reduce the rate at which officers choose to engage with an arrest or use of force.

As previously mentioned, the Fourth Amendment to the US Constitution defines how and when officers can restrict the liberty of the public. However, the direct cost of Fourth Amendment violations primarily fall on prosecutors who cannot use evidence gathered during an illegal search or seizure in court. A finding by federal investigators of a “Pattern or Practice” of repeat Fourteenth Amendment violations within a department can lead to a federal monitor asserting control over agency decisions. The increased oversight follows creates substantial time costs for command staff. The federal monitor can require that departments institute policies that impact officers, like requiring additional training, reporting requirements, or departmental reviews. However, the presence of a federal monitor and costs associated with implementing policies adopted during the consent decree likely impose a second order impact on the daily tasks of beat officers relative to the impact that the monitor has on their supervisors. Overall, while the Constitution does allow for federal oversight of individual officers, in practice the “sticks” it creates primarily do not affect individual officers. Further, in many jurisdictions police officers are formally protected from being held personally liable for unconstitutional conduct. Since 2009, “qualified immunity” statutes require that an officer’s actions must violate a “clearly established law” (Harlow v. Fitzgerald, 457 US 800 [1982]). In practice, the requirement for “clearly established” law generally gives deference to officers (Michelman 2018).

Police Officers Are Incentivized to Get Home Safely, Clear Offenses, and Avoid Complaints

With the current lack of evidence on how hiring and training practices influence the pool of police officers, and in the absence of strong mechanisms to alter the incentives of police officers on the job, what do we know about what actually drives police officer decision making? We highlight three plausible candidates.

Staying Safe

Policing is an often-mundane job punctuated by bursts of extraordinary intensity and mortal peril, thus requiring a particular “hypervigilance” while on the job (Gilmartin 2002). Personal safety and survival are central and critical incentives guiding officer decision-making. Departmental policies will generally allow police to use force, even deadly force, when officers reasonably believe that their physical safety is threatened, or if officers reasonably believe that force is necessary to gain control of a situation.

Civilian encounters that are particularly high risk from an officer’s perspective include traffic stops or domestic disturbances, where civilians may have access to
weapons the officer can’t see, or situations involving a civilian who is acting in a way that appears unpredictable to the officer (potentially due to a mental health crisis, substance use, or cultural differences) (Sierra-Arevalo 2021). Policy interventions that lower perceived threats to officer safety may reduce the frequency with which officers decide to use force. Such interventions generally receive strong backing from law enforcement organizations, if not the broader public, and include limiting the likelihood a civilian has a firearm or having trained health care professionals respond to situations involving someone experiencing a mental health crisis.

Making Arrests

Agencies that use CompStat-style reviews in which individual officers are asked in front of their peers to justify the observed number crimes occurring in their beats create strong incentives for officers to provide a high level of engagement—in particular, to make arrests, issue citations, and lower crime (Sherman 1998). Conversely, failure to make arrests or issue citations is generally viewed as “depolicing” and adversarial to the department’s interests (Prendergast 2001, 2021; Mas 2006; Shi 2009; Heaton 2010).

In 2019, approximately 46 percent of serious violent offenses and 17 percent of property crimes were cleared by an officer making an arrest, which is the required resolution for reporting a crime as “cleared” to the Federal Bureau of Investigation. While it can be tempting to compare the “percent crimes cleared by arrest” over time or across agencies as a measure of officer productivity, this can be misleading for at least two reasons. First, a large fraction of arrests are made because the police observe a crime in progress, and these crimes in the “wide open” may be easier for police to deter than crime that occurs behind closed doors. Lower crime through increased deterrence would then reduce the average clearance rate (Cook 1979). Second, arrests may not be socially optimal in all situations. Not every public safety problem is best resolved with a criminal justice response, although this is the primary “hammer” in an officer’s toolkit. Dangerous situations created by an individual in mental health crisis are an example. Police officers may be able to provide critical assistance in these situations. As government employees, officers frequently have better access to and information about other social services that are better suited to a specific crisis than a civilian would have (for example, police have direct communication with emergency medical services). But when the number of arrests, or arrests per crime, are the metrics used in supervisory meetings and published by the Federal Bureau of Investigation, officers are incentivized to appear active along these dimensions, rather than seeking to maximize the frequency with which they successfully connected someone with needed social services.


For details, see any version of FBI guidance to law enforcement agencies on completion of the Uniform Crime Reports or National Incident Based Reporting System: for example, the 2021 NIBRS manual at https://www.fbi.gov/file-repository/ucr/ucr-2019-1-nibrs-user-manua-093020.pdf/view.
Avoiding Complaints

Being the subject of a civilian complaint, even if it is ultimately not sustained, can create psychological stress for officers (Gilmartin 2002). To the extent that the chances of the complaint being sustained are small, as appears to be the case in Philadelphia and Chicago (Ba 2018), most of the actual utility loss for an officer occurs during the investigation process. Departmental level policies and practices, including the amount of unionization in an agency, can affect the intensity of this loss. How much of an officer’s time is required during the investigation and are “real police work” activities otherwise limited? If a complaint is sustained, will the department require additional training, reassignment, suspension, or termination? Is there a possibility that the relevant Peace Officer Standards and Training commission will revoke a credential required for employment? Rivera and Ba (2019) document that the number of civilian complaints filed in Chicago significantly dropped after the police union notified officers of the seriousness of being involved in a complaint, which suggests that officers can and do respond to changes in the expected cost of complaints.

Exactly how the officers achieve those reduced complaints may or may not be welfare enhancing. Prendergast (2021) provides one way to think about this by modeling officer behavior towards crime suspects and crime victims, focusing on complaints as an outcome. A desire to avoid complaints can make officers less likely to use force against suspects but can also reduce the likelihood that officers will engage at all. What is critical is how likely a suspect subject to excessive force is to complain versus a victim who does not receive services. If the probability that a victim or suspect complains can vary with race and ethnicity, as suggested by Ba (2018) in racially segregated jurisdictions, an officer’s incentive to avoid complaints will create spatial variation in how much police engagement occurs during any civilian encounter.

Conclusion

Police are the day-to-day physical embodiment of the government’s coercive authority over its civilians. As such, police departments and officers are tasked with engaging civilians enough to reduce crime and promote feelings of safety, while not appearing to use force in an indiscriminate or biased way. This task is a complicated one, which officers are in some cases asked to solve in mere seconds, in uncertain and dangerous conditions.

The provision of any public good is likely to be suboptimal for some groups of individuals within a society. However, the context in which policing occurs means that the burden of over-provision of police engagement—that is, actions which make the general public feel safe, but may not reduce victimization by more than it reduces police legitimacy—will disproportionately be borne by minority groups. Variation in taste for police involvement is confirmed by a case study of complaints about over- and under- policing by racial and ethnicity of the complainant.
While police departments and officers are tasked with solving a complicated social welfare problem, the structure of institutional incentives is relatively simple. The dominant incentives faced by police departments are to develop policies which provide indirect benefits—to make civilians feel safe and to see the police “doing something” about crime. As long as only a small fraction of the population is directly affected by criminal victimization and only a small fraction of the population bears the cost of achieving the direct and indirect benefits of crime reduction, we would expect that rational, vote-maximizing politicians might not object to policies that either under-provided or over-provided police engagement in specific areas of concentrated disadvantage. The fact that crime rates, and the social cost of crime, rather than the frequency with which departments misallocate police engagement, are the primary metrics by which the police are publicly judged provides further incentives for crime reduction beyond what is socially optimal.

On top of truly optimal social policies being difficult to identify, individual officers within a department have substantial discretion in how they engage with the public. Standard strategies that organizations use to provide incentives for workers are limited by structured wage and promotion mechanisms, high monitoring costs, and limits on the ability to sanction employees. There is currently little evidence base with which one might identify screening, training, or monitoring strategies that support a department of officers who are able to make welfare enhancing decisions about civilian engagement.

With that in mind, we find that at least in large departments, more intensive screening of recruits, or more lengthy training requirements, is not obviously associated with the creation of a force that racially mirrors the civilian population, although there may be some scope for state-mandated training programs to actually reduce the diversity of the force. We also find little evidence that police departments attempt to compensate for relatively non-diverse police forces by providing more monitoring of officer behavior. Indeed, we also find that, in general, departments with more White officers relative to the patrolled population are less likely to formally solicit civilian feedback on training and monitoring procedures.

Given all of the structural challenges facing governments that want to provide public safety with police, it is not a surprise that civilian satisfaction with law enforcement is at a record low. The costs of police engagement as well as simply benefits, are becoming increasingly visible to departments and the public more broadly. The next challenge is to identify ways to incorporate those costs more explicitly into organizational and individual incentives of the police.
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Decades of social scientific labor have been poured into questions about policing and public safety, including a focus on uncovering the myriad racial disparities in policing and throughout the criminal system. Conversely, relatively little research has sought to disentangle policing from public safety. For example, previous research often failed to look at policing outcomes other than crime rates that are important for community well-being, or on how non-police alternatives could contribute to public safety. These research gaps have generated a bias in the research literature in favor of responding to concerns about public safety with status quo policing, perhaps with a few tweaks to existing training and practices.

But policing and public safety are not one and the same. Instead of starting from the presumption that more or better policing is the only route to public safety, many researchers are wondering whether organized community efforts could work better than traditional policing in achieving the goals of building public safety and improving community outcomes.

As one example of an alternative, Devone Boggan started the Peacemaker Fellowship in Richmond, California, as part of his work for the city’s Office of Neighborhood Safety in 2009. In 2016, the Peacemaker Fellowship became Advance Peace, an organization that, among other things, runs an extensive mentorship and personal development program that engages individuals who are most at risk of engaging in interpersonal gun violence. The program offers these individuals 18 months of internships, travel opportunities, support navigating social
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services, training and support for life goal-setting, and more and pays them for their participation. While the program engages in programmatic support for individual sustainability, some reports have characterized the work of Advance Peace and similar organizations as a form of friendship, highlighting its deep relational components. For example, Chabria (2017) reported that Boggan “has befriended 84 men considered most likely to kill with a gun” in Richmond (see also Bell 2019). Advance Peace also directly intervenes on episodes that could spiral into violence. The Advance Peace model has established programs elsewhere in California, such as Sacramento and Stockton and is gaining a foothold in Fresno (Hoggard 2020). However, Advance Peace does not work with law enforcement and does not hold building community trust in police as one of its goals. This promising program, which seeks to achieve safety and well-being by centering community, friendship, and support—not policing—has received scant attention from academic researchers.

As another example, Precious Blood Ministry of Reconciliation, a Chicago-based restorative justice organization, similarly builds relationships with young people, with additional focus on young people who have committed harm or who have had some relationship with the juvenile justice system. As an alternative to carceral approaches, some participants have received “Saturday Sanctions,” in which the participant is engaged in self- and community-development programs (VanNatta and Kaba 2013). Today, the organization runs a battery of restorative programs, with focuses on several populations at particular risk of harm. The organization tells its own stories of impact by focusing on individual participants’ experiences (https://www.pbmr.org/gallery#OurImpactStories).

In this essay, I offer three propositions for economists and other quantitative social scientists who aim toward a more accurate, comprehensive, and better contextualized research agenda for policing, public safety, and racial inequity: 1) the new public safety research must seek to probe the effects of policing on a range of outcomes, including education, health, community flourishing, and subjective well-being; 2) the new public safety research should evaluate policing alternatives, including community-based strategies of crime deterrence and accountability for harm; and 3) the new public safety research should reach beyond the study of racial disparities to investigate the effects of racism on crime, harm, and disparity in the criminal legal system. In short, the next-generation research agenda on policing and public safety must respond to the deficiencies and limited focus of past research and chart a less parochial course.

**Proposition 1:** The new public safety research must seek to probe the effects of policing on a range of outcomes, including education, health, community flourishing, and subjective well-being.

The traditional datasets used by economists fail to measure many of the collateral costs of policing. The bulk of research on policing and public safety has focused on crime rates (especially felonies), fear of crime, and internal police department
dynamics (stops, arrests, clearance rates, response times, expenditures, and police force size) (Chalfin and McCrary 2017; Raskolnikov 2020). Because of the multiple functions of police in society, and because achieving safety requires more than an exclusive focus on lowering crime rates and making police departments more efficient, scholarship focused on policing and public safety should measure a broader set of outcomes than are usual in this field. The next generation of police research should examine the full range of relationships between policing and other aspects of community life and social structure—including effects on health, segregation, education, urban development, municipal budgets, wealth consolidation, labor relations, liability insurance, and other metrics. Police deterrence of crime, even if successful, may have collateral costs for other metrics of concern.

Some quantitative sociologists have tackled these outcomes, with important implications for conceptual understandings of the consequences of policing beyond crime levels. For example, Legewie and Fagan (2019) examined how aggressive policing, specifically “Operation Impact” in New York City, affected the educational performance of Black and Latinx youth between 2003 and 2012. Legewie and Fagan find a causal relationship between harsh policing and lower educational performance. They use variation in the timing of police surges across neighborhoods and a difference-in-differences approach to show that exposure to surges of police hyper-presence in New York City neighborhoods leads to lower test scores among Black male adolescents, with increasing effect sizes by age. Building from these and other empirical insights, Justice (2021) recently theorized that the effects of policing and incarceration on the educational opportunities and experiences of American children create a form of “hobbling,” or “a social process by which the massification of policing and incarceration systematically compromises the ability of target demographics of American children to enjoy their rights to a free and appropriate public education” (3.1).

American policing and other criminal system researchers have traditionally relied upon five national databases of large-scale secondary data in their analyses of criminal system outcomes: Uniform Crime Reports (UCR), National Incident-Based Reporting System (NIBRS), National Crime Victimization Survey (NCVS), Law Enforcement Management and Administrative Statistics (LEMAS), and Law Enforcement Officers Killed and Assaulted (LEOKA). Researchers have offered a number of critiques of these datasets, mostly focusing on aspects of underreporting and undercounting. For example, UCR offers a wealth of information about reported crime in the United States; however, it is plagued by a serious missing data problem because many police departments do not comply with requests to submit their crime reports to the Federal Bureau of Investigation. This risk seems greatest among police departments in locations where crime might be higher than average (Lynch and Jarvis 2008; Boylan 2019). Similarly, researchers have criticized data from the NIBRS for unrepresentativeness and potential underestimation of crime rates (McCormack, Pattavina, and Tracy 2017). The NCVS, which helpfully allows a deep dive on experiences of victimization to some degree—including otherwise unreported crime—also comes with important
limitations such as declining response rates, the omission of crimes against youth under age 11, underestimation of serial victimization because of rules that sometimes collapse multiple victimizations into a single incident, likely underestimation of rape and sexual assault, and other issues.

These narrow ranges of research and data flow from researchers’ presumption that the central function of policing is to reduce and respond to crime. However, decades of research have also shown that policing has played many other latent roles in the American social order. For example, policing has functioned to confine and control socially disfavored groups, both in early American history and in the present (for example, Harcourt 2007; Wacquant 2009), and to protect the property of wealthy groups, including tamping down labor movements seeking fair wages and hours (Fisk and Richardson 2017; Levin 2020). In my own scholarship, I have written about how police policies and practices function to shape families’ residential preferences (Bell 2020a) and in this way, reinforce racial residential segregation across cities and suburbs (Bell 2020b; see also Fagan and Ash 2017; Gordon 2020; Kurwa 2020).

Other scholars have extended a similar lens to the mental and physical health outcomes of policing, both for those who directly bear a criminalized status and indirectly for members of their families and communities (Asad and Clair 2018). For example, Sewell and colleagues have found numerous associations between harsh, surveillance-style policing and negative health outcomes. They find associations between chronic stop-and-frisk at neighborhood levels and emergency room use (Kerrison and Sewell 2020); between exposure to lethal police violence and chronic illness like high blood pressure and diabetes (Sewell et al. 2021); and between living in predominantly Black neighborhoods with heavy policing or predominantly White neighborhoods with racially targeted heavy policing, and various negative health outcomes (Sewell 2017). Other examples have emerged, especially in the most recent decade: for example, Geller et al. (2014) provide evidence on associations in survey data of young men in New York City between symptoms of trauma and anxiety and the number of police stops these men had experienced, together with their perceptions of the intrusiveness and fairness of these stops.

Researchers can also turn to new sources of data to investigate community flourishing, community power, and individual well-being. A growing body of scholarship, primarily in positive psychology, aims to develop metrics for individual well-being and community flourishing. For example, the Human Flourishing Program at Harvard University’s Institute for Quantitative Social Science has developed a twelve-question survey, along with some additional context-specific tools, for measuring individual flourishing (Harvard IQSS 2021). The twelve questions are intended to reach six central domains of human flourishing: happiness or satisfaction, health (mental and physical), an individual’s sense of purpose, an individual’s character and virtue, the presence and nature of close interpersonal relationships, and financial/material stability (VanderWeele 2017, p. 8149). VanderWeele (2019), the primary theorist of this particular human-flourishing
measure, has also developed potential measures of community flourishing, building from six domains: individual flourishing (to be measured using the aforementioned twelve items), positive relationships, good leadership, healthy community practices, community satisfaction, and a sense of community mission. He argues that the other five domains could be measured through an additional 20-item questionnaire (VanderWeele 2019, pp. 258–60). Researchers aiming to recognize the latent functions of policing through their research practices might incorporate some of these individual- and community-flourishing measures into the evaluation of policing, police reforms, and public safety-oriented state and community interventions.

Other scholars are also developing frameworks and tools that form the basis of an alternative set of metrics for policing and public safety outcomes. For example, Sampson (2012) reports evidence from the Project on Human Development in Chicago Neighborhoods, which gathered data through surveys, interviews, data on neighborhood physical conditions using video technology, and responses to events, and combined it with other available data on health, crime, housing, violence, and population. Sampson draws from that data to develop measurable concepts such as collective efficacy, legal/moral cynicism, and other key outcomes that should be of central concern in studies of policing. Cohen et al. (1998) discuss how to use surveys like the Stress-Related Growth Scale and the Posttraumatic Growth Inventory to measure “thriving,” by which they mean the response to a specific stressful event. They also discuss how to validate self-reported data and how to carry out such assessments for groups and communities. Small (2009, 2017) offers examples of how to estimate the size and strength of social support networks and other measures of social capital, important potential outcomes for studies that might explore how policing affects the expansiveness and strength of social bonds. A variety of authors have looked at relationships between policing and measures of voting or civic engagement. For example, Drakulich et al. (2017) find that being stopped by police tends to increase voting, but experience of incarceration tends to decrease it. Walker (2020) combined data from different national surveys to argue that the experience of having a loved one or family member who has contact with the criminal system can increase voting, mobilizing people to use their political voice to change political and legal conditions. Laniyonu (2019) finds that concentrated policing across areas of New York City “was associated with reductions in voter turnout in the 2006 and 2010 midterm elections, it was associated with higher rates of turnout in the 2008 presidential election . . .” This insight offers suggestive evidence of a combination of chilling effects and mobilizing effects on voters that varied depending on the role of policing in local political debates.

It is important for researchers to embark on this expanded body of quantitative work with a rich understanding of the theories that would link policing to these outcomes in other domains. As one example, it may not make sense to expect significant changes or variation in civic engagement or collective efficacy related to a single intervention in a year or less, given the depth of legal estrangement and marginality in communities studied.
Proposition 2: The new public safety research should evaluate policing alternatives, such as community-based strategies of crime deterrence and accountability for harm.

Economists, like other social scientists, rarely research community-based crime deterrence efforts. This empirical neglect biases the evidence base that informs policy debates. Past research on public safety across social science disciplines has overwhelmingly focused on the capacity (or lack thereof) of police to deter crime and reduce crime rates. We are now a generation into a body of research that has come to treat the capacity and necessity of police to prevent crime as a truism (Meares 2014; Sharkey 2018). Indeed, the question of whether police can and do prevent crime is so well-worn that it is no longer treated as a research question but as a fact. That fact has given birth to an array of investments into policing that focuses on deterrence rather than response, including a multitude of for-profit companies that provide surveillance and predictive algorithms that assist police in crime prevention (Brayne 2020; Ferguson 2017). It is worth pausing a moment to reflect on how we have arrived at this point.

For much of the 20th century, quantitative research failed to find a connection between police and crime prevention (Meares 2015). In the early to mid-1990s, scholars invested serious energy debunking “the myth of the police,” arguing that “[t]he police do not prevent crime . . . Experts know it, the police know it, but the public does not know it” (Bayley 1994, p. 3). Much of the 20th-century policing research didn’t examine policing strategies aimed at reducing crime before it occurred, but policing strategies in response to crime that had already occurred. For example, in a nod to the baseline 20th century project of professionalizing police forces and solidifying an occupational identity and purpose among police officers, much policing research examined the structure and efficiency of departments (for example, Reiss 1992). Research on these topics continues in the 21st century (for example, Cihan, Zhang, and Hoover 2012; Vidal and Kirchmaier 2018). Yet now, an expansive body of research on algorithmic policing and crime deterrence suggests, for example, that targeted policing in more condensed “hot spots” is an effective preventive policing strategy (for example, Braga, Papachristos, and Hureau 2014). More generally, preventive policing, once deemed impossible, has become a universally accepted aspiration of police departments.

Since the late 1990s and early 2000s, in the wake of the “Great Crime Decline” of the 1990s, scholars have been trying to sort out how substantial and central a role policing played in that drop in crime. In this journal, Levitt (2004) gives his evaluation of ten possible factors, claiming that increased numbers of police played a determinative role in the 1990s decline in crime, but better policing strategies did not. Some book-length treatments of reasons behind the Great Crime Decline include Blumstein and Wallman (2000), Roeder, Eisen, and Bowling (2015), and Sharkey (2018). They all offer considerable nuance but also acknowledge ongoing uncertainty about the precise reasons for the crime decline. A number of studies provide suggestive evidence that various approaches to policing were among a
number of factors in the 1990s crime decline, along with others like the rise and fall of the crack epidemic and the density of community organizations. By the early 2000s, some economists advocated uncritically for putting more police on streets, based on their belief in a straightforward causal relationship between the flooding of cities with more police on the streets in the 1990s and reduced levels of crime (for example, Ludwig and Donohue and 2007). They neglected the racialized costs of this strategy, as they did not account for outcomes like broken community bonds, loss of interpersonal and institutional trust, or other social and political costs of heavy, concentrated policing.

To be sure, it is plausible that during the 1990s crime decline, increases to police funding and new methodologies of policing contributed to reduced crime—while also causing myriad collateral harms. Moreover, as sociologist Patrick Sharkey (2018) has shown, local community organization presence also had a causal relationship with those declines during the 1990s and 2000s in cities throughout the United States (Sharkey 2018; see also Sharkey, Torrats-Espinosa, and Takyar 2017). Sharkey’s work uses the formation of nonprofits focused in other areas, like arts and humanities, medical research, and environmental protection as an instrumental variable for the formation of nonprofits related to violence, crime, and community-building, thus allowing a causal estimate. Surprisingly little social scientific research in sociology, criminology, or economics has similarly focused on the role of community-based organizations in crime reduction or community-based alternatives to policing and prisons. Part of the reason is that there has never been a robust, well-funded, and consistently supported network of community organizations that engage in violence reduction and public safety efforts, which might leave the impression that policing must be the primary way to reduce violence, while blinding researchers and analysts to the capacity for community organizations to play a more central role if they were better and more consistently funded, supported, and evaluated.

The primary alternative to policing that has received thorough attention from researchers are violence interruption programs, such as CureViolence, CeaseFire, Safe Streets, Save Our Streets, and hundreds of others, which enlist the work of trusted community members to interrupt encounters that could become violent without their support and negotiation. The basic idea of this violence prevention approach is to treat violence before it occurs by detecting and mediating conflict before it escalates and to do this with community members who have a type of expertise, skill, and credibility that police officers lack. These violence interruption programs have shown an array of promising results for reducing violence over more than a decade of research (Abt 2019; Braga and Pierce 2005; Milam et al. 2013; Slutkin et al. 2015; Webster et al. 2013; Whitehill et al. 2014).

But there are a number of other community-based programs or alternatives to traditional policing that remain largely unstudied, even though some of them are becoming models for other jurisdictions across the nation. For example, CAHOOTS (Crisis Assistance Helping Out on the Street) started in Eugene, Oregon, to send two-person clinical response teams to aid people in mental health crisis, without relying on armed police officers. Although the program has existed for more than
three decades, in summer 2020 it gained national attention and became the model for numerous pilot programs—in San Francisco, Denver, Rochester, Toronto, and more. Eugene’s CAHOOTS program is funded and overseen by the police department, but some other emerging programs are funded and managed separately from police. Despite its long duration—even longer than the violence interruption programs mentioned above—CAHOOTS has never been rigorously evaluated. There are also rich debates over, among other things, how to measure its diversion rate (Gerety 2020). There is a dearth of information and modeling of police-free crisis response, though one hopes that will change as more cities embrace these approaches.

Similarly, little rigorous research examines the effects of interventions targeted directly at conditions that produce crime. One example is Advance Peace, described in the introduction, which aims to tackle the lack of career opportunities and economic resources that drive participation in crime. Chicago’s Rapid Employment and Development Initiative (READI) program offers one promising approach for intervening in the criminogenic conditions of poverty, housing insecurity, low economic opportunity, and trauma while laying groundwork for empirical measurement of this approach. READI works with six community organizations to offer participants who are people deemed at risk of participation in violence one year of transitional employment, cognitive behavioral therapy, and professional development. READI partnered with the University of Chicago Crime Lab early and is operating as a randomized control trial to measure an array of program outcomes. While there is some research on the effectiveness of restorative and transformative justice projects that aim to respond to and heal individuals and communities after episodes of violence without using prisons and police, more is needed to help these programs be effective as they evolve and scale up (Dixon 2020; Sered 2019).

Some local governments have expanded their public safety and crime reduction efforts beyond policing as well. For example, the New York City Mayor’s Office of Criminal Justice has pioneered “NeighborhoodStat,” a community-led strategic plan to address specific social, economic, and environmental conditions affecting crime across 15 public housing developments (Pearl 2019). NeighborhoodStat has shown some potential effects on crime, though the plan and the evaluation process are still in relatively early stages (Delgado et al. 2020). “NeighborhoodStat” is a reference to a famous data-gathering effort, CompStat, pioneered in New York City in the mid-1990s under Commissioner William Bratton, which is now used in many police departments nationwide (Weisburd et al. 2003). CompStat measures complaints about crime from the public, police arrests, and issuance of summonses. Most police departments using this approach hold weekly meetings, open to the public, where officers learn about and reflect upon the CompStat numbers as a police management strategy. Though CompStat was initially lauded (for example,

1 The author has served as a paid member of an advisory committee for the evaluation of this program, which is part of the Mayor’s Action Plan for Neighborhood Safety.
O’Connell 2001), it has faced recent criticism both because of the limited scope of data collected and because it incentivizes officers to search, engage, arrest, and perhaps to distort crime statistics (Bronstein 2015; Lu, Yang, and Thomas 2020; Thomas and Wolff 2020). In addition, CompStat is run by the police department and focuses on evaluation of police. In contrast, NeighborhoodStat is run by the Mayor’s Office in collaboration with the community and aims to evaluate a complex set of alternative investments in public safety, ranging from increased outdoor lighting to exercise programs to youth employment opportunities.

Okechukwu’s (2021) research on community-based safety measures in mid-20th century Brooklyn provides one example of the potential for an expanded scope of research on community-based safety measures. Okechukwu probes archival materials and oral histories to describe four different non-police organizational strategies that Black community members in the Brooklyn neighborhoods of Bedford-Stuyvesant and Crown Heights used to produce public safety: externally focused community patrol, internally focused community patrol, building physical refuge for hyper-vulnerable populations, and “othermothering” (older women serving as caring “eyes on the street” to observe and keep communities abreast of threats) (see also Collins 2002; Jacobs 1961 [2016]). Okechukwu analyzes each strategy, exploring how well (if at all) they fit with contemporary visions of abolition of the police. This work exposes both the possibilities and limitations of community-based security measures. While Okechukwu’s work is qualitative, quantitative research could also have value for exploring other aspects of these questions, such as the relative long-term efficacy of different longstanding community-based strategies as compared with each other.

One Million Experiments, a collaborative project between two police and prison abolitionist organizations, Project Nia and Interrupting Criminalization, is collecting snapshots of community-led safety efforts across four categories—mutual aid, alternatives to calling 911 during emergencies, support (such as healing circles and financial support), and community events (One Million Experiments 2021). The project also produces a newsletter that does periodic deep dives on particular community safety projects. One Million Experiments does not seek to evaluate these projects, but to expand the imaginations and agendas of readers about projects they could attempt in their own communities.

These examples are seeds for economic research on non-carceral approaches to violence reduction and response to harm. Scholars should examine the mechanisms and characteristics of organizations that can affect crime reduction. Perhaps some types of crime are better deterred by alternative organizations than by traditional police. Perhaps increases in crime in the short term would be offset by crime reductions in the longer term. Perhaps there would be heterogeneous effects of organizations on crime and well-being depending on neighborhood and municipal characteristics. Scholars should also continue to investigate how non-carceral ecological interventions might reduce crime, building on preexisting research on greening, street lamps, and more (Doleac and Sanders 2015; Garvin, Cannuscio, and Branas 2013).
At a basic level, what sociologist Robert Sampson (2012) has termed “collective efficacy” may account for how the presence of community organization seems to produce lower violent crime rates. A community’s sense of mutual trust and informal social control over what happens in their neighborhoods can perhaps build protective factors that soften the criminogenic effects of social and economic neighborhood disadvantage. Indeed, rather than passively accepting the underlying assumption that police departments and policing techniques in more-or-less their current form are a natural and inevitable feature of a public safety agenda, researchers should investigate of the accuracy of those assumptions. If the policy goal is improved public safety along with other aspects of community flourishing more generally, community-based organizations may well have a much larger role to play.

**Proposition 3:** The new public safety research should reach beyond the study of racial disparities to investigate the effects of racism on crime, harm, and disparity in the criminal legal system.

Economists arrived relatively late to the study of racial disparities in the criminal system compared other social sciences (for example, compare Becker 1968 with Du Bois 1904; see also Bushway and Reuter 2008). Yet once economists entered the fray, they began to have great influence over the methods, assumptions, and outcomes of interest in policing and public safety research. Economists have explored racial disparities in policing along multiple dimensions in papers that have guided the way for other quantitative social scientists who attempt to isolate discrimination as a cause of racial disparity at particular junctures in the criminal system continuum (for example, Antonovics and Knight 2009; Anwar and Fang 2006; Coviello and Persico 2015; Goncalves and Mello 2021). Economists have also shed light on the effects of police officer race on racially disparate outcomes (for example, Donohue and Levitt 2001). Some research has focused instead on structural features, such as urbanity and racial demographics, to understand racial disparities in policing (Hockstra and Sloan 2020; Ross 2015).

In some permutations, this style of research has laid groundwork for deeply consequential changes in law and policy meant to address those racial disparities: for example, it can be useful to know the details of how racial disparities in traffic stops operate to identify particular ways to reduce those disparities. However, this style of research on racial disparities—focused as it is on specific types of interactions with the criminal justice system, as reported by the criminal justice system—is routinely oblivious to the social, political, and economic context of race. Economists’ analytic approaches to studying racial disparities lead them to miss many of the institutional mechanisms through which racism arises in the criminal legal system (as discussed in this journal by Small and Pager 2020). To convey that context, sociologists sometimes use the term “structural racism,” which can be defined as “a social system in which race is a central principle of
social organization that serves to sort individuals into positions of relative advantage and disadvantage based on their racial category” (Merolla and Jackson 2019: 2; see also Gee and Ford 2011; Powell 2008).

The interpretation of quantitative results of racial disparities focusing on specific steps in the policing process has led to some contentious debates over claims that a given set of police data does or does not reveal officer racial bias. Researchers should be much more attentive to the limitations of their data, their choice of a theoretical lens through which they interpret their data, and the pressures to report results on racial disparities in a provocative, iconoclastic way.

As one example, quantitative psychologists Johnson and colleagues published an influential 2019 article in the Proceedings of the National Academy of Sciences, which stated (in the article’s statement of significance): “White officers are not more likely to shoot minority civilians than non-White officers” (Johnson et al. 2019, p. 15877). After criticism for making this claim based on the data and estimation strategy used (Knox and Mummulo 2020), and after a back-and-forth in letters, Johnson and colleagues issued a correction and reframed their finding in this way: “As the proportion of White officers in a fatal officer-involved shooting increased, a person fatally shot was not more likely to be of a racial minority” (Johnson et al. 2020a p. 9127). Although this correction stated their core finding in a more careful if perhaps less publicly digestible way, Johnson and colleagues ultimately retracted their article altogether because they believed that their “work has continued to be cited as providing support for the idea that there are no racial biases in fatal shootings, or policing in general” (Johnson et al. 2020b, 18130).

Perhaps the most well-known social science controversy on interpreting data on racial disparities in policing involves the research by Fryer (2019). Fryer’s research concludes, based on data from ten major cities, there are racial disparities in officers’ uses of physical force like handcuffing, pepper-spraying, and other non-lethal engagement, but there was no racial disparity in the likelihood of being shot by police. As commenters pointed out when working-paper versions of the study became available, these data were on people who had a police encounter. Thus, key aspects of racial inequality in uses of force, such as the higher rates at which Black people are stopped by the police in the first place (Knox, Lowe, and Mummolo 2020), as well as other tricky aspects of studying police interactions through data are not taken into account (Goff et al. 2016). Accordingly, the study cannot shed light on a central pathway through which racism affects policing (for example, Epp, Maynard-Moody, and Haider-Markel 2015). Fryer (2020) followed up in a June 2020 op-ed in the Wall Street Journal. After expressing “dismay” because many readers have misinterpreted or misappropriated this finding “as evidence that there is no racism in policing, that football players have no right to kneel during the national anthem, and that the police should shoot black people more often,” Fryer explained that from his viewpoint as an economist, his study cannot speak to the impact of racism on its outcomes: “Racism may explain the findings, but the statistical evidence doesn’t prove it. As economists, we don’t get to label unexplained racial disparities ‘racism.’”
Of course, there are better ways to address the problem of unexplained racial disparities than leaving them untheorized. Researchers can study policing outcomes through a lens that employs theoretically informed metrics for racism. Part of what it means to study racism is to draw upon substantive theories on race and the law. For example, Rojek, Rosenfeld, and Decker (2012), examined racial disparities in the traffic stops in St. Louis, Missouri. They observed interaction effects of officer race, driver race, and the racial composition of the neighborhood: In predominantly White neighborhoods, stops of Black drivers were more likely to result in a search, especially when the officer was White. However, in predominantly Black neighborhoods, White officers were more likely to search cars with White drivers. The researchers did not merely report this finding; they drew upon Donald Black’s theory of law and suggested that both outcomes on racially disparities are the consequences of both racial profiling and residential segregation.

Health researchers have been at the forefront of moving beyond just providing evidence on racial disparities in outcomes, and are starting to examine associations between health and racial disparities that themselves are a legacy of racially unjust institutions (Asad and Clair 2018; see also Kohler-Hausmann 2019). As one of an increasing number of examples, Boen, Keister, and Aronson (2020) examine associations between aspects of the racial wealth gap and health outcomes. They find that “savings, stock ownership, and homeownership consistently improve health, but debt is associated with worse health, even after adjusting for total net worth.” They also find that the correlations between different kinds of financial assets and health vary by race. In another study, Boen, Kozlowski, and Tyson (2020) look at correlations in school-, family-, and individual-level data between indicators of perceptions of safety in schools and health outcome both in adolescence and after leaving school in young adulthood. Lukachko, Hatzenbuehler, and Keyes (2014) consider state-level indicators of racial disparities in employment, education, political participation, and sentencing treatment by judges (including incarceration, capital sentencing, and disenfranchisement) to examine the effects of structural racism on heart attacks. In this style of work, we see possibilities of studying the effects of racism on health by examining the effects of a central outcome of structural racism, such as wealth inequality or educational disadvantage, and we can also imagine creating a multifaceted measure that aims to capture an array of aspects of racial marginality and examining its effects on health.

Researchers can also study public safety outcomes through a lens that employs theoretically informed metrics for structural racism. Drawing from this work, the next generation of quantitative research on policing and public safety needs to account for structural racism, not only in interpretation of research outcomes, but also as it manifests in the data itself.

This type of critical eye is also needed for exploring racism within police organizations, especially police culture and networks. The groundbreaking work of Wood, Roithmayr, and Papachristos (2019) use social network analysis of “big data” not to study police-generated crime data, but instead to study the officers themselves, their networks, and police misconduct complaints. They find that police misconduct in
Chicago is not random, but networked, meaning that officers tend to engage in behavior that leads to a misconduct complaint in groups. They also find associations between misconduct incidents and police demographics, such as age and race—younger officers receive more civilian and departmental misconduct complaints than older officers, and White officers are somewhat more likely than Hispanic and Black officers to have received at least one complaint (p. 13). Studying networks may help quantitative sociologists to get a handle on dynamics that influence culture within organizations, including the networked quality of police misconduct. Police culture is sustained by an array of professional narratives: narratives of dangerousness (Sierra-Arévalo 2019), narratives of “bad” segregated neighborhoods (Moskos 2008), and so forth. Quantitative researchers should explore opportunities to operationalize these narratives in understanding how racism produces racial disparities in policing.

Next Steps

While this article maintains that increased research and evaluation of alternative projects would be germane to policy debates, it is important to use the tools of social science with circumspection and humility. It may be that some norms of “evidence-based policymaking,” which base normative decisions about good policy on clear, countable results, are in some ways out of step with creative efforts to “reimagine” public safety. Evidence-based policymaking, at least as currently conceived, is often backward-looking and timid. Reimagination is forward-looking and definitionally bold. This difference may come into play in the evaluation of community-based projects. Inevitably, many of these programs, at least initially, will be riddled with mistakes—perhaps even fail (for example, Madden, Leeds, and Carmichael 2020). This process of trial and error is at the heart of reimagination. As Ejeris Dixon (2020, 19) has explained, “We have to be accountable enough to continue our experiments, to measure them, to hold ourselves to high standards, and to believe in them.”

After all, embarking upon experiments for societal improvement is neither utopian nor unprecedented. American history is littered with institutions that were once deemed abject failures that might have been discarded if not for belief in them beyond data. Ironically, police departments themselves can be viewed as an emblematic example of such evolution. Early police departments were often initially riddled with corruption and unprofessional. Until research in the 1990s, researchers were unable to provide a persuasive statistical argument that the police reduced crime. It was only after a radical rethinking of police work—not constrained by preexisting evidence—that new realities could emerge.

Thus, researchers who embark upon collaborative research on community-based safety projects must be careful about how to interpret what may appear to be “failure.” Statistical failure may not mean that the project is fundamentally valueless. Along similar lines, some community organizers have criticized traditional quantitative research paradigms for deploying research strategies that misunderstand the
complexity of organizations’ goals and desired impact, instead externally imposing logics of traditional measurement where alternative evaluative logics, perhaps based on narrative, might be more valuable (for example, Keene, Keating, and Ahonen 2016; Roe 1994; Rogers 2008; van Wessel 2018). Qualitative evaluations that draw from participant narratives have allowed researchers to understand outcomes of programs and policies that were not previously anticipated or that are difficult to measure, to explore unanticipated mechanisms of how and why approaches succeed or fail, and to explore nuances that quantitative tools cannot capture. Qualitative evaluations can also give voice and power over data-gathering to communities themselves, serving broader democratic goals and rectifying epistemic injustices (or wrongs against people “in their capacity as a knower” (see Fricker 2007, p. 1), which can be potent for marginalized communities in criminal system policymaking processes.

Beyond using mixed-methods research, both qualitative and quantitative, in evaluation—a strategy that has become standard—some researchers have gone further by embracing community-based participatory research as part of rigorous evaluation processes, enlisting the collaborative effort of both qualitative researchers and community members. The belief is that the data are better analyzed, with fewer framing and interpretation risks of the sort outlined above, by triangulating multiple types of data and by staying tightly connected to the population being studied throughout the research process. Social scientists should approach evaluative research with awareness that, while quantitative research is a valuable tool, it should never be an exclusive tool in moral and political debates over public safety.

Over the past few decades, academic public safety researchers have been much more aggressive about partnering with police departments than with community organizations. Social scientists tend to receive esteem for reaching data-sharing agreements with governmental agencies, including police departments, that allow the researchers to clean and analyze administrative data. Leading social science journals often publish and prominently feature articles that emerge from academic–police department partnerships. The esteem directed toward scholarship that emerges from such partnerships comes in part because of the increasing influence of “big data,” both within policing and in the study of it (for example, Brayne 2020; Desmond, Papachristos, and Kirk 2016). Perhaps the quintessential example of such partnership is the storied Chicago Crime Lab, mentioned above, which has roots within the Chicago School of Sociology that was famous for treating the city as a laboratory.

Of course, analysis of police data can be of high value for understanding racial disparities, police budgets and staffing, and other aspects of policing. However, research that uses police data has severe limitations. Especially with respect to crime data, police data tell scholars about the world as it is understood and created by the institution that collects the data. Much crime goes unreported. Police presence is not equal across space, and in some places—especially White and suburban communities—crime does not consistently receive a police response (Jacques and Wright 2015). A current University of Chicago sociologist Robert Vargas (2020) has offered a trenchant critique of the Chicago Crime Lab for its history of research partnerships and deep entanglements with the Chicago Police Department. In Vargas’s
view, such partnerships have led to flawed research that seeks to “improve cities by managing Black individuals instead of ending the police violence Black communities endure.” For these and other reasons, research that relies on police-created data is not more valuable, more scholarly, or more deserving of funding and attention than research on community-based modes of deterrence and accountability.

Pursuing research on alternatives to traditional, carceral crime deterrence measures will also demand that researchers engage in new forms of partnership. There are numerous community-based efforts afoot to increase community security and address harm, but most public safety researchers treat these efforts as if they are invisible or unworthy of rigorous study. It should be admitted that, in the past, the professional rewards for academics who consider pursuing empirical research on community-based alternatives to policing and public safety have often been scant. Quantitative scholars might be hesitant to make the time and energy investments to pursue a partnership with community-based organizations in part because their data, if the organizations have it, require working with smaller sample sizes. Research produced in partnership or collaboration with community organizations may be labelled as “activist” scholarship, perhaps even imposing career costs for its practitioners (Cancian 1993; Warren et al. 2018). However, collaborating with community groups is important work that the academy has the capacity to increase. Examples like the aforementioned READI program, with its evaluative collaboration with University of Chicago researchers, support this point. Yet, much more of this work is needed outside of the large university research labs. Scholars in the academy, including those who review articles, evaluate grant proposals, and vote on faculty appointments, should reflect upon and reorient our assumptions about what constitutes a laudable institutional partnership and rigorous scholarly research. Funders, including the federal government, might also have a role to play in facilitating this research by funding the alternative harm prevention and response work of community groups in ways that would better facilitate data-gathering and causal identification.

The current political and moral conversation over public safety is shallow and truncated because it is impossible for policymakers and activists to have well-informed debates about costs and benefits, tradeoffs, predicted outcomes over time, or potential unintended consequences of various changes. For example, if pursuing alternatives to policing along with a corresponding decrease in police funding would produce a sharp increase in homicide rates, the utility calculus might be different than if these approaches would produce a slight uptick in property crime in wealthy areas while increasing well-being in marginalized areas.

In addition, some recent reductions in police spending happened for reasons unrelated to changes in public safety policy. The city of Oakland, California, has been used as an example of the perils of cutting police funding and investing in alternatives—even though the 2020 police budget reduction in Oakland was taken up as an austerity measure because of municipal fiscal crisis, not to embrace a political goal of reimagining public safety. Indeed, the Oakland police budget reduction occurred alongside a reduction in the fire department’s budget, and some line items cut from the police budget were actually cuts from alternative measures to
promote public safety that were funded through the police department, such as Operation Ceasefire mentioned earlier (Clayton 2021; Sciacca 2021). Research is sorely needed to compare police defunding when it is accompanied by investment in various alternatives and when it is not so accompanied.

This essay has offered three propositions for next-generation research on public safety, which is already now underway. In a process accelerated in the wake of the murder of George Floyd in June 2020, social scientists have finally started to question the role of our own research in perpetuating the status quo, our uncritical acceptance of professional tropes about the value of police data, our ideas about the best ways of measuring public safety, and more. This paper offers an entrée into a broader plan for a social science that not only sees those status quo biases in our work, but actively seeks to root them out. Perhaps most importantly, next-generation policing and public safety research must remain circumspect and humble. Our expertise, while vast in some ways, is limited in others (Simonson 2021). Sometimes, the data will simply be insufficient to provide complete answers to the burning questions of our day. At those times, we must pause and reflect on where our findings fit within a larger ecosystem that is examining and rethinking policing, the criminal system, and their transformation.
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The US Pretrial System: Balancing Individual Rights and Public Interests

Will Dobbie and Crystal S. Yang

In most US jurisdictions, individuals accused of a crime appear for their first court appearance one to two days after being arrested by law enforcement. At this first appearance, sometimes referred to as a bail hearing or preliminary hearing, a judge is often tasked with determining a defendant’s release or detention pending later adjudication—what is known as the “pretrial decision.” On a yearly basis, decisions made at the pretrial stage affect roughly 11 million individuals who are arrested by law enforcement for an offense in the United States. In many parts of the country, these bail hearings last anywhere from ten seconds to a few minutes. Defendants are often video-conferenced in from the local jail while a judge briefly reviews the case and criminal history of the defendant, sometimes asking the defendant a few questions. If a prosecutor and/or defense attorney are present, they may also present their recommendations to the judge.

The judge in this bail or preliminary hearing has a range of options. For defendants who pose a minimal risk of flight or danger, the judge may simply release the defendant on the promise to return for future court proceedings and without any other conditions of release, sometimes known as “release on recognizance” or “personal recognizance.” In some jurisdictions, judges also have the option of a “conditional release” with different types of non-monetary conditions, which can...
include regular reporting to a pretrial services officer, drug treatment or testing, orders that the defendant will have no contact with the alleged victim, or even electronic monitoring or home confinement. Another increasingly common option is the use of monetary or cash bail whereby defendants are offered release if they or someone on their behalf posts some amount of money, which is generally forfeited if they do not appear for trial or commit a new offense while out on release. Finally, some defendants, typically those who have been charged with the most serious crimes, are not offered pretrial release at all and are detained outright, sometimes known as “remand without bail.”

Figure 1 documents the prevalence of this range of options in 2009 among a representative sample of felony defendants from the 75 largest US counties. Among these felony defendants, the overwhelming majority of defendants were assigned monetary bail (or financial conditions), with 34 percent of defendants held on bail because they did not pay the required amount to secure release and another 38 percent released on bail. Among the rest, 24 percent of defendants were released...
on non-financial conditions such as release on recognizance or conditional release, while another 4 percent were detained outright.

In making this pretrial decision, the judge is meant to balance several sets of concerns set out by law: the rights and liberty interests of the defendant, who after all has not yet been tried or convicted of any crime and thus is presumed to be innocent; having the defendant appear for a future trial and other required court appearances; and protecting society from additional crimes that the defendant might commit if released while awaiting trial. In addition to achieving this balance, the judge should seek to reach decisions that do not discriminate unlawfully on the basis of protected characteristics such as race, ethnicity, or gender.

In the next two sections of the paper, we discuss two important shifts in emphasis in the pretrial system in recent decades. The first is the shift toward having judges place a greater emphasis on public safety concerns or the risk of new crimes in their decision-making. The second is a shift toward increased use of monetary bail and subsequent decreased use of release without financial conditions. Due in part to these trends, the United States today detains roughly half a million individuals before trial at any given time, nearly twice as many as any other country in the world (Walmsley 2016). In per capita terms, the United States detains between two and 36 times as many individuals before trial as other high-income countries (Walmsley 2016). Indeed, today in some parts of the United States, over 75 percent of jail inmates (comprised of individuals awaiting trial or those serving relatively short sentences) are comprised of those detained pretrial.

These trends, as well as other existing patterns of the US pretrial system, raise two main concerns, which are the subjects of the following two sections of the paper. The first concern is that the extent of pretrial detention in the US generates costs to detainees that far outweigh the benefits to society. Within the criminal legal system, excessive pretrial detention is in tension with a foundational idea that people should be presumed innocent until proven guilty. Indeed, a sizeable number of detained individuals are eventually not found guilty of any offense. For example, among felony defendants charged in the 75 largest counties, one in five detained individuals later have their charges dismissed or are acquitted (Cohen and Reaves 2007). Even worse, the threat of pretrial detention increases the risk of wrongful conviction, by pressuring defendants to accept a plea bargain and get out of jail. In addition, pretrial detention may generate collateral consequences outside of the criminal legal system by disrupting defendants’ lives, putting jobs, housing, and child custody at risk, among other harms. As a lawyer working as a public defender explained to the New York Times (reported in Pinto 2015):

Our clients work in service-level positions where if you’re gone for a day, you lose your job. People in need of caretaking—the elderly, the young—are left without caretakers. People who live in shelters, where if they miss their curfews, they lose their housing. Folks with immigration concerns are quicker to be put on the immigration radar. So when our clients have bail set, they suffer on the inside, they worry about what’s happening on the outside, and when
they get out, they come back to a world that’s more difficult than the already difficult situation that they were in before.

A second concern is the presence of significant disparities in pretrial conditions and pretrial detention in most large US jurisdictions, contributing to the over-representation of low-income and minority individuals in the pretrial system. For example, rates of pretrial detention are significantly higher among Black and Hispanic individuals compared to non-Hispanic White individuals. Figure 2 presents pretrial outcomes among felony defendants in the largest 75 US counties, by race/ethnicity.

Among felony defendants arrested in 2009, 40 percent of Black individuals and 36 percent of Hispanic individuals were held on bail/financial conditions compared to 28 percent of non-Hispanic White individuals. In contrast, 22 percent of Black individuals and 21 percent of Hispanic individuals were released without financial conditions compared to 28 percent of non-Hispanic White individuals. Black and Hispanic individuals were also more likely to be denied bail and detained outright compared to non-Hispanic White individuals. These patterns mirror

**Figure 2**

Pretrial Outcomes for Felony Defendants, by Race/Ethnicity
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*Source: State Court Processing Statistics, 2009 (US Department of Justice 1990–2009).*
the all-too-common stories of Black and Hispanic individuals who, despite being first-time offenders accused of low-level crimes, spent months in pretrial detention with often devastating consequences.\footnote{As one vivid example, Gonnerman (2015) reports on the tragic death of Kalief Browder, who endured two years of solitary confinement while awaiting a trial that never happened.}

One plausible reason for these racial disparities is the extensive use of monetary bail. Critics of the current pretrial system argue that many jurisdictions set bail without adequate consideration of the defendant’s ability to pay, and, as a result, that pretrial detention is determined by a defendant’s wealth (which is correlated with race/ethnicity), not the likelihood of later appearing in court or the risk to the community during the pretrial period. These concerns have been long-standing. For example, at the signing of the federal Bail Reform Act of 1966, which sought to protect the right to pretrial release without the payment of money, President Lyndon Johnson remarked that “[b]ecause of the bail system, the scales of justice have been weighted for almost two centuries not with fact, nor law, nor mercy. They have been weighted with money.” These issues led the Department of Justice (2016) to intervene in a recent case and conclude that the pretrial systems in many jurisdictions “are not only unconstitutional, but also constitute bad public policy.”

Given these two major concerns with the pretrial system, researchers have sought to evaluate both the effectiveness and fairness of the system. However, empirical challenges have made it challenging to produce rigorous research on these topics. First, there is no general repository of data on pretrial decisions for the United States, so studies in this area focus on data from certain jurisdictions. Even among these studies, there are often no readily available datasets that include information on both pretrial decisions and long-term outcomes such as employment or the receipt of government assistance for a large number of individuals, making it difficult to assess the consequences of being detained pretrial. Second, an empirical analysis on these topics must confront difficult selection issues. Individuals who are detained before trial are not a random sample and are likely to be different from defendants who are not detained in a variety of ways not well-captured by existing data. These selection issues make it difficult to identify the causal effects of pretrial detention, which are required for evaluating whether the current pretrial system is appropriately balancing individual rights with societal benefits. These data and selection issues also make it challenging to evaluate the fairness of the current system, as defendants in different groups could be treated differently due to discrimination or due to legally relevant differences that are observed by the judge, but unobserved by the researcher.

In recent years, a growing empirical literature has made use of new data sources and quasi-experimental approaches to overcome these challenges and provide credible causal estimates of both the individual costs (such as loss of employment or government assistance) and public benefits (such as preventing non-appearance at court and new crimes) of cash bail and pretrial detention, and to do so in ways that
illuminate the extent of racial discrimination in the pretrial system in a few jurisdictions with rich data. This burgeoning literature has produced convincing evidence that we should detain far fewer individuals before trial than we currently do and that the costs of pretrial detention are disproportionately borne by minority individuals due to forms of racial discrimination. We describe these studies below, highlighting areas worthy of future inquiry.

The closing sections of the paper discuss some policy implications of this recent work. We provide an overview of the wave of pretrial reform efforts happening across different cities and states, including greater use of non-monetary alternatives to bail. We also discuss the possibilities for judges to make greater use of algorithms or risk-assessments as a way of simultaneously reducing the extent of pretrial detention and pretrial crime, while also reducing racial disparities.

A Shift of Emphasis in the Goals of Pretrial Detention

Since the founding of the country, the principal objective of the US pretrial system has been to assure later appearance at court. Historically, future appearance at court was most often guaranteed through verbal pledges by others who assumed responsibility for having the accused appear for trial (the legal term is “sureties”).

The Eighth Amendment to the US Constitution specifies that “[e]xcessive bail shall not be required, nor excessive fines imposed, nor cruel and unusual punishments inflicted.” The Eighth Amendment protection meant that judges were supposed to release nearly all defendants before trial (except those charged with offenses subject to the death penalty), unless there was a serious flight risk. Again, the importance of pretrial release is grounded in the presumption of innocence, a fundamental right to protect defendants prior to any finding of guilt. This principle was embodied in the Judiciary Act of 1789, which stated that all non-capital defendants should be entitled to some form of bail. The Supreme Court has also stated that a defendant’s bail cannot be set higher than an amount that is reasonably likely to ensure the defendant’s presence at trial (Stack v. Boyle, 342 U.S. 1 [1951]).

In the past several decades, the pretrial system has shifted in its aims. Rather than focus exclusively on ensuring appearance for trial, the pretrial system today has also adopted an explicit aim of protecting the community from harm. Starting in the 1970s, in response to growing concerns about crime and public safety, jurisdictions began to authorize the detention of criminal defendants without bail if they were assessed to be dangerous to society—known as “preventive detention.” For example, the federal Bail Reform Act of 1984 explicitly authorized judges to make bail determinations based on their assessment of each defendant’s risk to the community. The 1984 Act states, among other things, that defendants should be granted bail “unless . . . such release will not reasonably assure the appearance of the person . . . or will endanger the safety of any other person or the community.”
As a result, judges now make pretrial decisions based in part on their assessment of each defendant’s risk of danger to the public. At present, the federal judicial system, along with at least 40 states, considers public safety explicitly as part of the release or detention decision. Only a few remaining jurisdictions, such as New York, base release decisions solely on an assessment of a defendant’s risk of flight, although there have been numerous unsuccessful attempts to change New York law to include the criteria of public safety to a judge’s pretrial decision-making. These competing objectives are embodied in the pretrial standards of the American Bar Association (2007), which states that the judicial decision of whether to release or detain a defendant requires judges to “strike an appropriate balance” between the competing societal interests of individual liberty, court appearance, and public safety. Similarly, the National Institute of Corrections states that “[t]he goal of bail setting is to maximize release while simultaneously maximizing court appearance and public safety” (Pilnik 2017). In other words, judges are theoretically required to make a proper tradeoff between a defendant’s private liberty interests and the societal interests of court appearance and public safety, with neither set of goals being privileged over the other.

In practice, a non-negligible share of defendants does fail to appear in court (although very few abscond indefinitely) and some are rearrested for new offenses while out on release. For example, in 2009, among felony defendants in the 75 largest US counties, 17 percent of released individuals missed a court appearance and 3 percent were not returned to court within a year of release (Reaves 2013). Among these released individuals, 16 percent were rearrested for a new crime within a year of release, split roughly equally between felony and misdemeanor offenses (Reaves 2013).

While the objectives of the pretrial system are defined clearly by law, bail judges are granted substantial discretion in making assessments of flight risk and danger to the public. In many jurisdictions, denial of bail is often mandatory in first- or second-degree murder cases, but can also be imposed for other crimes, such as domestic violence, when the bail judge finds that no set of conditions for release will guarantee appearance or protect the community from the threat of harm posed by the defendant. In many jurisdictions, these bail judges may consider factors such as the nature of the alleged offense, the weight of the evidence against the defendant, any record of prior flight or bail violations, and the financial ability of the defendant to pay bail. As we will discuss later in the paper, some judges use a “risk score” based on these kinds of factors to offer guidance in the pretrial decision.

We hypothesize that the overall effect of considering public safety has likely been to increase rates of pretrial detention relative to a pretrial system that does not consider public safety. For instance, law enforcement often calls on judges to detain individuals who have been charged with violent offenses out of concern for safety (Barrett 2021). Anecdotally, many judges prioritize concerns about public safety, tipping the balance in marginal cases away from release to detention, either via monetary bail or outright detention. In instances where judges have released an individual who is later arrested for murder, for example, there is considerable public outcry and a demand for greater pretrial detention (McKinley 2017).
Another large contributor to the high rate of pretrial detention in the United States is the increasing use of monetary bail (also known as cash bail or bond) and the corresponding decreasing use of release on recognizance over the past several decades. Under the federal Bail Reform Act of 1966, the general presumption had been in favor of release without financial conditions out of a view that pretrial release should not be governed by a person’s ability to pay. But in the last few decades of the twentieth century, the primary means of ensuring appearance and public safety in the United States has become the use of monetary bail, which in theory is meant to provide a financial incentive for defendants to refrain from engaging in pretrial misconduct.

Figure 3 documents these trends among felony defendants in the most populous 75 counties between 1990 and 2009. This figure shows that over this time period, felony defendants have been increasingly likely to be assigned monetary bail, from less than 60 percent in 1990 to 72 percent by 2009. In contrast, the share of felony defendants released without financial conditions has steadily decreased over this time period, falling from roughly 40 percent in 1990 to 24 percent by 2009.

Implementation of monetary bail varies across jurisdictions. In some places, defendants may need to post the full bail amount to secure release. In others, defendants are typically required to pay some fraction of the bail amount, such as 10 percent. Those who do not have the required deposit in cash can borrow from commercial bail bondsmen, who will often accept cars, houses, jewelry, or other forms of collateral, and who generally charge a nonrefundable fee, typically 10 percent of the bail amount, for their services. Another common type of monetary bail is an “unsecured” bond, which involves a promise by defendants to pay a certain amount of money if they do not return to court, but does not require an upfront payment to secure release. If the defendant fails to appear or commits a new crime (broadly known as “pretrial misconduct”), either the defendant or the bail bondsman is theoretically liable for the full value of the bail amount and forfeits any amount already paid. The amount of monetary bail may be determined by the judge or pre-specified in a “bail schedule,” which determines bail amounts for each type or grade of offense, although a judge typically has discretion to change the recommended bail amount; for example, a bail schedule might specify that a Level 1 felony is associated with a $50,000 bail amount. Bail schedules are regularly used in California, Texas, and other states, although they have been criticized for failing to tailor amounts based on defendants’ ability to pay.

One unique feature of the US bail system is that it is dominated by a $2 billion commercial bail bondsmen industry. According to the Professional Bail Agents of the United States, approximately 14,000 commercial bail agents nationwide secure the release of more than 2 million defendants annually (Cohen and Reaves 2007). As described above, bail bondsmen are permitted to post bail in exchange for nonrefundable payments from the defendants and the promise that they would find the defendants and return them if they failed to appear. While some argue that
the industry is highly effective at ensuring that defendants appear at court, other recent accounts have documented purported anti-competitive practices, with the bail industry accused of “collud[ing] with lawyers, the police, jail officials and even judges to make sure that bail is high and that attractive clients are funneled to them” (Liptak 2008). The commercial bail bondsmen industry is illegal in nearly all other countries and exists today in only the United States and the Philippines.

The growing use of monetary bail in many jurisdictions has resulted directly in high pretrial detention rates, as many defendants are unable or unwilling to pay even relatively small monetary bail amounts. A typical sum of monetary bail imposed by judges is $10,000 (Reaves 2013), but 40 percent of Americans are unable to pay an “unexpected expense” of $400 (Board of Governors of the Federal Reserve 2018). In New York City, an estimated 46 percent of all non-felony defendants and 30 percent of all felony defendants were detained before trial in 2013 because they were unable or unwilling to post bail set at $500 or less (New York City Criminal Justice Agency 2014). This is not surprising once one considers that the typical defendant is quite poor. For example, among individuals detained in Philadelphia and Miami between 2006 to 2014, only 32.0 percent were formally employed in the year prior to arrest and the average annual formal-sector income is $4,524 (Dobbie, Goldin, and Yang 2018).

In addition, monetary bail may not serve its intended deterrent function very well. Using a natural experiment in Philadelphia, Ouss and Stevenson (2021) find

Figure 3

that a reform which led to a sharp decrease in the use of monetary bail without a change to the overall pretrial release rate did not significantly increase failure to appear or new criminal activity rates among those who were released.

**Evidence on Tradeoffs of Pretrial Detention**

How can researchers evaluate whether bail judges are properly balancing the private interests of defendants (costs of pretrial detention) versus the societal interests of ensuring court appearance and public safety (benefits of pretrial detention)?

When thinking about how to estimate the magnitude of the cost and benefits of pretrial decisions, a hypothetical social experiment might randomly offer pretrial release to a wide range of offenders and then observe the results. Of course, such an experiment is impractical for many reasons, including the fact that explicitly randomized detention would outrage the principles of justice. Because such randomization is unethical and infeasible, any simple comparisons of the outcomes of released and detained individuals almost certainly suffer from selection bias, given that judges may be less likely to release an individual at a higher risk of flight or danger. In addition, empirical research in this area is also complicated by the fact that, until recently, few datasets linked pretrial decisions to defendant and societal outcomes, both in and out of the criminal legal system.

However, recent data and methodological advances have allowed researchers to identify causal estimates of some key costs and benefits of pretrial detention. In particular, researchers have been able to obtain readily available court data (often in jurisdictions with permissive public records access laws) that also contain individual identifiers, which in turn can be linked to administrative data on key outcomes. The results make a strong argument that the costs of pretrial detention (and cash bail) almost certainly far outweigh the social benefits, at least for the “marginal” defendants for whom judges disagree about whether to release or detain.

The key methodological insight behind this recent literature was to observe that in some jurisdictions, defendants are assigned more-or-less randomly to judges for their pretrial hearing and that judges differ systematically on decisions about bail conditions. Indeed, given the discretion that bail judges have, there is often substantial variability in pretrial decisions, even among judges assigned similar defendants in the same court system (Yang 2017). Why this variability exists is not well known, but judges may differ in how they trade off the private interests of the accused versus societal interests or in how they assess the risks of pretrial misconduct.

Whatever the reason, as a result of this variability across judges, some defendants are more likely to be assigned a relatively low bail amount or release on their own recognizance (resulting in pretrial release) while other defendants with the same characteristics are more likely to be assigned a higher monetary bail amount or no bail at all (resulting in pretrial detention), based only on whether they were randomly assigned to a “lenient” or a “strict” judge. This naturally occurring source of variation approximates the hypothetical ideal experiment. In addition, bail judges
are different from the trial and sentencing judges in many jurisdictions who are assigned through a different process. This institutional feature allows researchers to go one step further and to identify the causal effect of being assigned to a lenient bail judge as opposed to a lenient trial or sentencing judge.

Building on these features, a new literature has utilized the so-called “judge instrumental-variable” empirical design to recover the causal effect of pretrial detention for individuals at the margin of detention. Some recent papers using this approach include Gupta, Hansman, and Frenchman (2016) using data from courts in Philadelphia and Pittsburgh, Leslie and Pope (2017) using data from New York City, Dobbie, Goldin, and Yang (2018) using data from counties that contain Philadelphia and Miami, Stevenson (2018) using data from Philadelphia, and Didwania (2020) using data from federal district courts. Each of these papers also leverages the richness of court-specific data to measure the effects of pretrial detention on case outcomes and when available, pretrial flight and pre- and post-trial crime. In addition, Dobbie, Goldin, and Yang (2018) link these court-specific data to administrative tax records at the Internal Revenue Service to examine the effects of pretrial detention on post-trial economic outcomes such as formal-sector employment and the take-up of government benefits.

These papers focus on several primary sets of key outcomes from pretrial detention, including the likelihood of being found guilty, the likelihood of appearing in court, the likelihood of being arrested for a new crime, and later economic outcomes such as formal-sector employment and the take-up of government benefits. We discuss each of these outcomes in turn.

Across all these papers, the authors find that being detained pretrial adversely affects a defendant’s case. In Dobbie, Goldin, and Yang (2018), for example, the authors use data on over 400,000 criminal defendants arrested in Miami and Philadelphia from 2007 to 2014. They find that being detained before trial increases the probability of being found guilty by 14 percentage points—a 24 percent change from the mean for released defendants. The increase in convictions is largely driven by a higher probability of pleading guilty. The authors interpret these results as suggesting that pretrial detention primarily affects case outcomes by weakening defendants’ bargaining positions before trial. Dobbie, Goldin, and Yang (2018) also show that pretrial detention has a small and statistically insignificant effect on post-trial incarceration, which is consistent with the story that defendants are pleading guilty to “time served”—that is, a defendant who has been held in jail before trial and pleads guilty can go home immediately with no further incarceration. The
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Formally, the conditions necessary to interpret these judge instrumental-variable estimates as the causal impact of pretrial detention for individuals at the margin of detention are: 1) there is a first-stage relationship between judge assignment and the probability of pretrial detention; 2) judge assignment only impacts defendant outcomes through the probability of being detained; and 3) any defendant released by a strict judge would also be released by a more lenient judge, and any defendant detained by a lenient judge would also be detained by a more strict judge. We direct the reader to Dobbie, Goldin, and Yang (2018) and Frandsen, Lefgren, and Leslie (2019) for a discussion of the extent to which these conditions are likely to hold in the pretrial context.
other studies mentioned above find qualitatively similar effects. Gupta, Hansman, and Frenchman (2016) examine the effects of being assigned monetary bail, rather than being detained directly, finding that monetary bail increases the likelihood of being convicted in a sample of cases from Philadelphia and Pittsburgh.

Substantial anecdotal evidence suggests that even a short stint of pretrial detention can have significant costs for defendants outside the criminal legal system: for example, they may be fired from a job or lose their space in a housing shelter if they are detained for several days. Dobbie, Goldin, and Yang (2018) study one set of medium-term effects of pretrial detention by linking defendants to later economic outcomes as measured in administrative tax records in their sample of Miami and Philadelphia cases. In this study, pretrial detention decreases the probability of employment in the formal labor market three to four years after the bail hearing by 9.4 percentage points in their data (a 25 percent decrease from the released defendant mean). Pretrial detention also decreases the probability that the defendant takes up unemployment insurance benefits within three to four years after case disposition and decreases the take-up of Earned Income Tax Credit (EITC) benefits over the same time period. The authors interpret these results as the stigma of a criminal conviction lowering defendants’ prospects in the formal labor market (as discussed in Pager 2003; Agan and Starr 2018), which in turn limits their eligibility for employment-related benefits.

Recall that a judge will seek to balance the individual presumption of innocence with the societal benefits of preventing pretrial flight and crime. How well is the current pretrial system doing in terms of achieving these societal benefits? To evaluate the risk of additional criminal activity, the crime effect of pretrial detention can be split into pretrial and post-trial crime. A defendant who is detained before case disposition will, because of the “incapacitation” effect, be by definition unable to commit new crimes in the community or fail to appear in court. However, if post-trial crime rates are increased by pretrial detention, then the net effect of pretrial detention on all future crime (combining pre- and post-trial crime) is ambiguous.

For example, in their study of data from Philadelphia and Miami-Dade, Dobbie, Goldin, and Yang (2018) find that pretrial detention decreases the probability of failing to appear in court by 15.6 percentage points. The effect on future crime is driven by offsetting short-run incapacitation and medium-term criminogenic effects—that is, detention causes the likelihood of re-arrest before case disposition to fall by 18.9 percentage points and the likelihood of re-arrest following case disposition to increase by 12.1 percentage points.3 The authors argue that this criminogenic effect of pretrial detention may be due to decreased attachment to the formal labor market described previously—that is, those who lose their jobs may be more likely to commit new crimes. Leslie and Pope (2017) similarly find partially offsetting effects in New York City felony cases. In contrast, Gupta, Hansman, and Frenchman (2016)

3 One important qualification of these findings is that it is challenging to identify new criminal activity from new re-arrest, which is an imperfect proxy for criminal activity.
find that being assigned monetary bail in Philadelphia and Pittsburgh has only a negligible effect on failure to appear in court, but leads to a 0.7 percentage point yearly increase in the probability of committing a new crime. This evidence suggests that when analyzing the effects of pretrial detention on crime, both pretrial and post-trial criminal activity should be considered.

So how can we combine these estimates to evaluate how the pretrial system is doing in trading off a defendant’s private interests against societal benefits? Any attempt to weigh the costs and benefits of detentions is necessarily a rough back-of-the-envelope calculation. However, Dobbie, Goldin, and Yang (2018) conduct a partial calculation that considers the administrative costs of jail, the costs of apprehending individuals who fail to appear, the costs of future criminality (both pre- and post-trial), and the labor market impacts on defendants. By their estimate, the net social cost of pretrial detention for the typical marginal defendant is between $55,143 and $99,124. The costs to defendants with no recent criminal history will be especially high, given the significant collateral consequences of having a criminal conviction on labor market outcomes, the offsetting criminogenic effect of pretrial detention in the medium-run, and the relatively low costs of apprehending defendants who fail to appear in court.

This estimate should be interpreted with caution. On one side, it does not include possible benefits of general deterrence effects: that is, the possibility that detaining individuals before trial reduces crime among those who are not arrested in the first place. On the other side, it does not include potential non-economic costs to defendants who are detained—like inability to provide care to family members and loss of freedom. However, the estimates suggest that the current pretrial system imposes substantial short- and long-term economic harms on detained defendants that are likely not justified by the societal benefits of reducing the risk of new crime and non-appearance at court.

This conclusion is reinforced by recent work showing that low-cost text message reminders can dramatically reduce failure to appear rates, suggesting that a large share of defendants who fail to appear are not intentionally skipping court but are effectively unaware of court dates (Fishbane, Ouss, and Shah 2020). Identifying ways to reduce the risks of new criminal activity or failure to appear without detention is a promising area for future research.

While the recent literature has made progress in documenting some of the main costs and benefits of pre-trial detention, more remains to be done. One important caveat to recent work in this area is that all of the estimates from the judge instrumental-variable approach are conceptually based on defendants at the margin of release or defendants for whom judges disagree on whether to release or detain, not the average defendant who might be released. Dobbie, Goldin, and Yang (2018) show that only about 13 percent of individuals in their sample are at the margin of release, for example, with these individuals being much more likely to be charged with misdemeanors and nonviolent offenses. Thus, the calculations may under- or overestimate the benefits of much larger changes to the pretrial system, such as completely eliminating cash bail as many jurisdictions are considering or doing,
and releasing nearly all defendants before trial (including defendants charged with felonies and violent offenses). A fruitful area for future research is to explore the costs and benefits of pretrial detention for these inframarginal defendants. Another important step for future research is to expand the range of outcomes studied to evaluate other costs of pretrial detention like effects on mental and physical health of defendants and on outcomes for the dependents and families of defendants affected by the pretrial system.

Evidence on Racial Discrimination in Pretrial Decisions

Most large US jurisdictions exhibit significant racial and ethnic disparities in the imposition of pretrial conditions and pretrial detention. Nationally representative data on felony defendants in state courts show that on average, Black and Hispanic defendants are substantially more likely to be detained before trial compared to non-Hispanic White defendants, even after controlling for observable and legally relevant charge and defendant characteristics (Demuth 2003; Baradaran and McIntyre 2013). In addition, Black and Hispanic defendants are generally more likely to be assigned monetary bail and higher monetary bail amounts, compared to observably similar non-Hispanic White defendants (Demuth 2003; Demuth and Steffensmeier 2004; Schlesinger 2005).

While these past studies reveal significant racial and ethnic disparities in the pretrial system, this conceptual and methodological approach of controlling for an array of observable variables and then looking at the coefficient on an indicator variable for race/ethnicity may not isolate discrimination in pretrial decisions. One concern is that certain legally relevant differences in pretrial misconduct risk may be observed by judges, but not by the econometrician, and this omitted variables bias can account for some observed racial and ethnic disparities in pretrial detention. For example, suppose that a judge appropriately considers a defendants’ employment status or ties to the community when making a pretrial decision, and these factors differ by race. If controls for these variables are not included, it could make the coefficient on race look larger than it would otherwise be.

On the other hand, controlling for observable case and defendant characteristics can also hide the way in which discrimination can operate through seemingly race-neutral characteristics. For example, consider a hypothetical example in which White defendants are more likely than Black defendants to be arrested for offenses involving powdered versus crack cocaine. Suppose further that judges release a higher proportion of defendants arrested for offenses involving powder cocaine versus crack cocaine, but are “race-blind” among individuals charged with the same type of offense. Conditioning on the specific offense, a researcher would find no disparity in release rates. Yet this “race-blind” rule with respect to powder cocaine
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4 We focus on the fair treatment of individuals of different races or ethnicities, directing the reader to Yang and Dobbie (2019) for a discussion of other forms of unfairness in the pretrial system.
versus crack cocaine may well be due to unjustified discrimination. These concerns suggest considerable caution with an approach that conditions on as many observables as possible to “explain away” observed racial disparities. Some scholars call this form of bias “included variable bias”—the idea that controlling for non-racial variables could mask the existence of unwarranted discrimination (Ayres 2010).

To shed light on various forms of discrimination that may exist in the pretrial system, we think that economists should better adapt their methodological approaches to leading sociological, psychological, and/or legal definitions of discrimination. Of particular importance are the two main legal doctrines of discrimination in the United States: disparate treatment doctrine and disparate impact doctrine.

The disparate treatment doctrine prohibits policies or practices motivated by a “discriminatory purpose” and thus requires proof of intent. In the pretrial context, there is disparate treatment if, for example, a bail judge intentionally sets higher monetary bail amounts for Black versus White defendants because of explicit bias against Black individuals. Importantly, a court is far less likely to find disparate treatment if racial disparities are unconscious, as could occur if a bail judge sets higher monetary bail amounts for Black versus White defendants because of implicit bias or unconscious stereotypes. For economists, it is difficult to identify a statistical test that conclusively tests for purposeful disparate treatment. One can compare the treatment of different groups in various ways that point to disparities, such as by controlling for observables or using an audit study. But to meet the legal disparate treatment standard, one would need to augment this statistical comparison with non-statistical evidence showing or strongly suggesting discriminatory intent on the part of judges, which can be difficult to establish.

However, existing models of racial discrimination in the economics literature often envision decision-makers who make conscious and intentional decisions based on race. In particular, the two canonical economic models of discrimination are 1) statistical discrimination whereby a person accurately uses race to make a prediction about unobserved potential outcomes, such as pretrial misconduct (for example, Aigner and Cain 1977) and 2) Becker taste-based discrimination whereby a person intentionally sets different decision thresholds for different racial groups, such as different thresholds for pretrial release (for example, Becker 1957, 1993). To distinguish between these approaches empirically, Becker (1957, 1993) proposed an “outcome test” that compares the success or failure of decisions across groups at the margin. In the context of pretrial decisions, the idea is that marginal
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5 The disparate treatment doctrine comes from the Equal Protection Clause of the US Constitution’s Fourteenth Amendment. It was formalized in the landmark case Washington v. Davis (426 US 229 [1976]), where the Supreme Court explained that the “basic equal protection principle that the invidious quality of a law claimed to be racially discriminatory must ultimately be traced to a racially discriminatory purpose.” Later, in McCleskey v. Kemp (481 US 279 [1987]), the Court rejected a challenge to Georgia’s capital punishment scheme—despite statistical evidence showing large racial disparities in death penalty rates—because the evidence was “clearly insufficient to support an inference that any of the decisionmakers in [the defendant’s] case acted with discriminatory purpose.”
White defendants will have higher rates of pretrial misconduct than marginal Black defendants if bail judges are racially biased against Black defendants. Recent work has clarified that outcomes can vary across groups at the margin due to Becker taste-based discrimination, inaccurate racial stereotypes (such as those modeled by Bordalo et al. 2016), and potentially other form of racial bias (Arnold, Dobbie, and Yang 2018; Hull 2021; Gelbach 2021). The outcome test also captures de facto racial bias that might arise though seemingly race-neutral characteristics such as type of crime and neighborhood by allowing non-race characteristics to differ for marginal White and marginal Black defendants.6

The outcome test has been difficult to implement in practice because the concept relies on marginal comparisons, while the available data is typically on averages. For example, if White and Black defendants have different risk distributions for pretrial misconduct—the well-known “inframarginality problem (for example, Ayres 2002)—then inferring the required marginal misconduct rates from the average misconduct rates is problematic.

However, the “judge instrumental-variable approach” (described earlier) actually provides causal estimates for individuals at the margin of release—thus allowing researchers to measure the misconduct rates of White and Black defendants at the margin of release and providing a test of whether judges are setting different decision thresholds for White and Black defendants, whether that be due Becker taste-based discrimination, inaccurate stereotypes, or some other form of racial bias.7 Arnold, Dobbie, and Yang (2018) use this approach with data from Miami-Dade and Philadelphia to show that marginally released White defendants are much more likely to be re-arrested compared to marginally released Black defendants. Their results suggest that judges make substantial errors in predicting in pretrial risk in a way that exaggerates the dangerousness of Black defendants—a form of “racial bias” distinct from Becker taste-based discrimination that originally motivated such outcome tests.

The results from Arnold, Dobbie, and Yang (2018), along with related discussion in Hull (2021), also make clear that outcome tests are purposely narrow, isolating racial bias from other important sources of disparities such as illegal statistical discrimination on the basis of race. The fact that outcome tests also combine behavior that is clearly disparate treatment, such as Becker taste-based discrimination, and behavior that a court may not find illegal under this standard, such as unconscious/implicit bias or stereotyping, further complicates the interpretation and use of these tests.

6The outcome test cannot be used to test for more restrictive definitions of racial bias that hold fixed all non-race characteristics of White and Black defendants without additional restrictions: for example, see the discussions in Canay, Mogstad, and Mountjoy (2020) and Hull (2021).

7New work by Grau and Vergara (2020) proposes an alternative implementation of the outcome test that relies on using the predicted status (or propensity scores) of defendants to identify defendants at the margin of release. Using this novel approach, the authors find evidence of racial bias among minority defendants in the pretrial system in Chile.
These conceptual problems with the outcome test and the disparate treatment doctrine more generally lead us to the disparate impact doctrine of discrimination. Under this doctrine, a policy or practice is discriminatory if it leads to an adverse impact on a protected class (say, by race or ethnicity) and the decision-maker cannot offer a substantial legitimate justification for the adverse impact. Under existing law, disparate impact only applies in certain contexts, because it stems from statutory rules rather than constitutional law. As for the pretrial context, one potential avenue for bringing a disparate impact claim could be through Title VI of the 1964 Civil Rights Act, which covers all programs and activities receiving federal financial assistance and generally includes the state and local courts considered in our analysis of the pretrial setting. However, we are not aware of such a case to date.

Regardless of whether a disparate impact case would have legal merit in the pretrial context, we view the doctrine as shedding light on pervasive forms of disparity and discrimination that we believe deserve more attention in the economics literature. Other fields such as sociology have long recognized that discrimination “may or may not result from prejudice or animus and may or may not be intentional in nature” (in this journal, Small and Pager 2020). Pretrial decision-making not intentionally premised on an individual’s race can still produce unjustified disparities in society.

Recall that the only legally allowable justification to set more stringent conditions of pretrial release (such as cash bail) or to detain outright individuals before trial is the risk of pretrial misconduct (whether in the form of not appearing at trial or committing a crime). Thus, the disparate impact standard is violated if a judge sets higher monetary bail amounts for Black versus White defendants with the same potential for pretrial misconduct for any reason: “direct discrimination” arising from the consideration of race; unconscious or implicit discrimination; or “indirect discrimination” coming from the consideration of non-race characteristics that nevertheless lead to an adverse impact on a racial group. The disparate impact doctrine similarly prohibits any unjustified differences in treatment based on other protected characteristics like ethnicity or gender.

Unfortunately, much of the existing work in economics does not accommodate or consider discrimination under the disparate impact doctrine. The ideal statistical test for disparate impact would compare the treatment of individuals with identical potential outcomes—which is conceptually distinct from comparing the treatment
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8 The disparate impact doctrine was formalized in the landmark case of *Griggs v. Duke Power Co.* (401 US 424 [1971]). In that case, the US Supreme Court found that the Duke Power Company’s policy of requiring that all employees have a high school diploma to be considered for promotion was illegal disparate impact because the requirement had little to no relationship to job performance (the legitimate justification in this case) and drastically limited the eligibility of Black employees.

9 In *United States v. Maricopa County* (915 F. Supp. 2d 1073 [D. Ariz. 2012]), for example, the US Department of Justice filed suit under Title VI of the Civil Rights Act of 1964, alleging that the Maricopa County Sheriff’s Office and Maricopa County were in violation of the disparate impact standard due to the failure “to develop and implement policies and practices to ensure LEP [limited English proficient] Latino inmates have equal access to jail services.”
of individual with identical non-race characteristics. In the context of pretrial decisions, we would like to compare the pretrial decisions of White and Black defendants with identical potential for pretrial misconduct, without any additional controls for observable characteristics such as alleged crime type or criminal history.

**Algorithms and Judges: Less Detention, Less Pretrial Misconduct, and Reduced Racial Disparities?**

The current pretrial system seems to be performing poorly both in terms of balancing tradeoffs and treating individuals fairly by race. Is it possible to develop a set of guidelines or decision aids for bail judges that could improve on the current pretrial system in all dimensions: that is, simultaneously reduce pretrial detention, reduce crime committed by those who are released, and have an improved likelihood of defendants appearing at trial—all while reducing racial disparities?

The possibility of such an outcome is greatest if there are pervasive errors in pretrial decision, in the sense that judges are detaining excessive numbers of low-risk defendants and releasing excessive numbers of high-risk individuals, in a way that might be corrected by the use of guidelines or other decision-making aids.

Several studies have found evidence of such pervasive errors, including Arnold, Dobbie, and Yang (2018), Kleinberg et al. (2018), and Arnold, Dobbie, and Hull (2020). For example, Kleinberg et al. (2018) find evidence of pervasive errors in pretrial decisions for bail judges in New York City. They find that pretrial decisions of these judges are characterized by internal inconsistency and that judges struggle the most with high-risk cases. Not only do judges differ considerably from each other in their pretrial decisions, but even within the same judge, decisions for similar defendants vary quite a bit. The authors construct an algorithm to predict pretrial misconduct risk and find that if pretrial decisions were made using the algorithm (which does not include race as an input in prediction), the algorithm could be used to detain the same number of people with less pretrial crime, or detain fewer people with the same pretrial crime, or choose some mixture of reducing both pretrial crime and pretrial detention rates—all while simultaneously reducing racial disparities. In particular, the gains on racial equity are seen throughout the distribution of judges.

Such algorithms or “risk assessment” tools are already used quite widely in the pretrial system. Perhaps the best-known of the pretrial risk assessment tools is the Arnold Ventures Public Safety Assessment (PSA), which is now in use in over 39 jurisdictions around the country. The PSA uses nine factors to assess the likelihood of pretrial success: 1) age at current arrest; 2) current violent offense (in some cases whether the violent offense occurred when the defendant was 20 years old or younger); 3) pending charge at the time of the arrest; 4) prior misdemeanor conviction; 5) prior felony conviction (or in some cases any prior conviction, misdemeanor or felony); 6) prior violent conviction; 7) prior failure to appear in the past two years; 8) prior failure to appear older than two years; and 9) prior sentence to incarceration. These factors are weighted and then used to predict three outcomes:
failure to appear pretrial, new criminal activity while on pretrial release, and new violent criminal activity while on pretrial release. The PSA scores are usually accompanied by a Decision Making Framework that includes a matrix matching each combination of PSA scores and charges to a recommended pretrial decision for judges.

Studying the impact of such risk assessment tools on pretrial decision-making (both in terms of balancing tradeoffs and fairness) is an important area for future work. After all, as a practical matter, pretrial decisions are unlikely to be made solely on the basis of algorithmic predictions. Indeed, to the extent that judges often override the recommendations of algorithms, as has been shown in the sentencing context (Doleac and Stevenson 2019), it may be much more difficult to achieve improvements. Greiner et al. (2020) provide a detailed interim case study of how the Arnold Ventures PSA was implemented in Dane County, Wisconsin, and evaluate the impact of the PSA using a randomized control trial. The early-stage results found that providing judges with these recommendations somewhat changed pretrial decisions, but had no statistically significant effect on days of pretrial incarceration, failure to appear rates, or new criminal activity rates.

Of course, algorithms are not a panacea for the pretrial system. Indeed, a robust literature has documented a variety of issues that algorithms can introduce ranging from bias being “baked in” to the algorithm, to lack of transparency and accountability. But this is an area where economists have much to contribute in thinking about how to design risk assessment tools that are efficient and equitable.

**Conclusion**

The US pretrial system seeks to balance the individual rights of defendants against the societal goals of ensuring court appearances and public safety—and to achieve these tradeoffs as equitably as possible. However, the research literature in this area raises doubts about the performance of the system. Pretrial detention imposes large economic and personal costs, due to the significant collateral consequences of having a criminal conviction on labor market outcomes and large social costs stemming from the criminogenic effects of pretrial detention. In addition, there are relatively small benefits of pretrial detention, due to the low costs of apprehending defendants who fail to appear in court and the relatively low-level crimes that occur when individuals are released before trial. Taking a range of costs and benefits into account, the existing evidence suggests that we should detain far fewer individuals before trial than we currently do. Moreover, the costs of cash bail and pretrial detention are disproportionately borne by Black and Hispanic individuals, giving rise to large racial differences in pretrial detention that cannot be explained by differences in pretrial misconduct risk.

Looking ahead, we highlight three sets of developments that bear particular attention in the near- and medium-term, and which we believe should guide the direction of future economics research in this area.
First, a wave of support seems to be gathering for reform of pretrial systems in many jurisdictions. In a national survey of registered voters in 2018, 72 percent supported limiting the length of pretrial detention, and over 70 percent were in favor of providing pretrial support services for those with addiction or mental health issues (Pretrial Justice Institute 2018). Some jurisdictions, like New Mexico, New Jersey, and California, have effectively eliminated cash bail, with the hope of significantly decreasing pretrial detention rates among low-risk defendants. In addition, a wave of community-based efforts to change the current pretrial system has also been spreading, with charitable organizations like the Bronx Freedom Fund and the Brooklyn Community Bail posting bail for individuals held on misdemeanor charges when bail is set at $2,000 or less. Future research should study these changes to the pretrial system. In doing so, researchers should also expand the list of potentially relevant outcomes to study to include health and family outcomes for individuals interacting with the pretrial system.

Second, there remains much need for further conceptual and empirical work that tests for discrimination in the pretrial system, given the large and pervasive racial disparities in detention rates. As other disciplines have long recognized, discrimination can result even when a decision-maker is not acting consciously and intentionally on the basis of race. We urge economists to think more broadly about the ways in which discrimination can manifest in the pretrial system and we view the legal doctrines of disparate treatment and disparate impact as important guideposts.

Finally, many jurisdictions are providing judges with new information and tools with the hope of improving the efficiency and fairness of pretrial decisions. The most prominent example, the Arnold Ventures Public Safety Assessment, was mentioned earlier. Other jurisdictions are piloting programs with other kinds of individualized feedback and behavioral interventions available to judges. These field experiments will enable researchers to better understand how judges make their decisions, why their current decisions may be erratic and discriminatory, and how pretrial decisions change with the introduction of new tools. A richer understanding of decision-making can allow policymakers to better identify reforms that can aid judges and improve the pretrial system more broadly.

We thank David Arnold, Peter Hull, Erik Hurst, Nina Pavcnik, Timothy Taylor, and Heidi Williams for helpful comments and Dan Ma and Nada Shalash for research assistance. All opinions and errors are our own.
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The criminal justice system routinely fails at its central mission: delivering justice. Empirical studies reveal a system that is inconsistent in its judgments, mistaken in its predictions, and disparate in its impacts. The same type of defendant handled by different judges is treated very differently, and the same judge treats cases differently from day to day—what behavioral scientists call “noise” (Kahneman, Sibony, and Sunstein 2021). Decisions are often systematically mistaken in ways that could have been better identified in advance: for example, in pre-trial decisions, judges release many high-risk people while simultaneously jailing low-risk people (Kleinberg et al. 2018a). Moreover, certain groups (often disadvantaged in other ways) disproportionately bear the brunt of these problems and receive worse treatment, to the point that one could credibly argue the system is discriminatory against them.

Algorithms have a long history in criminal justice as a potential solution to these problems. Statistical models date back to the 1920s. Explicit guidelines for judges were used even earlier and are themselves primitive algorithms: that is, they are explicit rules for how a judge should decide based on case and defendant characteristics. In principle, carefully formed rules provide a way to reduce inconsistency,
error, and (if constructed with that aim) racial bias (Milgram et al. 2014). It is no surprise, then, that new tools from machine learning have drawn a great deal of interest in criminal justice (Berk 2018). They offer a superior version of what already appealed to many in a very crude form: algorithms trained on large datasets can extract greater predictive signal, and can also rely on inputs that could not have entered simple statistical models or guidelines, such as speech, text, or video. The result is the growing proliferation of algorithms across a wide range of criminal justice applications, as shown in Table 1.

But the optimism for machine learning in criminal justice did not last long. In practice, algorithms often proved less helpful than anticipated. In many cases, they were even actively harmful. Some algorithms proved to be no more accurate than the judges whose prediction errors they were purported to correct. Reports emerged of algorithms that were themselves discriminatory, producing racially disparate outcomes at a high enough rate that the phrase “algorithmic bias” has entered the lexicon. The algorithms also introduced new problems of their own, such as a lack of transparency—defendants unable to access the “black boxes” that dictated their fates—and concerns that the system is being depersonalized in a way that compromises due process. The best that could be said, it sometimes seemed, is that at least algorithms are consistent—if inscrutable—in their mistakes.

Why were hopes dashed? One common critique points to features of machine learning itself. According to this argument, the data used to train algorithms are too noisy and biased. The complexity of criminal justice objectives cannot be quantified. These decisions are too important to cede control to black boxes. Consequently, the introduction of algorithms into criminal justice is increasingly viewed as an inherently flawed enterprise. We argue that each of these problems follow from a deeper one. Algorithms fail because of shoddy construction: human decisions about how to build and deploy them is the root cause of problems. Machine learning algorithms in criminal justice are not doomed to fail, but algorithms are fragile: if crucial design choices are made poorly, the end result can be (and is often) disastrous.

One reason for the fragility of algorithms comes from important econometric problems that are often overlooked in building them. Decades of empirical work by economists shows that in almost every data application, the data is incomplete, not fully representing either the objectives or the information that decision-makers possess. For example, judges rely on much more information than is available to algorithms, and judges’ goals are often not well-represented by the outcomes provided to algorithms. These problems, familiar to economists, riddle every case where
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1 Throughout the paper we use the term “algorithms” not only in the general sense but also to refer to the more specific end-product of work in the artificial intelligence field of machine learning. We use “artificial intelligence” and “machine learning” interchangeably in what follows and make clear from the context which definition of the term “algorithm” we mean.

2 “Bias” or “violations of fairness” in social science and legal scholarship usually refers to some combination of disparate treatment, disparate impact, or the principle of fair representation (some also call this “statistical parity”). Computer science, as we discuss below, adds a number of additional definitions. We use the term broadly for most of the paper, but where relevant note which specific definition we mean.
algorithms are being applied. Another reason is that in criminal justice settings, the algorithm is not the final “decider”—a human is. Building good algorithms requires understanding how human decisions respond to algorithmic predictions. Algorithm builders too often fail to address these types of technical challenges because they haven’t had to. Existing regulations provide weak incentives for those building or buying algorithms, and little ability to police these choices.

Economists and other social scientists have a key role to play in building and studying algorithms, because such efforts require econometric, regulatory, and behavioral expertise. The return to such efforts is high: if designed well, algorithms have a chance to undo human fallibility. Algorithms have another benefit—when regulated well, their problems are easier to diagnose and more straightforward to fix than are the problems of human psychology (Kleinberg et. al. 2018c). It is easier to improve fragile algorithms than fallible decision-makers.

We illustrate these ideas for the case of algorithmic bias: why racial disparities arise in algorithms and what can be done about it. We illustrate how poorly built algorithms can exacerbate bias. At the same time, well-built algorithms can reduce bias. They can, in fact, be a force for social justice. So there is room for cautious optimism: algorithms can still do some good in criminal justice, but only if great care is taken.

Table 1
Illustrative Applications of Artificial Intelligence in Criminal Justice

<table>
<thead>
<tr>
<th>Type of application</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Investigative/forensic uses</td>
<td>Facial recognition to match closed-circuit television images to mugshots</td>
</tr>
<tr>
<td></td>
<td>Social media image searches to find defendant alibis</td>
</tr>
<tr>
<td></td>
<td>Uses of images for investigations (for example: using backgrounds in image to link suspect to image in child abuse case)</td>
</tr>
<tr>
<td></td>
<td>License plate readers</td>
</tr>
<tr>
<td></td>
<td>Auditing police body-worn camera footage</td>
</tr>
<tr>
<td>Detection/monitoring/surveillance</td>
<td>Facial recognition to find lost children, other missing persons</td>
</tr>
<tr>
<td></td>
<td>Gunshot detection</td>
</tr>
<tr>
<td></td>
<td>Chatbots to combat grooming and “sex tourism”</td>
</tr>
<tr>
<td></td>
<td>Closed-circuit television to help airport security decide whom to investigate further</td>
</tr>
<tr>
<td>Decision aids</td>
<td>Risk tools for pre-trial release</td>
</tr>
<tr>
<td></td>
<td>Risk tools for diversion decisions</td>
</tr>
<tr>
<td></td>
<td>Risk tools for sentencing</td>
</tr>
<tr>
<td></td>
<td>Risk tools for parole decisions</td>
</tr>
<tr>
<td></td>
<td>Predictive policing (places and times)</td>
</tr>
<tr>
<td></td>
<td>Predictive policing (people)</td>
</tr>
</tbody>
</table>
The problems and opportunities we highlight for algorithms in criminal justice apply more broadly. Algorithms are increasingly used in a range of areas of interest to economists including the labor market, education, credit, and health care. The issues we raise have equal importance there, and in several cases, have already started to make an appearance. Anyone interested in the effect of algorithms on society has lessons to learn from the criminal justice experience.

Inconsistency, Error, and Discrimination in Judicial Decision-Making

America’s criminal justice system is clearly broken. An overwhelming majority of people see the problems and think they must be fixed. The incarceration rate has exploded in a way that has no historical or international precedent (as discussed by Bruce Western in this issue). Nor is the current system, with all of its social costs, providing public safety: America’s murder rate far exceeds that of any other high-income nation. Meanwhile, the burden of both crime and incarceration falls disproportionately on minority communities: for example, 70 percent of Black male high school dropouts spend time in prison by their mid-30s.

In this paper, we will focus on inconsistency, error, and discrimination in the criminal justice system. These problems pervade almost every part of the system, ranging from law enforcement to how cases are adjudicated innocent or guilty (plea-bargaining, trials, and other steps) to how people are supervised out in the community on probation or parole. We will focus here on three types of criminal justice decisions that are representative of the broader challenges and substantively important in their own right: pre-trial detention, sentencing, and parole decisions. Given the vast literature, we focus here on selected examples.

The pre-trial detention decision occurs soon after an arrest. The defendant must appear in front of a judge within 24 to 48 hours. The judge typically has several choices: release the defendant under their own recognizance (a promise to return for trial); set release with certain conditions, like wearing a location-monitoring device; requiring cash collateral (bail) for release to ensure return to court; or refusal to release the defendant before trial at all. In general, this decision is supposed to depend on the judge’s assessment of the defendant’s risk to public safety and/or the likelihood that the defendant will appear in court for trial.

The sentencing decision occurs when a defendant has been found guilty. This decision will depend on the crime for which the person was convicted but also on the likelihood of future re-offending, as well on other factors like the defendant’s remorse and society’s sense of just deserts. Depending on the criminal charge, sentencing options could include a fine, probation (the defendant goes free but must report to a probation officer), or detention time either in jail (more common for a misdemeanor charge) or prison (more common for a felony charge).

For an example of such polling data, see Benenson Strategy Group (2017), a survey done for the American Civil Liberties Union.
The parole decision arises because historically most defendants sentenced to prison would receive an indeterminate sentence; for example, it might be from four to seven years. After the inmate had served the minimum term, a parole board would then decide when exactly an inmate would go free. Inmates out on parole would typically be required to report periodically to a parole officer. Criteria for parole decisions are similar to those for sentencing but can make use of information about the defendant’s behavior in prison as well. The role of parole boards declined in the 1970s with the shift towards determinate sentencing (Kuziemko 2013).

We refer to these three decisions as “judicial decisions” for convenience, recognizing that in practice other criminal justice actors also play a role. Prosecutors, for instance, make recommendations to judges as part of both pre-trial release and sentencing decisions. Prosecutors play a particularly important role for sentencing, given that 90–95 percent of all convictions result from a plea bargain (Devers 2011). The quality of legal representation that defendants receive can vary enormously. For the cases that do make it to trial, a jury may play a role in sentencing. Also, as noted above, while judges often set sentences over a certain range, parole decisions are usually made by a parole board staffed by people who are typically not judges.

The literature has identified three problematic aspects of how decisions are made: for a selective review of some prominent studies, see Table 2. One long-standing concern with these judicial decisions is misprediction: not simply that there are inevitable errors, but that predictions made by judges are systematically mistaken. For example, in the case of sentencing, Gottfredson (1999) asked judges in Essex County, New Jersey in 1977–78 to record their subjective predictions about the recidivism risk of 960 defendants. The correlation between judge predictions and actual recidivism outcomes 20 years later is very modest, on the order of 0.2. These low levels of predictive accuracy also jibe with data from pre-trial release (for example, Jung et al. 2017; Kleinberg et al. 2018a). Concerns with the accuracy of recidivism predictions for parole, which historically have often been made by psychiatrists, dates back at least to the 1940s (Jenkins et al. 1942; Schuessler 1954). More recently, Kuziemko (2013) finds some positive correlation between predictions made by parole boards and recidivism, but Berk (2017) shows there is also substantial misprediction.

Second, judicial decisions are inconsistent in several ways. One way is that they are inconsistent with each other. For example, some judges tend to be “tough” and others “lenient.” This discretion was long justified on the basis that judges could then account for the circumstances of each case (Alschuler 1991). But the data shows that even with randomly assigned caseloads, the average level of leniency varies dramatically. Kling (2006), among others, documents this for sentencing, while for pre-trial release decisions, the difference in pre-trial release rates between the most- and least-lenient quintile of judges in New York City was nearly 25 percentage points (Kleinberg et al. 2018a). As one judge complained, “[I]t is obviously repugnant to one’s sense of justice that the judgment meted out to an offender should depend in large part on a purely fortuitous circumstance; namely, the personality of the particular judge before whom the case happens to come for disposition” (Diamond and
Zeisel 1975, p. 111). Sentencing guidelines were introduced in the 1970s partly to address this problem. But they may have simply shifted discretion to the decisions made by prosecutors about what specific crimes will be charged and what plea-bargain deals will be made (Davis 2005), and of course sentencing guidelines have no effect on pre-trial decisions. For parole decisions, Ruhland (2020) shows parole board members pay attention to very different types of information about a case.\textsuperscript{4}

Judges not only differ from each other; they also differ from themselves: the same judge can decide differently on the same case from day to day. For example, Eren and Mocan (2018) show how irrelevant circumstances can skew decisions: Upset losses by the Louisiana State University football team increase the sentences Louisiana judges hand out by about 6 percent—and the effect is larger for judges who are LSU alumni. Heyes and Saberian (2019) show that a 10-degree increase in outdoor temperatures reduces the likelihood an immigration judge rules in favor of

\textsuperscript{4}As Kahneman, Sibony, and Sunstein (2021) point out, a more subtle version of across-person inconsistency is when some judges are relatively more lenient on cases of type A and more harsh on cases of type B, while other judges have the reverse pattern.
an applicant by 7 percent, as shown in Figure 1. Chen, Moskowitz, and Shue (2016) show that judge decisions in a case depend on the features of other cases the judge just heard. Kleinberg et al. (2018a) present evidence for inconsistency in judicial decisions around pre-trial release. For a defendant, what will happen to you depends on the happenstance of which judge you see and when you happen to see them.

Finally, there are striking racial disparities. For example, African Americans make up 13 percent of the US population, but 26 percent of those who get arrested and 33 percent of those in state prisons. Although disparities in imprisonment have been declining in recent years, they remain substantial (as shown in Figure 2). While disentangling exactly how much of the overall disparity is due to discrimination by the criminal justice system itself is a challenging task, there is little question that some of it is.

As one example of this evidence, Arnold, Dobbie, and Yang (2018) capitalize on the fact that cases are as good as randomly assigned to judges and that judges have systematically different propensities to release defendants pre-trial. They conduct an
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“outcomes test” for marginal defendants. If judges were unbiased, we would expect to see similar re-arrest rates for White and Black defendants with similar probabilities of release. Yet re-arrest rates are lower for Black than White defendants, consistent with judges holding Black defendants to a higher standard. Arnold, Dobbie, and Hull (2020) suggest that around two-thirds of the Black-White disparity in release rates appears to be due to racial discrimination, with statistical discrimination also playing a role. Parole, in contrast, may be one of the few parts of the system where we do not consistently see evidence of substantial racial discrimination (Anwar and Fang 2015; Mechoulan and Sahuguet 2015). For reviews of the larger literature on discrimination in sentencing and many other parts of the justice system, useful starting points include Kennedy (2001), Loury (2008), and Blumstein (2015).

In short, a considerable body of evidence suggests that the criminal justice system is often inconsistent, error-prone, and discriminatory.

The Promise of Artificial Intelligence for Criminal Justice

The limits of human cognition have motivated interest in statistical methods of prediction; in the criminal justice system, “supervised learning” algorithms have become the dominant form of artificial intelligence used. Though the details of building these algorithms can be arcane, they are in essence quite simple. The problem they solve is simple and familiar: given $x$, predict $y$ (called the “label”). The goal is to look at previous data and form a rule that can be deployed to new situations where $x$ is known, but $y$ is not. Forming those predictions, though, requires large datasets of so-called “labelled observations,” where
both x and y are available. It is worth noting that every machine learning algorithm is actually two algorithms. The “prediction algorithm” takes as input x and predicts y. It is produced by the “training algorithm,” which takes as inputs an entire dataset of (x,y) pairs. In addition, the training algorithms needs an exact objective function specified: more specifically, what is the loss in predicting y incorrectly?

Stated this way, it is clear that familiar economic tools can be viewed as forms of “machine learning.” For example, linear regression is one way to predict y from x. The least squares fitting algorithm is, in this case, the “training algorithm” and the “predictor algorithm” is the code which takes the inputs x and multiplies each input by the estimated coefficient. One thing that is new about the current machine learning tools is that they can work with far more complex functional forms and inputs: methodologies like random forests, gradient boosted trees, and neural networks are all examples of non-parametric functional forms which the training algorithm “learns” from the data. Importanty, these tools can also take as a result very novel forms of input: x can be images, audio files, or even video. In this journal, Mullainathan and Spiess (2017) provide an introduction to how machine learning fits in the econometric toolbox.

Importantly, machine learning algorithms fit these complex functions without pre-specification of a functional form by the analyst and while avoiding “over-fitting.” A function that fits a specific given dataset as well as possible will inevitably learn more than the general relationship between x and y: it will also be based on statistical noise that is idiosyncratic to that dataset (the overfitting problem), which will, in turn, lead the prediction function to perform poorly on new data. To avoid this problem, these algorithms use sample-splitting techniques where one partition of the data is used for training and model-selection and another for evaluation, ensuring that whatever function is found works well out-of-sample.

A well-developed framework in computer science has emerged for building and applying supervised learning algorithms. This framework has enabled breakthroughs in areas like web search, manufacturing, robotics, customer service, automobile safety, and translation. The potential of statistical prediction has only increased over time with the growing availability of “big data” and development of new tools from the artificial intelligence field of machine learning. For excellent reviews at different levels of technical detail, see Athey and Imbens (2019), Berk (2008, 2018), Hastie, Tibshirani, and Friedman (2009), and Jordan and Mitchell (2015), as well as Varian (2014) in this journal.

Building these algorithms requires making key decisions: what outcome to predict, what candidate predictors to make available to the algorithm, and what objective function to provide. For pre-trial release, the relevant outcome is usually guided by state law, usually public safety risk (measured by re-arrest, or measured by re-arrest for violence specifically) and/or flight risk (skipping a required future court case). Typical algorithms used for sentencing and parole instead focus more narrowly on some sort of re-arrest or recidivism risk. Most of these algorithms then
use as candidate predictors some combination of the criminal charge for which the person is currently in the justice system, prior criminal record, and a narrow set of demographic factors (usually age, which is legally allowed and predictive of risk given the strong age patterning of criminal behavior, and sometimes gender). Some algorithms can also include factors like employment or some proxy for “community ties” like duration of residence in the area.

These tools differ in important ways in terms of the construction of the functional form that relates the candidate predictors to the outcome of interest. For example, the COMPAS tool that is used for predicting risk of recidivism—and which was the focus of a widely read Pro Publica article (Angwin et al. 2016)—is billed as an “evidence-based software product” (http://www.northpointeinc.com/files/downloads/Risk-Needs-Assessment.pdf). But COMPAS is not actually a machine learning tool at all; it seems to be driven instead, as Rudin, Wang, and Coker (2020) note, in large part by human judgments, “a product of years of painstaking theoretical and empirical sociological study” (p. 5). The widely used Public Safety Assessment (PSA) developed by Arnold Ventures for pre-trial release decisions uses a logistic regression to determine the coefficients (weights) that each predictor should get. The tool that the current paper’s authors helped develop for use in New York City estimated the relationship between the predictors and the outcome with machine learning, but presents the predictor algorithm to the user as a linear weighted average of predictors to help with interpretability (see also Rudin et al. 2021).

The final ingredient of any algorithm deployed in the criminal justice system is how the results are presented to end-users. Most algorithms map the predictions from the algorithm into recommendations for the final (human) decider. This mapping, typically known as a “decision-making framework,” requires making some normative policy judgments about where the right risk thresholds should be to recommend one outcome versus another (like the choice of release versus detain in the pre-trial setting). In practice, those judgments are sometimes made by the algorithm builders alone, sometimes by government agencies, and sometimes through a collaboration. Another question is whether to give the end-user just the recommendations or also the underlying risk predictions, which in principle could help humans learn the algorithm’s “confidence” in the recommendation of its decision-making framework (for example, whether a defendant’s risk is far from or close to a decision threshold).

These supervised learning algorithms have the potential to improve on human prediction by, for starters, being more accurate. Decades of psychology research show that statistical models, on average, predict more accurately than human beings can in a range of applications (Meehl 1954; Dawes et al. 1989; Grove et al. 2000; Salzinger 2005). That advantage might be even greater today in criminal justice given new supervised learning methods, which allow for increasingly accurate prediction together with the growing availability of larger and larger datasets, which allow for the construction of increasingly accurate algorithms.

Because the predictor algorithm is mechanical, it is necessarily consistent (in the plain English sense of the term). Inputting a given set of predictor-variable
values into a predictor algorithm always outputs the same predicted risk. If the human judges and other relevant actors pay attention to the algorithm, there is the potential for an overall reduction in inconsistency (that is, variability in decisions for similar cases) within the justice system.

Finally, statistical models, unlike humans, themselves do not have intrinsic “in-group” preferences—although they can readily acquire such patterns in the training process. What the statistical models learn is a consequence of the training process. As we discuss below, depending on how they are built, their predictions can either mirror historical patterns of discrimination or can undo them.

The prevalence of algorithms within the justice system is hard to determine precisely. This is because data collection and reporting about anything in America’s justice system is mostly voluntary—even about basic crime statistics—leading to a very underdeveloped criminal justice data infrastructure (Bach and Travis 2021). For pre-trial release, some specific algorithm providers like Arnold Ventures voluntarily share information about use of their tools (at https://advancingpretrial.org/psa/psa-sites). The Arnold tool is used statewide in Arizona, Kentucky, New Jersey, and Utah, in cities like Chicago, Cleveland, Houston, New Orleans, and Pittsburgh, and in a number of suburban and rural counties as well, jurisdictions that together are home to over 66 million people. For sentencing, Stevenson and Doleac (2021) report that algorithms are used in sentencing decisions in a politically, geographically, and demographically diverse set of 28 states; another seven states have at least one county using a risk tool for sentencing. Most states seem to have adopted decision guidelines for parole decisions, if not formal machine learning algorithms, by the mid-1980s (Glaser 1985).

The Disappointing Record of Artificial Intelligence in US Criminal Justice

Against a clear track record of human fallibility and error in the existing criminal justice system, algorithms may seem to offer some hope of improvement. Things have not turned out that way. Supervised learning algorithms and other statistical models in the US criminal justice system have often not only failed to redress problems, they’ve often created new ones.

The literature analyzing algorithms has focused heavily on documenting racial bias. For example, the widely read Pro Publica analysis of the COMPAS risk tool found the tool has a higher false-positive rate in predicting recidivism for Black than White defendants (Angwin et al. 2016). While subsequent research noted the limitations of that specific measure of algorithmic bias, we see examples of algorithms

---

6 It is not possible to have both calibration and similar false positive rates with any prediction method (human or algorithmic) in a situation where two groups have different “base rates” for the underlying outcome, unless the prediction method predicts perfectly (Kleinberg, Mullainathan, and Raghavan 2016; Chouldechova 2017).
violating other common definitions of algorithmic fairness as well. For example, *calibration* refers to whether the actual outcomes people experience differ for majority versus protected group members, conditional on the algorithm’s risk predictions. This test is complicated by the fact that, for example, we don’t observe outcomes for pre-trial defendants who get detained (a point we return to below). With that caveat in mind, we see gender bias in the COMPAS tool (Hamilton 2019). We also see miscalibration by race in the Arnold Ventures Public Safety Assessment, in states like Kentucky, in ways that sometimes create advantages for White defendants (higher crime rate for White than Black defendants at a given risk prediction) and sometimes for Black defendants, as shown in Figure 3. These findings are consistent with evidence of bias in other parts of the justice system that shape the data used by the algorithm, such as police decisions (Fryer 2020; Goncalves and Mello 2021; Hoekstra and Sloan 2020) and jury decisions (Anwar, Bayer, and Hjalmarsson 2012), and consistent with evidence for algorithmic bias in other domains like health (Obermeyer et al. 2019).

Moreover, many of the algorithms that are deployed are either no more accurate than humans or simply have no effect on actual criminal justice outcomes. One review of 19 risk tools used in correctional facilities found them “moderate at best in terms of predictive validity” (Desmarais and Singh 2013; see also Berk 2019). We also see examples where within a few years of adopting algorithms, decisions revert back to the same patterns as before (Stevenson 2018) or fail to meet the objectives policymakers had initially laid out (Stevenson and Doleac 2019) like reduced pre-trial detention.

Finally, the adoption of algorithms has also introduced new problems into the criminal justice system, such as limited transparency and concerns about due process. A core value of the American constitutional system, enshrined in the Sixth Amendment to the US Constitution, is the defendant’s right to face and confront one’s accuser to probe and debate the veracity of the accusations. But many algorithms are not made public, so the defense is deprived of this ability. The Sixth Amendment’s “confrontation clause,” which was designed reasonably well for the eighteenth century, is severely stretched in the twenty-first. The inability to understand what is happening and why also raises natural concerns about whether the system is treating people in a depersonalized way that compromises Fifth and Fourteenth Amendment due process protections.

**Why is Artificial Intelligence Problematic in Practice?**

Why have risk tools in the criminal justice system been so disappointing in practice relative to the hoped-for initial promise? The problem is frequently viewed as intrinsic to the machine learning enterprise. Surveys regularly show that the public has a dim view of not just current algorithms, but about their potential to *ever* be useful. For example, one Pew survey found that 58 percent of American adults believe algorithms will inevitably be biased (Smith 2018). Of course many people
recognize that the alternative to the algorithm—human judgment—can also be biased. So it is revealing that 56 percent of people said in the same survey that they find it “unacceptable” to use algorithms for criminal justice applications like parole. (Majorities also oppose use of algorithms for applications like hiring or credit scoring.) This view is common among experts, too. For example, as one researcher put it: “There’s no way to square the circle there, taking the bias out of the system by using data generated by a system shot through with racial bias” (as quoted in Schwartzapfel 2019). Harcourt (2015, p. 237) argued risk tools will “unquestionably aggravate the already intolerable racial imbalance in our prison populations.” Similar concerns show up for other problems like accuracy. For example, the belief that reality is easily approximated by a simple combination of one or two factors leads Dressel and Farid (2018) to “cast significant doubt on the entire effort of algorithmic recidivism prediction.”

While there are legitimate arguments here, we argue that the overarching reason algorithms perform poorly in practice in the criminal justice system lies elsewhere: many algorithms have been poorly built. Algorithm design, as noted, requires a set of choices and the outcome is highly sensitive to these choices. This creates a fragile process: mistakes in design can lead to consequential errors of the kind we have seen.

The mistakes are, perhaps first and foremost, basic technical ones that arise in working with messy data generated by past human decisions. If econometrics = statistics + human agency, most algorithms are built not through an econometric
approach but through a statistical one that ignores key aspects of this messiness. The development of these tools also too often ignores a key sociological challenge: Algorithms don’t make decisions, people do. Regulatory failures provide the underlying reason for the persistence of both of these types of technical failures: No safeguards are in place currently to stop inadequately built algorithms from being deployed.

**Badly Built Algorithms**

Many algorithms cause harm because they have not been constructed to solve two types of econometric challenges. The first is the potential for misalignment between algorithmic objectives and human decision-maker objectives, a problem that is rampant in criminal justice and also shows up in many other areas as well such as child welfare screening (Coston, Chouldechova, and Kennedy 2020). The second is that the data we have are filtered by past decisions of humans who may see things about cases that are not captured in the data.

Nearly all machine learning algorithms simply predict outcomes. But a judicial decision often depends on more—sometimes much more—than the prediction of a single outcome. By assuming that all that matters is the outcome being predicted, an algorithm can wind up leaving out many of the elements the decision-maker cares about. We call that problem omitted payoff bias (Kleinberg et al. 2018a).

To see the problem, note that artificial intelligence tools are regularly built for all three judicial decisions we study here: pre-trial, sentencing, and parole. An implicit assumption is that prediction of an outcome like re-arrest or recidivism is equally useful in each case, but in fact, the role that prediction plays in the decision is quite different. For sentencing, for example, countless examples make clear that the objective function of real-world judges is richer than this; it can also include defendant circumstances, personal culpability, remorse, and society’s sense of just deserts. Thus, decision-makers are receiving predictions only for a subset of what matters for their decision, creating risk of distorting the decision outcome. In contrast, pre-trial release decisions are supposed to depend on a narrower set of criteria: the judge’s prediction of the defendant’s flight or public safety risk. A recidivism predictor is better suited for pre-trial decisions than for sentencing because what the algorithm is specifically predicting is better aligned with the judge’s objectives. This difference helps to explain why so much recent work on algorithms in the criminal justice system has been focused on the pre-trial release decision. For an economist, an obvious way to address this problem is to inform the algorithm design with a model of the human decision-maker’s actual objective function.

A related danger lies in mistakenly concluding the algorithm improves upon human-only decisions because it is better on one dimension, even if it ignores other dimensions the human decision-makers may care about. For example, in the case of pre-trial release tools, Kleinberg et al. (2018a) build an algorithm to predict failure
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7 For example, see Anderson et al. (2019); Angelino et al. (2017); Berk, Sorenson, and Barnes (2016); Corbett-Davies et al. (2017); Cowgill and Tucker (2017); Jung et al. (2017); Kleinberg et al. (2018a); Stevenson (2018); Jung, Goel, and Skeem (2020); and Wang et al. (2020).
to appear in court, the outcome which local law in New York state says should be the focus of risk considerations in pre-trial decisions. But they then show that the algorithm also dominates judge decisions on other outcomes that could potentially enter the judge’s objective function in practice like re-arrest risk, risk of any violence, or serious violence specifically or, as discussed further below, racial disparities. However, this sort of comprehensive assessment of multiple objectives is not yet standard practice in the field.

The second econometric complication that arises in constructing algorithms also stems from the basic fact that there is a human in the loop in criminal justice applications, namely: we are selectively missing some of the data we need to evaluate the algorithms. Conceptually, the problem is to compare status quo decision-making with the decisions that would happen with an algorithm in the decision loop. However, the data available to estimate that counterfactual are generated by past judicial decisions. If the algorithm recommends pre-trial detention of a defendant that past judges had detained pre-trial, constructing counterfactual arrests is easy because the number of crimes committed before trial is, by construction, zero in both cases. But if the algorithm recommends release of a defendant that judges detained, what do we do? We are missing a measure of the defendant’s behavior if released in that case.

We cannot simply impute the missing outcomes for these defendants by looking at the outcomes of released defendants who appear similar on measured variables. There may be cases where judges make inconsistent decisions, as we discussed earlier, but in addition, the judge may have access to information not captured by the algorithm. The presence of unobserved variables means two observations we think are comparable based on our data may not actually be comparable. We call this the selective labels problem (Kleinberg et al. 2018a).

Econometrics has tools to address this issue. For example, economists studying pre-trial judicial decisions have used the fact that judges vary in their leniency rates, and that sometimes defendants are as good as randomly assigned to judges (Kleinberg et al. 2018a; Arnold, Dobbie, and Hull 2020, 2021; Rambachan and Roth 2020; Rambachan 2021). For example, we can take the caseload of more lenient judges, use the algorithm to select the marginal defendants to detain to get down to the detention rate of stricter judges, then compare the observed crime under the simulated lenient judges plus algorithm detention rule compared to the observed stricter judges’ crime rate. This allows us to evaluate the algorithm’s performance, focusing only on the part of the counterfactual estimation problem (contracting or shrinking the released set) where the selective labels problem is not binding. This sort of exercise confirms that algorithms are indeed able to predict risk much more accurately than can human judges.

8 There is another problem here from missing outcome data for defendants the judge detains, which is that we can only build an algorithm using data from released defendants. That problem could reduce accuracy of the algorithm when applied to the full set of defendants who come in for pre-trial or sentencing hearings in the future. That possibility just further reinforces the importance of being able to solve the evaluation challenge mentioned above to determine whether the built algorithm really could predict more accurately than do judges.
This selective-labels problem shows up in any situation where the human decision affects the availability of the label, such as hiring where we only observe performance on the job for the employees that a firm decided to hire (for example, Hoffman, Kahn, and Li 2018). In criminal justice applications, it shows up repeatedly and sometimes in different forms. For example, in predictive policing the crime data we have for evaluating the potential performance of any new algorithm are generated by past policing decisions about where to deploy resources. In this approach, the outcome values are contaminated by the treatment effects caused by past decisions (Mullainathan and Obermeyer 2017). The evaluation tools provided by econometrics have not yet diffused into standard operating practice for algorithms before they are deployed at scale.

**Human Plus Machine Challenges**

A second type of technical challenge that real-world algorithms often fail to address adequately stems from the fact that the *algorithm* does not decide. Humans remain in the loop as the ultimate decision-makers. Thus, any successful algorithmically informed system will need to not only design the algorithm correctly, but also understand and allow for how humans use these algorithms in practice.

A common approach is to assume that because algorithmic predictions can be more accurate than those of humans *on average*, the goal should just be to get the human to follow the algorithm’s recommendations as often as possible. The assumption that the algorithm is (almost) always right is reflected in the increasingly common term “algorithm aversion”—the behavioral science description for people’s reluctance to always follow the recommendation of a prediction tool (Dietvorst, Simmons, and Massey 2015). Similarly, when economists and others have focused on evaluating deployments of artificial intelligence in criminal justice, they often focus on the “problem” of the human not following the algorithm enough.

But simply getting the human to mindlessly follow the algorithm as often as possible is not the right goal, not only because few humans will love the idea of effectively being replaced like this, but also because it need not be the social welfare-maximizing approach. While an algorithm does indeed have an advantage over humans in being able to access a large number of administrative data (a “longer” dataset) to form predictions, humans often have access to data the algorithm does not (a “wider” dataset). This raises the possibility that at least in some cases the human can have an advantage over the algorithm (for example, De-Arteaga, Fogliato, and Chouldechova 2020). Determining when the human should follow the algorithm’s prediction, or not, is what we call the *override problem*.

Consider a situation with two sources of information for making a decision about pre-trial release: information observable to both the algorithm and the judge, and information unobservable by the algorithm but observable by the judge. In this setting, consider two possible scenarios that might arise. In the first scenario, the judge using the additional information always estimates more accurately, which in some cases leads to correcting errors that would have been made by the algorithm.
That is, when the algorithm and the judge disagree, the judge is correct to override the algorithm—if the algorithm had the additional information, it would agree with the judge’s decision. In the second scenario, the judge uses the additional information in a way that always leads to an incorrect decision: that is, if the algorithm had full information on not just its usually observed data but also the unobserved information usually seen just by the judge, it would still disagree with the judge. In this scenario, when the algorithm and the judge disagree, the algorithm is correct even based on limited information—because the judge draws the wrong inference from fuller information.

Solving the override problem raises new frontier-science challenges that the omitted payoffs and selective labels problems typically do not. The deep problem that has not yet been fully figured out is to understand the contexts in which humans and machines working together might do better than either alone (for example, Salzinger 2005; Jussupow, Benbasat, and Heinzl 2020). Solving the override problem requires not just helping judges use their information as well as possible, but also helping them learn where they have comparative advantage over the algorithm and vice versa. That, in turn, requires figuring out ways of helping judges better understand the algorithm, a focus of computer science work on interpretable algorithms.

It’s worth noting that what it even means for something to be interpretable as “an explanation” is unclear. Psychology shows that people find even vacuous explanations acceptable if they simply begin with the word “because.” For example, Langer, Blank, and Chanowitz (1978) show that study subjects are more likely to let someone cut in line in front of them at the photocopy machine when the person offers a reason (“because I’m in a hurry”) than when they don’t. But they’re equally likely to let someone cut in line with a real reason as with the vacuous veneer of a reason (“because I need to make copies”). Identifying ways of communicating the process and recommendations of artificial intelligence to humans is as much about understanding the human as it is about the algorithm. More fundamentally, given the importance of due process, solving this problem is essential: when a person is detained or imprisoned based in part on an algorithm’s recommendations, “it’s a complicated black box” is not an acceptable answer for why.

The fact that algorithms often fail in criminal justice because of the behavior of the human users rather than the artificial intelligence technology itself means that social science will inevitably have an important role to play in solving these problems. Progress on these issues will require creativity in data collection of the sort at which applied economists have become adept, combined with the ability of artificial intelligence methods to make use of unstructured data sources that may help capture the sources of the judge’s private signal such as text (courtroom transcripts) or images (perhaps use of video from the courtroom).

Evidence that progress on these human plus machine challenges is possible comes from the progress that fields other than criminal justice have made. For example, to help radiologists detect breast cancer from mammograms Jiang et al. (1999) not only built an algorithm but designed a user interface that presented
the doctors with the information in ways they are used to seeing, which in turn, improved diagnostic outcomes. Tschandl et al. (2020) tested multiple user interfaces for the algorithm and came up with an algorithm-human combination that leads to better diagnosis than either the algorithm or the doctor alone (also, see the review in Doi 2007). The fact that this type of progress shows up in medicine, but not in criminal justice, is no accident—as we discuss next.

**Inadequate Procurement and Regulation**

Why have so many real-world algorithms failed to deal with problems like omitted payoff bias, the selective labels problem, and the override problem? The answer, in short, is that they have not had to. The parties involved in building and deploying algorithms lack either the information or motivation needed to solve those problems, and there are no corrective mechanisms to prevent the flawed algorithms that result from being deployed widely.

Part of the problem is that algorithms used by criminal justice agencies are often not built by those agencies. Vendors can often have asymmetric information with regard to buyers, as well as potentially divergent interests—ideas that are very familiar to economists. With algorithms in the criminal justice system specifically, the vendors often have incorrectly specified the problem to be solved. For example, the allocation of social programs for those in the criminal justice system is often guided by algorithms that predict risk of crime involvement (a standard predictive-inference problem) rather than by the predicted benefit from intervention (a causal-inference problem). Even if the problem is correctly specified, the algorithm’s ability to achieve that goal is unclear because few algorithms are properly evaluated prior to deployment. But the buyers don’t have the ability to tell, and the result will be a system that does not perform as hoped.

We often rely on regulation to deal with underinformed consumers, but (as is often the case with new technologies) the law and larger regulatory apparatus is still catching up to the ways in which artificial intelligence can cause harm. For example, in health, the Food and Drug Administration requires new medicines or medical devices to be rigorously evaluated through a series of randomized controlled trials before they are deployed. No similar requirement currently exists for algorithms.

The limitations of current algorithmic regulations are not limited to procurement. For example, current discrimination laws are designed to deal with human bias, but fail to deal with how algorithms discriminate (Kleinberg et al. 2018c). Discrimination law for humans focuses on ensuring that people don’t pay attention to protected group characteristics. The human brain is the ultimate black box, so we can’t tell when a person would use such characteristics to enhance versus detract from accepted societal goals. In contrast, as we discuss further below, for algorithms the use of protected group characteristics can actually help undo bias (Dwork et al. 2012; Kleinberg et al. 2018b; Goel et al. 2021). Discrimination law built for humans is silent on what we outside observers need to monitor algorithms for bias, such as access to data and the predictor algorithm for “fairness audits” and improved transparency in general (Rudin, Wang, Coker 2020).
Algorithmic Bias

Much of the public debate around algorithms explicitly or implicitly assumes that their problems are intrinsic to the underlying technology. Our argument instead is that the problems with algorithms stem not from something intrinsic to artificial intelligence but instead from human decisions about how to construct, evaluate, deploy, and regulate these tools, as shown in Table 3. Indeed, we argue that there are principled ways to address the problems with these underlying human decisions. To illustrate that argument, we consider the case of algorithmic bias.

Under our framework, algorithmic bias is largely an example of omitted payoff bias. Society has a strong social preference for fairness (as well as predictive accuracy). Yet the algorithm builder may ignore this preference and focus only on predictive accuracy. As a result, the wrong data can be used (for example, an algorithm that predicts an outcome like arrests for low-level offenses where officer discretion is high, hence risk of bias is high); tools are evaluated using the wrong outcome criteria (for example, by accuracy alone versus a comparison along multiple dimensions that includes fairness as one); or how the algorithm’s output is presented to the judge (for example, if many other factors matter to the judge, providing recommendations rather than the specific narrow predictions can be misleading).

In contrast, once fairness objectives are recognized, they can be incorporated. Concerns about bias in data can lead the algorithm builder to focus on using data on more serious rather than less serious offenses, if discretion (and hence bias) is attenuated with the former, or focusing on convictions over arrests. Different machine learning models can have similar rates of overall predictive accuracy but differ in their predictions for specific cases (the so-called “Rashomon effect”), and so can lead to different implications for fairness objectives (for example, Coston, Rambachan, and Chouldechova 2021).

There are also additional design choices that could be made to improve algorithmic fairness, even if some of them are currently prohibited by laws designed to deal with how humans rather than algorithms discriminate (Kleinberg et al. 2018c; Goel et al. 2021). For example, allowing a properly built algorithm to access information about protected-group membership can help undo the effects of bias in the underlying data (Dwork et al. 2012; Kleinberg et al. 2018b). As an example, imagine that in some city, half of all arrests of minority residents are false arrests (the person did not actually commit a crime), while none of the arrests of White residents are. In that case, an algorithm blinded to group membership has no choice but to treat each arrest as equally informative about risk of flight or re-arrest. In contrast, an algorithm that knows a defendant’s race or ethnicity has the potential to learn that arrests to minority residents contain less “signal” about future outcomes than do arrests to White residents and could estimate a different arrest-to-risk relationship for each group and so undo some of the bias baked into the underlying arrest data. A similar approach would involve setting different risk thresholds for release for different groups.

Not only is fairness too often ignored, the variability of fairness preferences are also ignored. After all, the most widely used risk tools were built for use in multiple
Jurisdictions; they were not designed to reflect the specific equity or other preferences of any particular place. Put differently, algorithms (unlike humans) come with “equity knobs”—the ability to make adjustments in response to the specific equity objectives of a given policymaker.

Proof-of-concept of what is possible from accounting for equity preferences comes from an algorithm to inform pre-trial release decisions in New York City that one of our research centers (the University of Chicago Crime Lab) helped construct. New York was one of the first places in the United States to implement a pre-trial risk tool back in the 1960s, as part of the Vera Institute of Justice’s Manhattan Bail Project. The new tool that our team worked to develop with Luminosity and New York’s Criminal Justice Agency was implemented in November 2019. The previous tool that had been in use since 2003 (!) showed signs of miscalibration by race. In contrast, the new tool that our team built meets the calibration test, as seen in Figure 4.

Perhaps even more important than the algorithm’s statistical properties are its effects on decision outcomes, as shown in Table 4. The older tool recommended release for 32 percent of Black defendants and 41 percent of White defendants. New York City government set the new release thresholds based on estimates for how much higher the release rate could go without increasing failure-to-appear rates, where the possibility of increasing release without increasing the risk of failure-to-appear for a future court proceeding comes from better prioritizing the truly high risk for detention. As shown in Table 4, the new tool our team helped build recommends for release 83.9 percent of Black defendants and 83.5 percent for White defendants—a large absolute gain in release rates for both groups, and a reduction in the racial gap from nine percentage points down to effectively zero. That is, our new tool meets not only the calibration definition for algorithmic fairness, but even the more stringent (and more controversial) definition of “statistical
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**Table 3**

**Common Concerns with Algorithms as Explained by Our Framework**

<table>
<thead>
<tr>
<th>Concern</th>
<th>Example of failure to solve technocratic problem (omitted payoffs, selective labels, override)</th>
<th>Example of regulation/procurement problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ineffectiveness</td>
<td>Inaccurate algorithm mistakenly evaluated to be effective because of failure to deal with selective labels</td>
<td>Algorithm not required to be adequately evaluated before deployment</td>
</tr>
<tr>
<td>Transparency</td>
<td>Algorithm not made public because buyer and regulations did not require it</td>
<td></td>
</tr>
<tr>
<td>Due process/depersonalization</td>
<td>Judges may override highly accurate algorithms in ways that reduce differentiation across defendants</td>
<td>Algorithms with low predictive accuracy fail to adequately distinguish among defendants in pre-trial release decisions</td>
</tr>
<tr>
<td>Fairness</td>
<td>Algorithm built without adequate attention to human decision-maker’s equity objectives</td>
<td>Procurement of biased algorithms when unbiased algorithms for same purpose are available</td>
</tr>
</tbody>
</table>

---


Fragile Algorithms and Fallible Decision-Makers: Lessons from the Justice System

To underscore the point that, at the end of the day, the justice system is more about the humans than the technology, Table 4 also shows what ultimately happened in practice when the tool was deployed: the human judges took release recommendations that were similar across race groups and turned them into a three-point gap in favor of Whites (Peterson 2020).

Our key point is that with the right motivations for the human algorithm builders and deployers, algorithms have the potential not only to avoid bias, but even to be a force for social justice. We see other examples in policing, for instance, where incorporating fairness objectives changed algorithmic outcomes for hiring decisions by the Los Angeles Police Department (Ridgeway 2013) and, according to evidence from a randomized trial, led to a predictive policing tool that helped reduce crime without increasing overall arrests or the racial composition of those arrested (Mohler et al. 2015; Brantingham, Valasik, and Mohler 2018). Examples of how to incorporate fairness objectives into algorithms, and examples of how doing so can lead to gains.

Figure 4
Calibration Test of New York City’s New Release Assessment—Reappearance Rates by Predicted Risk Bin, by Race/Ethnicity

Source: Luminosity and University of Chicago Crime Lab (2020).

Table 4
Results from Algorithm for Pre-trial Release Decisions in New York City

<table>
<thead>
<tr>
<th></th>
<th>Release recommendations under old tool</th>
<th>Release recommendations under new tool</th>
<th>Judge release decisions under new tool (2019–20 data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black defendants</td>
<td>31.7%</td>
<td>83.9%</td>
<td>69.4%</td>
</tr>
<tr>
<td>White defendants</td>
<td>41.1%</td>
<td>83.5%</td>
<td>72.0%</td>
</tr>
<tr>
<td>Black-White gap</td>
<td>9.4 percentage points</td>
<td>0.4 percentage points</td>
<td>2.6 percentage points</td>
</tr>
</tbody>
</table>

Source: Peterson (2020). The new algorithmic tool was built by the University of Chicago Crime Lab in partnership with Luminosity and the NYC Criminal Justice Agency.

parity” (Hertweck, Heitz, and Loi 2021). To underscore the point that, at the end of the day, the justice system is more about the humans than the technology, Table 4 also shows what ultimately happened in practice when the tool was deployed: the human judges took release recommendations that were similar across race groups and turned them into a three-point gap in favor of Whites (Peterson 2020).

Our key point is that with the right motivations for the human algorithm builders and deployers, algorithms have the potential not only to avoid bias, but even to be a force for social justice. We see other examples in policing, for instance, where incorporating fairness objectives changed algorithmic outcomes for hiring decisions by the Los Angeles Police Department (Ridgeway 2013) and, according to evidence from a randomized trial, led to a predictive policing tool that helped reduce crime without increasing overall arrests or the racial composition of those arrested (Mohler et al. 2015; Brantingham, Valasik, and Mohler 2018). Examples of how to incorporate fairness objectives into algorithms, and examples of how doing so can lead to gains.
relative to the status quo, show up in many other domains of interest to economists as well, such as hiring (Li, Raymond, and Bergman 2020), lending (Bartlett et al. 2019), housing (Ross and Yinger 2002), and health (Obermeyer et al. 2019).

Racial bias provides a useful contrast between human and algorithmic decision-making. Discrimination by people is hard to discover (Charles and Guryan, 2011). Once found, it is hard to fix. As an example, intricate hiring audits are needed to uncover bias in resume screening, and even despite the widespread dissemination of those findings, little has changed over the last two decades (Bertrand and Mullainathan 2004; Kline, Rose, and Walters 2021). Algorithms can, with the right transparency measures, be more straightforwardly audited and adjusted. With the right motivations and regulations in place, algorithmic bias can be easier to find and fix than human bias (Kleinberg et. al. 2018c).

Conclusion

Very often the discussion of algorithms happens in a vacuum. For many social systems, including but not limited to criminal justice, we cannot understand the algorithms without understanding the human beings. Humans set the benchmark for algorithms through their existing decisions. Humans produce the data that the algorithm uses. Humans build and deploy the algorithm. Viewed this way, we can see that algorithms cannot be expected to be an automatic panacea for all the problems of our criminal justice system. Algorithms can be, and too often in practice are, deeply problematic.

But they need not be. Designed correctly, they offer a potential remedy for human fallibility. The challenge to overcome is that algorithms themselves are fragile, extremely sensitive to design choices. Those choices are made and the resulting algorithms are built, deployed, and procured by a social system riddled with the very problems we seek to address, a system that has been designed and implemented by fallible humans. These problems are complex but not hopeless. Economists and other social scientists have an important role to play in ensuring that algorithms do no harm and even do social good.
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Inside the Box: Safety, Health, and Isolation in Prison

Bruce Western

Incarceration is part of the scholarly analysis of crime and inequality, but penal institutions largely remain a black box. Incarceration is often treated as a warehouse that removes people from society, or a diploma mill that confers the negative credential of a prison record. Unlike research on other institutional settings, like schools or hospitals, what happens inside prisons and jails does not figure greatly in the analysis of their effects. This essay will seek to look inside the black box and examine social dynamics inside prisons. What happens inside prisons and jails matters, because of the extreme scale of incarceration and the harsh conditions of penal confinement in the United States.

The term “mass incarceration” has come to refer to the exceptional scale of the US prison population (Garland 2001). Three empirical markers shown in Figure 1 describe mass incarceration. First, the rate of imprisonment in the United States increased from 93 per 100,000 in 1972 to its peak of 506 in 2007 (Panel A). Despite a decline in the last decade, the US imprisonment rate in 2018 was about four times higher than its general level during the twentieth century. Second, the US incarceration rate is about six times higher than is common in the nations of western Europe (Panel B). Indeed, the United States has the highest incarceration rate in the world (Walmsley 2019). Third, incarceration has become pervasive for Black men with no more than a high school education. Compare the cumulative risk of ever having been to prison up to age 35 for men born in 1945–1949 and three
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decades later from 1975 to 1979 (Panel C). The prevalence of incarceration is about five to seven times higher for Black men compared to Whites and is concentrated in the non-college fraction of the population. The prevalence of imprisonment also increased from the older generation to the younger: nearly 70 percent of Black men in the younger cohort who had not completed high school had been imprisoned by their mid-30s. The growth in incarceration resulted primarily from policy changes that imposed mandatory and longer prison sentences for a wide variety of offenses (Neal and Rick 2014; Travis, Western, and Redburn 2014; Raphael and Stoll 2013a).

Researchers have tried to understand the significance of mass incarceration by studying its effects. One line of work studied the effect of incarceration on crime: for reviews, useful starting points include Donohue (2009) and Durlauf and Nagin (2011). The crime-reducing effects of incarceration are often thought to operate through two channels: deterrence and incapacitation (for example, Bushway and Paternoster 2009). Incarceration deters those coming out of prison from recidivism, and the threat of prison deters would-be offenders. Incapacitation, on the other hand, removes people from society who would otherwise commit crime. Empirical studies of the effects of incarceration on crime have examined variation across states and micro-data on individual defendants, often exploiting changes in penal policy to isolate exogenous shifts in incarceration (Levitt 1996; Helland and Tabarrok 2007; Lofstrom and Raphael 2016). In the 1970s and 1980s, rising incarceration was associated with reductions in crime, but the crime-reducing effect of incarceration declined with scale. By the 1990s and 2000s, increases in a high level of incarceration had little effect on reducing violent crime. Much of the estimated effect since the 1970s appears to be due to incapacitation (Raphael and Stoll 2013a).

A second line of research examined the effects of incarceration on social and economic inequality, focusing on labor markets, health, and families and children (Neal and Rick 2014; Wakefield and Wildeman 2013; Western 2006; Pager 2003). In the labor market, incarceration is thought to reduce future employment and earnings by reducing work experience and creating the stigma of a prison record. Analysis of survey data on labor market effects often finds negative effects of incarceration (Grogger 1995; Apel and Sweeten 2010); however, null effects are often reported from natural experiments that exploit the random assignment of judges who vary in the severity of their sentences (Kling 2006; Harding et al. 2018). Despite mixed results, labor market research consistently finds that employers are reluctant to hire job seekers with criminal records, and levels of earnings after incarceration are extremely low (Pager 2003; Kling 2006; Dobbie, Goldin, and Yang 2018). Health studies report high risks of mortality immediately after release, related to drug overdose, as well as elevated levels of depression and other mood disorders (Binswanger et al. 2013; Schnittker, Massoglia, and Uggen 2012). Studies of families and children find that couples are more likely to divorce or separate during incarceration (Lopoo and Western 2005). Children whose fathers were incarcerated are at high risk of school suspension, health problems, homelessness, and perhaps criminal involvement (Turney and Goodsell 2018; Dobbie et al. 2019; cf. Norris, Pecenco, and Weaver 2021). Although causal inference is elusive in observational studies,
Figure 1

Mass Incarceration in Three Figures

A: US incarceration, 1925–2018

B: Incarceration rates in 15 countries

C: Men’s cumulative imprisonment risk, by cohort

Source: See Data Appendix

Note: Panel A shows the US imprisonment rate (1925–2018) and prison and jail incarceration rate (1972–2018); Panel B shows the incarceration rates in the United States and selected nations of western Europe; and Panel C shows the percentage of men who have ever been in prison by 1979 for those born 1945–1949, and by 2009 for those born 1975–1979, by race and education, including all men, those without college education, and those with less than twelve years of completed schooling.
incarceration has clearly become prevalent in low-income communities of color and is closely associated with poor adult health and life adversity among children.

This paper thinks about the significance of mass incarceration in a third way that focuses on the exceptionalism of US penal institutions. The sociologist Erving Goffman (1961, p. xiii) called the prison a “total institution,” “a place of residence and work where a large number of like-situated individuals, cut off from the wider society . . . lead an enclosed, formally administered round of life.” Prisons in this sense are like boarding schools, orphanages, or mental hospitals. However, prisons are for punishment, which provides few incentives to maintain or improve the welfare of incarcerated people. Incarcerated people also have few avenues within prisons or through the courts for self-protection against harmful conditions that go beyond the deprivation of liberty for which the law provides.

I examine four topics that shed light on the experience of imprisonment and help to illustrate the larger significance of mass incarceration. I first describe how increased incarceration accompanied prison overcrowding and reductions in rehabilitative programming. Next, I consider research on violence in prison and the safety of prisons compared to communities. I then discuss the health problems of incarcerated people and the risks of mortality and infectious disease in prisons. Finally, I examine the extreme isolation of solitary confinement.

Focusing on what happens inside prisons influences how we understand its effects, its costs, and its moral status. Violent victimization, impaired health, and the trauma of solitary confinement illuminate mechanisms by which incarceration may impair adjustment to community life. By examining the welfare of incarcerated people, we obtain a more complete accounting of costs and benefits, including the violent victimization of people in prison that is usually ignored in assessments of incarceration’s effect on crime. Studying the harms that are suffered in incarceration raises the question of whether prisons are meeting a moral standard of dignified treatment and human respect.

The Retreat from Rehabilitation

US prisons of the early nineteenth century were conceived as being on the cutting edge of social reform, with the stated purpose being for the correction of people convicted of crimes (Rothman 2002a). Facing a post-colonial society undergoing rapid social change, social reformers of the Jacksonian period traced crime to the crumbling authority of the family and the church and an escalating depravity in social life. The prison sought to answer the moral decline that nourished crime with “doctrines of separation, obedience, and labor [that] became the trinity around which officials organized the penitentiary” (Rothman 2002a, p. 105). Work and strict discipline, often under conditions of silence and isolation, formed the routine of the original penitentiaries in New York and Pennsylvania of the 1820s. Conditions were harsh by modern standards, but the goal of rehabilitation was novel and more humane than the colonial penal code that prescribed whipping, stocks, or the gallows.
for a wide range of offenses. By the Progressive period of the early twentieth century, newly designed prisons resembled factories and schools, reflecting the central importance of employment and education to prison reformers (Rothman 2002b).

Rehabilitative effort was concentrated in the prisons of the Northeast and the Midwest, and the philosophy gained less influence in the South. There, the social organization of slavery was imprinted upon penal practice. The emergence of convict leasing and plantation-style prisons in the South following post–Civil War Reconstruction continued the earlier historic forms of forced labor and economic exploitation (Oshinsky 1997; Perkinson 2010; Muller 2018).

Work and education programs came to be widely used in American prisons, but the project of rehabilitation was caught in a struggle between what Rothman (2002b) called “conscience and convenience.” Reformers hoped that rehabilitation would improve living standards and the quality of civic life. In practice, prison administrators had neither the policy knowledge nor the resources to help incarcerated people chart new life paths. By the post–World War II period, evaluations of rehabilitation programs often showed little success in reducing recidivism and improving welfare.

By the 1970s, a skepticism of rehabilitation converged with calls from the left to limit discretion in criminal justice decision-making (American Friends Service Committee 1971), and calls from the right to get tough on crime (Flamm 2005; Weaver 2007). In 1976, Robert Martinson and his co-authors published a comprehensive review of correctional programming that concluded that no particular kind of treatment consistently reduced recidivism (Lipton, Martinson, and Wilks 1975). Martinson went further in a 60 Minutes interview a year later, saying that rehabilitation programs "simply have no fundamental effect on the recidivism rate of people who go through...the system" (as quoted in Cullen 2013, p. 327). Doubts about the effectiveness of rehabilitation were later echoed in a report by the National Research Council (Martin, Sechrest, and Redner 1981).

Statements of skepticism were soon answered with a defense of rehabilitation (Cullen 2004) and opinion among researchers began to shift once again during the 1990s. A modern theory of rehabilitation emerged that emphasized changing opportunities, behavior, and social bonds. Education and work programs, which had been staples of prison programming for a century, obtained support from a “life course” theory of crime in which stable employment provided structure and routine in daily life, and diverted workers from peers, who themselves may be involved in crime (Sampson and Laub 1990; Sampson and Laub 1993; Uggen 2000). Canadian researchers and practitioners developed a theory of rehabilitation that emphasized principles of risks, needs, and responsivity (Andrews, Bonta, and Hoge 1990; MacKenzie 2006, chapter 4). The risk principle argued that treatment should be proportional to the risk of recidivism; those who are most like to re-offend should receive the most intensive interventions. The needs principle says that programs should target known predictors of offending, including economic need and impulsive behavior. Finally, responsivity means targeting deficits that are susceptible to change. Age and gender, for example, are major risk factors for crime but they
cannot be changed by rehabilitation. Researchers have found that anti-social attitudes and criminally involved peers are predictive of crime, and these have emerged as targets for case management and behavioral health programs.

How strong is the evidence for rehabilitation programs? Gaes and his colleagues (2000, p. 361) summarized opinion among researchers: “Most correctional treatments for adult prisoners probably have modest positive effects.” Stronger effects, they say, are observed for adolescents rather than adults, and community programs yield larger effects than programs in prison. Work and education programs are often found to be associated with reduced recidivism (Bozick et al. 2018; Gaes et al. 2000). For example, the Washington State Institute for Public Policy, which regularly surveys evaluations of correctional programs, reports that basic education, post-secondary education, and correctional industries all pass a cost-benefit test, and the effects are especially large for post-secondary education (Bitney et al. 2017).

Although research opinion rallied behind rehabilitation, the field offers few well-powered randomized trials. One of the few randomized experiments that includes educational programming in prison, the Milwaukee Safe Street Prisoner Release Initiative, provided a package of services that also included cognitive behavioral therapy, drug and alcohol treatment, case management, and post-incarceration support. One year after prison release, re-arrest rates for the 106 men in the treatment group were lower (63 versus 72 percent) than for the 130 men in the control group, but employment outcomes were similar for treatment and control subjects (Cook et al. 2015). Behavioral interventions, such as cognitive behavioral therapy or motivational interviewing, are also often found to be associated with reduced recidivism. The CrimeSolutions website of the US Department of Justice, for example, classifies both kinds of interventions as “Promising,” meaning they are supported by “moderate quality evidence with statistically significant average effect sizes” (Office of Justice Programs 2021).

In an area of evaluation that often struggles with program fidelity and research design, the case for rehabilitation has been buttressed by meta-analysis that pools together large numbers of (often imperfectly designed) studies. Meta-analysis consistently finds that deterrence is less effective than rehabilitation at reducing recidivism: “Interventions that are punitive—that emphasize deterrence, discipline, or surveillance—have weak . . . effects on recidivism” (Cullen 2017, p. 248).

Despite the shifting weight of the evidence, policymakers of the 1980s and 1990s largely rejected rehabilitation and adopted incapacitation and deterrence as the main goals of penal policy. The Survey of Inmates of State Correctional Facilities (renamed the Survey of Prison Inmates in 2016) periodically interviews respondents in state prison. Figure 2 shows participation rates in drug programs, education, job training, and work assignments reported in the survey from 1986 to 2016 across regions of the country. Program participation tends to be highest in the Northeast and lower in the South and the West. The figure shows broad reductions in program participation in US prisons across the country and across program areas. Participation in drug treatment programs in the Northeast and the Midwest fell from highs of 30 to 50 percent in the 1980s to below 20 percent by
Educational programming was also reduced in all regions except the West. Job training became less common. Participation in work assignments also fell across the country. Although participation could be explained by the availability of programs or enrollment given availability, the trends are consistent with other evidence of reduced opportunities for academic education and work release employment in American prisons (Phelps 2011; Jung 2014, p. 385).

Declines in program participation and the turn away from rehabilitation had implications for life inside prisons. Rehabilitation has a symbolic component, signaling society’s commitment to compassion and an individual’s capacity for change. Rehabilitation announces that we are “a civilized nation . . . we are capable of turning our collective cheek in hopes of effecting redemption” (Cullen 2013, p. 308).

The retreat from rehabilitation was accompanied by other changes in the internal dynamics of penal institutions. As the goals of imprisonment shifted to incapacitation and deterrence, prison populations grew rapidly in the 1980s and 1990s and overcrowding added to the harshness of prison conditions. Overcrowding
has been a longstanding focal point of litigation for US prisons (Levitt 1996; Simon 2014; Guetzkow and Schoon 2015). A series of lawsuits in California revealed the effects of overcrowding on the delivery of health care and prison safety. At its peak in 2007, California accounted for 13 percent of all state-level prisoners nationwide and the system had regularly operated at 150 percent or more of its designed capacity at least since the 1980s. California prisons were so overcrowded in the early 2000s that gymnasiums were converted into housing units and triple-bunking was used in some facilities. To describe the conditions of incarceration, Simon (2014, p. 117) quoted from a federal court opinion following Governor Arnold Schwarzenegger’s State of Emergency proclamation on prison overcrowding in 2006:

The risks enumerated by the Governor in his Proclamation include “increased, substantial risk for transmission of infectious illness”; security risks caused by line-of-sight problems for correctional officers, particularly in areas where inmates are triple-bunked and in “tight quarters”; and “thousands of gallons of sewage spills and environmental contamination” from overloading the prisons’ sewage and wastewater systems . . . . Governor Schwarzenegger also declared that the suicide rate in the 29 severely overcrowded prisons “[was] approaching an average of one per week.”

Health care failures due to overcrowding ultimately caused a panel of federal judges to rule that the entire California state prison system of more than 150,000 incarcerated people was unconstitutional, in violation of the Eighth Amendment prohibition against cruel and unusual punishment.

Prison releases in the context of overcrowding litigation have been used by researchers as sources of exogenous variation that can identify incarceration’s effect on crime (Levitt 1996; Lofstrom and Raphael 2016; Sundt, Salisbury, and Harmon 2016). Our current focus on prison conditions raises the question of whether overcrowding may have harmed the people who were released. Because health care, programming, and safety are all diminished by overcrowding, the effect of releases linked to overcrowding lawsuits may be different from, say, the effects of changes in incarceration produced by sentencing reform. The harm suffered by men and women in overcrowded California prisons may impair adjustment after incarceration and perhaps ultimately threaten public safety. The empirical evidence shows that crime did not increase greatly following court-ordered releases in California (Lofstrom and Raphael 2016), suggesting that while the post-rehabilitative prison may be seriously harmful, it is not necessarily criminogenic.

Safety and Victimization

In the period of rapid growth in incarceration when overcrowding became persistent for many states, researchers often described prisons as warehouses, operating chiefly as storage units for prime-age men of color from poor communities
Inside the Box: Safety, Health, and Isolation in Prison (Lynch 2009; Phelps 2011). The loss of programs and ensuing idleness, overcrowding, and the influx of new and younger prisoners have all been associated with violence in prison. How violent are prisons, and have they become more violent as the incarceration rate has grown?

Violence and the fear of violence casts a broad shadow over prison life. Violent victimization in prison includes threats, assaults, rapes and other sexual assaults, and homicide (Bowker 1980). The classic prison field study, The Society of Captives by Gresham Sykes (1958), described the loss of security as one of five “pains of imprisonment.” The penologist Hans Toch (1977) found safety of the prison environment to be among the most important concerns of incarcerated people. Many studies using a wide variety of data consistently find higher levels of violence in prison than in the general population (Bottoms 1999). As a form of violent self-harm, suicide rates are also higher in incarceration than in the general population. Alison Liebling (1999, p. 341) writes that “fear, anxiety, loneliness, trauma, depression, injustice, powerlessness, violence, rejection, and uncertainty are part of the experience of prison” in which “suicide is perhaps its most dramatic outcome.” Violent victimization and a fear of violence can lead to social withdrawal, hypervigilance, a tough exterior, and flat affect as incarcerated people try to avoid conflict (Haney 2006, pp. 172–73). Victimization during incarceration is also associated with later drug use, emotional distress, depression, and criminal offending (Wooldredge 1999; Zweig et al. 2015; Hochstetler, Murphy, and Simons 2004).

Violence in prison has been measured both by official statistics and by surveys of self-reported offending and victimization. Prison rules prohibit assaults, fighting, violent threats, and the possession of weapons. Prison staff can bring charges and write tickets for misconduct, similar to police in community settings. Like community arrest records, prison records on misconduct underestimate violence. Violence often goes undetected by staff, incarcerated people are reluctant to report violence to authorities, and staff have wide discretion in responding to the violence they do encounter. Self-report data in prison indicate that violent victimization and patterns of repeated victimization are more common than official infractions (Cooley 1993; Bottoms 1999, p. 222). Still, self-reports in prison may also underestimate victimization. In my own fieldwork, formerly incarcerated survey respondents spoke more readily about violence in prison after they were released than while incarcerated. Where victimization elicits shame or embarrassment, as it may in the congressionally mandated surveys of prison rape and other sexual violence, underreporting is also likely.

One indication of the scale of violence in US prisons is provided by data on homicide victimization. Similar to community trends, the prison homicide rate has declined significantly from the 1980s to the late 2010s. In 1980, the homicide rate in state prison was 54 per 100,000 compared to 10.2 per 100,000 in the US population.

1 The four others were the loss of liberty, desirable goods and services, heterosexual relationships, and autonomy.
The prison homicide rate fell steadily to a rate of 3 per 100,000 in 2001 but has since increased to 8 per 100,000 in 2016 (Mumola 2005; Carson and Cowhig 2020).

Because offending and victimization varies by age, race, and gender, the relative risk can be obtained by comparing men’s age-specific homicide rates in prison to general-population homicide rates calculated from Vital Statistics, adjusting for racial composition. The adjustment takes an average of race-specific homicide rates weighted in proportion to the racial composition of the prison population. Adjusting for racial composition accounts for the over-representation of Black and Latino men in prison whose victimization rates in the general population are relatively high. As shown in Table 1, men under 35 years old face significantly lower rates of homicide victimization in prison than in the general population (Table 1). Unusually compared to community patterns, the prison victimization risk increases with age over age 45 (about one-third of the prison population). For older prisoners over age 55, the homicide victimization rate is equal to the rate in free society.

There is less lethal violence in incarceration than in the general population in part because of the absence of firearms in prison. Correctional officers working their usual shifts in housing units, dining halls, and recreation areas do not carry guns and gun deaths in prison are rare. In the community, on the other hand, guns account for nearly 90 percent of all homicides. We can adjust for the lethality of firearms by re-calculating population homicide rates, counting only non-firearm deaths. The homicide rate in prison is two to three times higher than the non-firearm homicide rate in the general population, reflecting the high level of manual violence in prison. The total age-race-adjusted rate for non-firearm homicides in the community is about half the prison homicide rate (as shown in Table 1, 3.5 in the population compared to 6.6 per 100,000 in prison).

The last two columns of Table 1 examine non-lethal violence in prisons by comparing prison infractions to self-reported victimization in the community. Data on prison infractions are taken from the Survey of Prison Inmates (2016), in which respondents were asked if they were written up for assaulting an officer or another inmate in the last 12 months. Figures on violent victimization in the community were calculated from the National Crime Victimization Survey (2016) that asked respondents whether they had been attacked or threatened in the last 12 months (Bureau of Justice Statistics 2020). Similar to the homicide analysis, the community victimization rates are weighted by the racial composition of the prison population. Prison infractions and victimization rates measure different things, but both indicate levels of violence. The prison infraction rate certainly underestimates the level of violent offending. The community victimization rate is a more direct measure of harm and includes incidents that are unreported to the authorities. The infraction

---

2 For age groups \(a = 18–24, 25–34, \ldots, 55–85\) and race groups \(r = B, W, L\) (for Blacks, Whites, and Latinos), we have prison population shares \(p_a\) and \(p_r\) and race-age-specific homicide rates in prison, \(h_{raP}\), and in the general community, \(h_{raC}\). At age \(a\), the prison race-adjusted homicide rate is given by \(h_{raP} = \sum_r p_r h_{raP}\) and the community race-adjusted homicide rate is \(h_{raC} = \sum_r p_r h_{raC}\) reflecting the race distribution of the prison population. The total age-adjusted homicide rate in the community is given by \(h_{aC} = \sum_a p_a h_{aC}\), reflecting the age distribution in prison.
rate and the victimization rate are both age-graded. Whether in prison or not, young men are most likely to be involved in violence, either as offenders or victims. The prison infraction rate is three to eight times higher than self-reported victimization in the community crime survey. The overall age-adjusted rate for violent infractions in prison is more than five times higher than the community-based rate of violent victimization. The data indicate that assaults and fighting are significantly more common in prison than in free society, accounting for the age and racial composition of the prison population.

In a context of rising imprisonment rates through the 1980s and 1990s, advocacy organizations became more concerned about violence in prison. “Overcrowded and understaffed, filled with too many idle prisoners facing long terms of incarceration, many U.S. penal facilities are rife with extortion, violence, and other abuses,” wrote Human Rights Watch in 2001 (Mariner 2001). Their report called out the casual acceptance of rape in men’s prisons on the part of correctional administrators. In 2003, Congress passed the Prison Rape Elimination Act, which started a regular data collection on the prevalence of sexual violence and initiated new anti-violence protocols for American prisons. The Bureau of Justice Statistics now fields annual surveys, but the true prevalence of sexual violence in prison is difficult to estimate. Prevalence estimates vary widely from about 1 to 20 percent depending on the reference period and the survey methods. For example, a self-administered questionnaire sent to seven prisons in the Midwest in the mid-1990s yielded a rate of coerced sexual activity during the current incarceration of 210 per 1,000 (Struckman-Johnson and Struckman-Johnson 2000). In the early 2000s,

### Table 1
Violence and Victimization in Prison

<table>
<thead>
<tr>
<th>Age group</th>
<th>Deaths in prison</th>
<th>All deaths in the population</th>
<th>Non-firearm deaths in the population</th>
<th>Assault infractions in prison</th>
<th>Violent victimization in the population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>6.6</td>
<td>26.4</td>
<td>3.5</td>
<td>56.4</td>
<td>9.9</td>
</tr>
<tr>
<td>18–24</td>
<td>6.1</td>
<td>35.7</td>
<td>2.6</td>
<td>128.6</td>
<td>13.9</td>
</tr>
<tr>
<td>25–34</td>
<td>5.5</td>
<td>37.5</td>
<td>3.5</td>
<td>74.9</td>
<td>10.6</td>
</tr>
<tr>
<td>35–44</td>
<td>6.9</td>
<td>24.9</td>
<td>4.2</td>
<td>45.2</td>
<td>8.5</td>
</tr>
<tr>
<td>45–54</td>
<td>6.9</td>
<td>12.6</td>
<td>3.1</td>
<td>29.5</td>
<td>8.7</td>
</tr>
<tr>
<td>55 or older</td>
<td>8.7</td>
<td>8.5</td>
<td>3.8</td>
<td>20.4</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Source: Author’s calculations. Prison homicide rates are estimated from BJS (2020) and population homicide rates are calculated from CDC vital statistics (Carson and Cowhig 2020). Infraction rates for assault in prison are estimated from the Survey of Prison Inmates (2016) (Bureau of Justice Statistics 2021). Violent victimization rates are estimated with the National Crime Victimization Survey (2016) (Bureau of Justics Statistics 2020).

Note: Men’s rates of homicide victimization are expressed per 100,000. Enforcement actions for assault infractions in prison and violent victimization in the general population are expressed per 1,000. Prison homicide victimization rates are for 2012–2016 and population homicide rates are for 2016. Population rates are adjusted by weighting age-race-specific rates by the age and racial composition of the prison population. See text for details.
survey estimates of the six-month prevalence of nonconsensual sex acts ranged from around 15 to 30 per 1,000 (Wolff et al. 2006). Illustrating the difficulties of measuring sexual violence in prison, self-reported victimizations in a prison survey jumped from 10,000 in 2012 to nearly 25,000 in 2015 after protocols were introduced for investigating allegations of sexual violence (Rantala 2018). Despite the great variability, even the low-prevalence estimates in prison exceed the community estimates of rape or sexual assault where the 12-month prevalence is 1 to 2 per 1,000 (Morgan and Truman 2020).

Research on violence in prison has implications for how we understand the crime-reducing effects of incarceration. Studies of incapacitation and deterrence rely on community-based measures of crime that take no account of violent victimization in prisons. Incapacitation studies treat prisons as crime-free, but the levels of assault and sexual violence in prison are significantly higher than in the community. High rates of violence inside prisons, where punishment is certainly more swift if not more certain than in the community, also appears to be inconsistent with the idea that people will be deterred from misconduct if faced with immediate disciplinary action.

Health and Health Care

As prisons grappled with escalating populations and new legislative scrutiny on problems of violence, the costs of health care in prison were climbing. California, the leader on correctional health expenditures, spent an average of $21,847 on medical expenses per person incarcerated in state prison in 2015, compared to $7,807 in 2001 (in 2021 dollars) (Schiff et al. 2014; Huh et al. 2017). The growth in health care costs is related to the rising real cost of health care in the economy as a whole, and also to the aging of the prison population that accompanied the increasing length of prison sentences.

Even without population aging, incarcerated people are generally in poor health and have high needs for health care. Epidemiological data indicate three areas in which incarcerated people are in worse health than the general population: chronic conditions, infectious disease, and mental illness. People in prison suffer from poor physical and mental health that is often related to persistent poverty over the life course and risky health behaviors such as needle use, heavy alcohol use, and smoking (Fazel and Baillargeon 2011). Rates of chronic conditions like hypertension, asthma, and arthritis are about 50 percent higher in prison than in the community (Binswanger, Krueger, and Steiner 2009; Fazel and Baillargeon 2011). The prevalence of serious mental illness such as bipolar disorder and psychotic conditions like schizophrenia are around five times higher in prison than in the general population (Raphael and Stoll 2013b).

Despite the relatively high burden of disease, mortality rates in prison are not uniformly high. Standardized mortality ratios for White men have been estimated at around 1.2, indicating an age-standardized mortality risk in prison about 20 percent higher than in the general population (Rosen, Wohl, and Schoenbach 2011; Patterson
Conversely, standardized mortality ratios estimated for Black incarcerated men have been estimated at around 0.5, indicating the death rate for Black men in prison that is about half the death rate for those in the general population (see also Wildeeman et al. 2016). Patterson (2010) examined the contribution of violence to prison and community mortality rates and found that the low prison homicide rate of Black men could not explain the mortality gap between prison and community. Analysis of cause-specific mortality data for men incarcerated in North Carolina found that the excess risk was associated with cardiovascular disease, cancer, and infectious disease (Rosen, Wohl, and Schoenbach 2011). While few studies directly examine the causes of low mortality among incarcerated Black men, researchers speculate that correctional health care improves the everyday treatment of chronic conditions compared to the quality of health care in free society (Rosen, Wohl, and Schoenbach 2011; Patterson 2010). Other characteristics of prison life such as regular meals and consistent housing may also help the management of chronic conditions.

Although correctional healthcare may reduce mortality for Black men with chronic conditions, prison clearly impairs health along other dimensions by elevating the transmission of infectious disease. High rates of HIV and hepatitis B and C have been widely documented in US prisons. Recent estimates indicate that HIV prevalence in prison exceeds community rates by a factor of 3 to 5, and the prevalence of hepatitis B and C exceeds community rates by 5 to 10 times (Bick 2007; Gough et al. 2010). Screening at prison intake suggests around 80 to 90 percent of cases were present before incarceration, with the remainder transmitted in prison, mostly through sexual activity and needle use. A related line of research studies outbreaks of infectious disease, focusing on tuberculosis, influenza, and chickenpox (Beaudry et al. 2020). Each of these infections are airborne and spread through aerosol transmission (droplets) and contact with surfaces. The living areas, dining halls, and recreation areas that make up the physical plant of prisons facilitate the spread of airborne pathogens, particularly in overcrowded conditions.

The significance of correctional facilities for the transmission of infectious disease were strikingly illustrated by the novel coronavirus pandemic. Prisons and jails were consistently among the leading hotspots for COVID-19 outbreaks throughout 2020 (Wang et al. 2020). Facilities such as Rikers Island jail in New York City, Cook County Jail in Chicago, and Marion Correctional Institution in Ohio suffered ferocious outbreaks that resulted in dozens of fatalities among staff and incarcerated people.

Measuring the true prevalence of COVID-19 has been challenging because testing varies greatly across the population and across prison systems. Moreover, infection dynamics are highly nonlinear, so prevalence estimates are sensitive to time and space. One of the best case studies of COVID-19 dynamics estimated the reproduction number, called $R_t$ in epidemiological models, in an unnamed county jail (Puglisi et al. 2021). The reproduction number quantifies the new infections associated with a single infected case. An $R_t > 1.0$ indicates an outbreak where the prevalence of infection increases nonlinearly. Testing for the novel coronavirus in the study jail included daily measures for 83 days in 2020. At the onset of
the outbreak in the jail, $R_0$ was estimated at 8.23, meaning that a single person with the novel coronavirus infected eight others. At this reproduction rate, the spread of infection in the jail population was explosive (Puglisi et al. 2021). Overcrowding accelerated the spread of infection. When the jail depopulated, $R_t$ dropped below 1.0.

Obtaining a national picture of the scale of COVID-19 in American prisons has been more difficult than in the jail study. National data on case rates points to the high level of infection in incarceration. Figure 3 shows the daily incidence (seven-day moving average) of new COVID-19 cases expressed as a rate per 100,000 of the population, from May to September 2020. In the general US population, the daily incidence of new COVID-19 cases increased from 9 per 100,000 in May to a peak of 20 per 100,000 in late July. Among prison staff, the daily incidence of new cases averaged 36 per 100,000. Among incarcerated people, the daily incidence rate averaged 67 per 100,000 and peaked at 138 per 100,000 by August 2020. COVID-19 case rates in prison varied greatly across states, partly because of the pattern of outbreaks and partly as a function of measurement that depends on the level of testing. Still the measured COVID-19 case rate in prison exceeded the case rate in the general population in nearly all states, as shown in Figure 4.

Figure 3
Seven-Day Moving Average of New Daily COVID-19 Cases per 100,000 Among Those in Prison, Prison Staff, and in the General Population: May to September 2020

Source: Author’s calculations from the COVID Prison Project file.
Research on health and incarceration underscores the vulnerability of people in prison. The high rate of chronic conditions indicates health vulnerability. Evidence that prison protects against mortality for Black men reflects the health risks and inadequacy of care in their home communities. While prison is a venue that brings together large numbers in poor health, the physical organization of prison and the
routine of daily life creates an environment that accelerates the transmission of infection.

**Solitary Confinement**

Poor health marks vulnerability to harsh prison conditions, and solitary confinement is a vivid marker of harsh conditions. In its official purposes, solitary confinement is used to punish misconduct, to control conflicts such as gang rivalries, and for the protective custody of those who are unsafe in the general prison population because of, say, youth or gender identity (Kapoor and Trestman 2016, p. 200). The uses of solitary confinement are reflected in vernacular that distinguishes “disciplinary segregation” for misconduct from “administrative segregation” for managing safety. In practice, the conditions of confinement often do not vary much between the punitive and administrative functions. Incarcerated people are generally locked in their cells for 22 or 23 hours each day with an hour out for recreation or showers. Usually people incarcerated in solitary confinement are restricted from having visits, phone calls, or participating in programs. Cloud and his co-authors (2015, p. 19) describe the physical space of a solitary confinement unit:

> The typical cell is 60 to 80 square feet, with a cot, a toilet, a sink, a narrow slit for a window, and sometimes a small molded desk bolted to the wall. In many facilities, cells have a steel door with a small slot for delivering meals . . . Some solitary confinement units are nearly silent except for sudden outbursts; others subject prisoners to incessant cacophony of clanking metal doors, jingling keys, booted footsteps, and distressed voices reverberating off thick walls.

Nearly all US prisons have housing units for disciplinary and administrative segregation. A census of prison facilities shows that the population incarcerated in solitary confinement increased from 3.0 percent of the total prison population in 1979 to 5.7 percent in 2005. The use of solitary confinement also expanded with proliferation of super-maximum-security prisons in the 1980s and 1990s (Reiter 2016). Supermax prisons house their entire populations under conditions of 23-hour lockdown, which is characteristic of solitary confinement. In the most recent data from 2016, 4.4 percent of a national sample of the US prison population was held in solitary confinement (Beck 2015). There are no detailed national statistics on the length of stay, but a survey of state correctional leaders found that 11 out of 24 jurisdictions held most incarcerated people in solitary confinement for 90 days or less (Liman Program and ASCA 2015).

Psychologists find clear evidence of mental distress in solitary confinement (Kapoor and Trestman 2016; Arrigo and Bullock 2008). A clinical psychologist, Stuart Grassian (1983), coined the term “SHU syndrome,” named for the Special Housing Units of Massachusetts prison system. Clinical assessments of people housed in solitary confinement revealed evidence of being in a mental fog, obsessive thoughts,
perceptual distortions, hallucinations, and other forms of distress. Evidence for the negative effects of solitary confinement on mental health is especially strong for those who are in strict isolation for long periods and for those with a history of mental illness (Arrigo and Bullock 2008).

Mental illness and harsh conditions of penal confinement are intimately connected. Prisons bring together men and women with significant physical, mental, and behavioral health problems in a physical space that is often overcrowded, subject to a rule-governed climate, and managed by staff with broad discretion. People with mental illness may fail to respond to orders or have difficulty following prison rules. In some cases, they may act violently. Prison officials then respond to prisoners with mental illness “as they do to other prisoners who break the rules. When lesser sanctions do not curb the behavior, they isolate the prisoners in the segregation units, despite the likely mental health impact” (Metzner and Fellner 2013, p. 317).

We can look in greater detail at the population dynamics of solitary confinement and the overrepresentation of people with mental illness by analyzing an administrative data file from Pennsylvania that includes all prison admissions and discharges from 2008 to 2017. Pennsylvania’s incarceration rate is approximately equal to the national level and the state’s prison population is demographically similar to the national prison population as a whole. Like a number of states, the Pennsylvania prison system faced the threat of federal oversight for placing people with serious mental illness in solitary confinement. The state introduced a screening assessment that classifies all new admissions into one of four categories: 1) no mental health problems, 2) prior diagnosis of mental illness, 3) current diagnosis of a non-serious mental health problem, and 4) serious mental illness that includes psychotic conditions such as schizophrenia.

Table 2 reports figures describing the use of solitary confinement including disciplinary and administrative segregation in Pennsylvania, in the period 2008–2017. The median length of stay in prison for completed prison terms is about 18 months for men and 13 months for women. (This calculation underestimates length of stay in the whole prison population because long sentences are censored.) Solitary confinement is used more often for men than women. Although the national solitary confinement rate has been estimated at about 4 percent, around 40 percent of men and 25 percent of women in Pennsylvania are incarcerated in solitary confinement at some point during their imprisonment. Men are also more likely to be held repeatedly in solitary confinement. The data also indicate large differences in solitary confinement by mental health status. Among men with serious mental illness, 51 percent are in solitary confinement at some point during their prison sentence, compared to 32 percent for men with no mental illness. Those with serious mental illness are also repeatedly incarcerated in solitary confinement. Men with no history of mental illness who are ever sent to solitary confinement spend 37 days on average in isolation; in contrast, men with serious mental illness accumulate a total of 55 days on average in solitary confinement.

Mental health disparities are illustrated in greater detail by density plots of the total days in solitary confinement for those who have been held in isolation for
at least one day. The total duration of solitary confinement for this Pennsylvania data is reported by mental health status in Figure 5. The median total duration for those who have ever been in solitary confinement is 29 days for men with no mental illness, compared to 55 days for those with serious mental illness. A small number of incarcerated people spend very long periods in extreme isolation. Among men with no reported mental illness, 10 percent have spent at least 215 days in solitary confinement. The mental health gap in the total time spent in solitary confinement at the 90th percentile is about nine months. This means that 10 percent of those men classified with serious mental illness spend 280 days longer in isolation than the top 10 percent of men with no mental illness. Women show a similar pattern, but they spend less time in solitary confinement and mental health disparities are smaller.

Solitary confinement has been scrutinized for its harmful effects and its ethical standing. Perhaps resulting from the injuries to physical and mental health, solitary confinement is associated with subsequent unemployment, recidivism, and mortality after prison release (Mears and Bales 2009; Brinkley-Rubinstein et al. 2019; Wildeman and Andersen 2020), although nonrandom selection of those with preexisting mental illness may also explain poor outcomes after prison release. Beyond measurable harm, solitary confinement has also raised questions of ethical treatment. Federal courts have examined solitary confinement in relation to the Eighth Amendment prohibition against cruel and unusual punishment and held that conditions must be compatible with “civilized standards, humanity, and decency” (Madrid v. Gomez, 889 F. Supp. 1146, 1260 [1995]). US health organizations have argued for limiting or abolishing solitary confinement because of

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>No mental illness</th>
<th>Prior diagnosis</th>
<th>Current diagnosis</th>
<th>Serious mental illness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median years of imprisonment</td>
<td>1.52</td>
<td>1.45</td>
<td>1.63</td>
<td>1.58</td>
<td>1.54</td>
</tr>
<tr>
<td>Proportion ever in solitary</td>
<td>0.39</td>
<td>0.32</td>
<td>0.42</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td>Times in solitary (mean)</td>
<td>2.01</td>
<td>1.60</td>
<td>1.95</td>
<td>2.67</td>
<td>2.51</td>
</tr>
<tr>
<td>Median solitary spell (days)</td>
<td>28.50</td>
<td>24.00</td>
<td>27.00</td>
<td>27.00</td>
<td>22.00</td>
</tr>
<tr>
<td>Sample size (N)</td>
<td>162,763</td>
<td>82,542</td>
<td>42,854</td>
<td>33,782</td>
<td>3,675</td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median years of imprisonment</td>
<td>1.09</td>
<td>1.02</td>
<td>1.21</td>
<td>1.11</td>
<td>0.98</td>
</tr>
<tr>
<td>Proportion ever in solitary</td>
<td>0.25</td>
<td>0.16</td>
<td>0.22</td>
<td>0.28</td>
<td>0.33</td>
</tr>
<tr>
<td>Times in solitary (mean)</td>
<td>1.80</td>
<td>1.22</td>
<td>1.41</td>
<td>1.94</td>
<td>2.16</td>
</tr>
<tr>
<td>Median solitary spell (days)</td>
<td>27.00</td>
<td>27.00</td>
<td>28.50</td>
<td>27.00</td>
<td>29.00</td>
</tr>
<tr>
<td>Sample size (N)</td>
<td>15,793</td>
<td>2,848</td>
<td>2,967</td>
<td>8,133</td>
<td>1,845</td>
</tr>
</tbody>
</table>

*Source: Author’s calculations with data provided by the Pennsylvania Department of Corrections.*
its harm to physical and mental health (American Psychiatric Association 2012; National Commission on Correctional Health Care 2016). The so-called “Mandela Rules” established by the United Nations regards prolonged solitary confinement as a type of torture (United Nations General Assembly 2015). Under the inherently coercive circumstances of incarceration, the pains suffered in extreme isolation take on a moral significance.

**Discussion**

Human needs are often directly met through the intimate relations of households (the “oikos” in Greek, from which the word economics is derived). People eat, sleep, and shelter in dwellings with others to whom they are intimately tied through the connections of kin and clan (Weber 1978, pp. 356–381; Polanyi 1957, pp. 53–55; Goffman 1961, p. 12). Households woven together by personal relationships are good at meeting the variety of individual needs. But in total institutions, the satisfaction of basic needs is organized bureaucratically and uniformity is imposed on daily life. In prisons, uniformity is implemented through the power relations that
divide staff from incarcerated people. Even in well-run prisons, the environment risks severe treatment and physical harm. With over half a million people entering prison each year, and a similar number returning to their communities, the footprint of institutional harm extends beyond the 1.4 million people who comprise the annual prison population.

Evidence of harsh prison conditions is connected to the emergence of mass incarceration and a distinctively American way of doing incarceration. The severity of US prison conditions contrasts with incarceration in Western Europe. One window into European prison conditions is provided by visits taken over the last ten years by US prison administrators to Germany, the Netherlands, and Scandinavia. European prisons were found to be organized around principles of “normalization” and “re-socialization” that aimed to close the gap between institutional conditions and conditions of life in free society (Subramanian and Shames 2013; Delaney et al. 2018). In Europe, terms of incarceration are significantly shorter and incarcerated people often obtain furloughs to visit family and work in the open labor market. High levels of security, solitary confinement, and prison uniforms that are characteristic of US incarceration are less common in Europe. Just as European prisons may be more humane, they may also be more positive in their effects. For example, research from Norway and Sweden points to the positive effects of incarceration on employment, earnings, and health after release (Bhuller et al. 2020; Hjarlmarsson and Lindquist 2020).

Harms suffered in US prisons suggest channels through which incarceration may diminish life chances. In the course of a prison term, our best evidence indicates that one in five incarcerated people may be physically or sexually assaulted, two in five may go to solitary confinement, and one in ten may acquire tuberculosis, hepatitis, or other infectious disease. Such harms transform incarceration from an expected cost of offending into an active influence on well-being after release. They may contribute to relapse to addiction, unemployment, or family estrangement that has been well-documented by researchers. Harmful experiences of incarceration may also help explain the criminogenic effects that result in offending after imprisonment (Chen and Shapiro 2007; Aizer and Doyle 2015; Nagin, Cullen, and Jonson 2009).

A focus on prison conditions should also expand our assessment of costs and benefits of mass incarceration. Research on the effects of incarceration on crime has underestimated the costs of incarceration by overlooking the risks of violent victimization in penal institutions. The neglect of fear and victimization inside prison is a flaw in studies of incapacitation and black-box estimates of the total effects of incarceration on crime.

While this paper has presented evidence of the harms suffered during incarceration, it does not answer the causal question of whether prisons are harmful. Compared to what? One counterfactual focuses on the conditions of life in the communities from which the prison population is drawn. For example, mortality risk is lower in prison for Black men, but higher for Whites. The risk of infectious disease, however, often appears to be higher in prison, and correctional facilities were
hotspots for COVID-19. There are indications that violence—assaults and fighting, but not homicide—is more prevalent in prisons than community. The extreme isolation of solitary confinement seems deeply incomparable to community life. On some dimensions, it seems, prison may be no worse than the counterfactual conditions of community life, but on other dimensions, prison life is unusually painful.

The comparison of prison to community answers one question but leaves others open. The comparison communities have themselves been shaped by a public policy that answered many of the social problems of racism and poverty—untreated mental illness, enduring joblessness, school failure—with incarceration (Garland 2020; Beckett and Western 2001). Failures of health, employment, or education policy in poor communities have been seen as rooted in a policy outlook that was punitive and viewed residents of poor communities as undeserving (Soss, Fording, and Schram 2011; Katz 2013). From this perspective, prison and community have both been shaped by a policy orientation that is suspicious of the moral worth of poor people, and poor people of color in particular. The short distance between prison and community along the dimensions of victimization, mortality, untreated mental illness, and infectious disease may not reflect the beneficence of prison, but the malignance of a public policy that takes a punitive approach both to crime and alleviating poverty.

Finally, prison conditions—participation in rehabilitation programs, institutional violence, infectious disease, and extreme isolation—can be understood as measures of what Liebling (2004) calls “moral performance” that indicate the dignity of incarcerated people and decent treatment by authorities. Researchers may hesitate to weigh the moral status of prisons in their analysis, leaving that job to policymakers and philosophers. But setting aside the moral question does not eliminate it; any evidence-based recommendation on penal policy also includes a moral stance on the prison. The warehousing, institutional violence, disease, and isolation that are common in American prisons are experienced overwhelmingly by Black and Brown men from low-income communities. In this context, mass incarceration doesn’t just influence crime and life chances, but forms part of a moral landscape in which the struggle for dignity follows the contours of poverty and racial inequality.
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Rising Geographic Disparities in US Mortality

Benjamin K. Couillard, Christopher L. Foote, Kavish Gandhi, Ellen Meara, and Jonathan Skinner

Until recently, Americans could expect to live longer than their parents. Overall US life expectancy rose steadily from the 1960s through the early 2000s. As Figure 1 shows, the 1.5-year drop in life expectancy in 2020 signaled a sharp reversal; indeed, it was the largest decline since World War II. But even before the Covid-19 pandemic, US life expectancy was essentially flat for about a decade and had even declined slightly after 2014. Public health officials and health researchers have become increasingly concerned about this plateau, and, as they studied it, another important fact has emerged: disparities in mortality have become increasingly apparent among different groups in the population.

Much of the recent research on life expectancy focuses on particularly worrisome mortality trends for persons at midlife, defined as ages 25–64. A recent report from the National Academy of Sciences, Engineering, and Medicine (2021) reviews this work and links high and rising midlife mortality rates to two main factors. First, rapid progress that had been made in reducing mortality from some major causes, most notably heart disease, stalled after 2010. Second, deaths from suicide, drug
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poisoning, and alcohol-induced causes have risen sharply. These deaths, often labeled “deaths of despair,” have been the focus of extensive research by Anne Case and Angus Deaton (2015, 2017, 2020). Regarding mortality disparities, the NAS report noted large and widening mortality differences based on race, ethnicity, economic status, and geography. For example, recent increases in mortality among Black and Hispanic persons have undone years of progress in addressing high mortality rates among these groups (Harris, Woolf, and Gaskin 2021).

In this paper, we document and analyze rising geographic disparities in health, focusing on the state level. Vierboom, Preston, and Hendi (2019) highlight growing local inequality in longevity after 2000; coastal cities gained while rural Appalachia and the South lagged behind. Among US states, Woolf and Schoomaker (2019) document divergence in life expectancy beginning about a decade earlier. Figure 1 shows that the coefficient of variation of state life-expectancy rates (defined as the standard deviation of these rates divided by the mean) began to rise long before average US life expectancy flattened out.

Figure 2 shows that dispersion in state-level life expectancy has been generated by increased dispersion in mortality throughout the age distribution. For the most part, average group-specific mortality rates have trended downward for each of the...
four age groups depicted (0–4, 5–24, 25–64, and 65+). The stalling of US life expectancy around 2010 resulted from a flattening out of mortality (or outright increases in mortality) for the three age groups younger than 65. But in each of the four groups, dispersion has generally trended higher during the last several decades, especially for the three youngest groups. Although recent trends in race-specific mortality rates contribute to geographic dispersion in mortality, racial patterns alone do not explain why mortality experiences have become more unequal at the state level. Indeed, state-level dispersion has been rising among Black and White non-Hispanic populations separately, while a declining dispersion trend for Hispanics has recently flattened out (as we show in the online Appendix available with this article at the JEP website).

What are the most important drivers of mortality divergence across states? One explanation is that geographic disparities are driven by differences in education levels and labor market prospects (Meara, Richards, and Cutler 2008; Case and Deaton 2015, 2017, 2020). In this view, states with relatively large or quickly growing college shares experienced large gains in life expectancy, because recent health gains have been concentrated among Americans with college degrees. As the mortality “penalty” associated with a non-college education grew over time, states with smaller college-educated populations lagged behind.
A second and possibly related explanation is that greater dispersion in state-level mortality rates has been driven by the rising spatial inequality in income. Income is unevenly distributed across the United States, and after converging for most of the 20th century, regions of the country are now growing apart economically (Ganong and Shoag 2017; Gaubert et al. 2021). Chetty et al. (2016) have documented a strong association between income and mortality in the United States. However, much less is known about the influence of longer-term swings over a quarter-century in growth rates of income or about how changing economic circumstances affect common causes of deaths, such as heart disease and cancer.

A third possibility is that the widening divergence in mortality stems from a portmanteau of “place” effects that are independent of state-level income. We think of these effects as capturing both the health behaviors of individuals who live in a place and the evolving features of the region’s overall health environment. Much of the prior literature on regional economic conditions and mortality has focused on “deaths of despair,” comparing changes in these deaths to economic shocks over relatively short periods of time (Autor, Dorn, and Hanson 2019; Pierce and Schott 2020; Charles, Hurst, and Schwartz 2018; Ruhm 2017; Hollingsworth, Ruhm, and Simon 2017; Ruhm 2019). In contrast to these short-run mechanisms, health disparities across states may arise from long-run changes in state policies or health “investments” that gradually enhance health and longevity (Montez and Berkman 2014; Montez et al. 2019). Examples of long-run health investments include anti-smoking policies, expansions of Medicaid, income support, and norms around health behaviors.

We use data on mortality, income, health behavior, and health-care quality to test these alternative hypotheses for the growth in state-level disparities. Like the recent NAS report and the work of Case and Deaton, we focus on mortality at midlife. We find that national trends in educational attainment and a rising national correlation between education and mortality ultimately explain little of the increasing importance of place in determining mortality. We do not find evidence that states with the most rapid income growth experienced the most rapid mortality decline. Instead, states with relatively high income levels over the past several decades have experienced the largest improvements in midlife mortality. Although deaths of despair have contributed to the plateau in US life expectancy, even after their recent growth they account for only about one-sixth of all midlife deaths, and we show that midlife disparities are driven largely by other causes of death. Finally, reviewing the growing literature on “place” and health, we argue that the most promising explanation for our findings involve efforts by high-income states to adopt specific health-improving policies and behaviors since at least the early 1990s. Over time, these efforts reduced mortality in high-income states more rapidly than in low-income states, leading to widening spatial disparities in health.

**Education and the Rising Dispersion in State-Level Mortality Rates**

In a series of important papers and a recent book, Case and Deaton (2015, 2017, 2020, 2021) have documented the striking differences in mortality rates for
Americans with different levels of education. In considering why the spatial dispersion of midlife mortality rose during the past two decades, we first consider the well-known divergence in mortality for people with and without college degrees. Because states differ in their college-educated population shares, the growing national difference between college and non-college mortality rates would by itself generate disparity in state-level mortality, particularly if college-educated persons tended to migrate to states where college attainment was already high.

Figure 3 shows all-cause midlife mortality rates separately for 1992 and 2016 for each state, ranked from highest to lowest. The bottom line in each panel is the mortality rate for college-educated residents in each state, while the top line is for non-college; overall state mortality is approximately a weighted average of these two rates, with the weights reflecting the state’s share of college-educated residents. Our mortality data come from the collection of individual-level detailed mortality records maintained by the National Center for Health Statistics (NCHS). These records, derived from death certificates, include the cause (or causes) of death for each decedent, as well as demographic information such as age, sex, race, education, and place of residence. Each mortality rate, then, is the number of total deaths divided by the relevant population calculated from the Current Population Survey (CPS) and the National Cancer Institute’s Surveillance, Epidemiology, and End Results Program (SEER). To account for swings in mortality that would be expected from the aging of large cohorts, like the baby boomers, we age-adjust mortality rates to reflect the deaths that would occur given a fixed age distribution.\(^1\) Starting in 1989, the US Standard Certificate of Death includes a field for the education level of the decedent. Most states were recording education level on death certificates by 1992; the coverage is generally better than 90 percent after 1990 and improves steadily over time.\(^2\) For our cohort of focus, people aged 25 to 64, this is also the population for which the educational information for decedents is most accurate.

As the share of the population with college degrees has grown, overall mortality rates have moved closer to college-educated rates, as shown in Figure 3. The figure also displays the coefficient of variation for overall rates, which has risen from 0.154 to 0.212, an increase of more than one-third. In addition, Figure 3 illustrates the widening gap between college and non-college mortality, a result consistent with Case and Deaton’s finding that educational differences in mortality are becoming

---

1 We received permission from NCHS to use a restricted-use version of the detailed mortality files, which include state and county of residence, because this field is suppressed in public-use files after 2005. Age-adjustment is done by weighting the raw mortality rates of 10-year age groups in each state and year by shares of population that are constant across states and years. Specifically, the weights used are the standard 2000 reference population weights, drawn from Table V in the Technical Notes of NVSR’s “Deaths: Final Data for 2017” (Kochanek et al. 2017).

2 Four states began collecting education data on death certificates much later: Oklahoma in 1997, Georgia in 2010, South Dakota in 2004, and Rhode Island in 2015; as a result, we omit these states from the analysis. For the remaining states, like other research in this area, the lack of educational information for some decedents requires us to impute this information. Following Case and Deaton (2017), we do this based on the fraction in each education group by year, race, sex, age group, and cause of death; for all-cause mortality, we additionally impute based on state of residence.
Figure 3
Education and Midlife Mortality at the State Level: 1992 and 2016

Source: Authors’ calculations using individual-level mortality data from the National Center for Health Statistics.

Note: The middle line in each panel (with accompanying state labels) depicts the all-cause mortality rate for all persons aged 25–64 in the given state and year. The top line depicts the mortality rate for persons in this age group who do not have college degrees, while the lower line depicts the midlife mortality rate of college graduates. Each panel also displays the coefficient of variation for overall mortality in the given year. All mortality rates are age-adjusted. For details, see the online Appendix.
For example, in West Virginia and Kentucky in the upper left of the lower panel of Figure 3, all-cause mortality rose between 1992 and 2016 for non-college educated adults, while state-level college-educated mortality rates declined. There is also greater spatial variation in non-college graduate mortality rates, consistent with Chetty et al. (2016) who suggest that spatial variation in mortality is larger for people in lower income groups.

Most importantly, there was considerable movement in state-level mortality rankings between 1992 and 2016. We show a striking example by highlighting California and Ohio in each panel. In 1992, overall mortality rates for these two states were virtually identical. During the 1990s, however, the mortality experiences of the states diverged so that by 2016, the overall mortality rate in California was the second-lowest in the nation, while the rate in Ohio was the 10th highest.

The California–Ohio comparison is consistent with one of the hypotheses discussed earlier: mortality rates in high-education states such as California could have declined by more because of the national mortality trend favoring higher-educated people. We therefore want to ask whether health improved so much in California (and states like it) because these states initially had higher fractions of college-educated adults or because those fractions grew over time.

The role of education in driving mortality dispersion across states can be evaluated with a statistical model. In any given year, a state’s overall mortality rate can be thought of as a weighted average of the individual mortality rates for its college-educated and non-college populations, with the weights for this average depending on the state’s college-educated population share. In turn, we can think of the state’s college mortality rate as the overall mortality trend for all college-educated Americans in that year, plus a state-and-year specific residual. Similarly, the state’s non-college rate can be decomposed into the overall national mortality trend for college-educated Americans, plus an additional factor to capture the high (and rising) mortality penalty faced by non-college Americans, plus a non-college state-year residual. For a given year, we can thus characterize each state’s mortality rate as:

\[
\text{Overall state mortality rate (MR)} = (\text{state’s college population share}) \\
\times (\text{national college mortality rate} + \text{state’s college mortality rate residual}) \\
+ (\text{state’s non-college population share}) \\
\times (\text{national college mortality rate} + \text{national non-college mortality penalty}) \\
\text{national non-college mortality rate} \\
+ \text{state’s non-college mortality-rate residual}.
\]

Our broad measures of college graduates and non-college graduates is likely to mask heterogeneity in educational attainment within these groups: for a discussion of heterogeneity in the non-college group, see Novosad, Rafkin, and Asher (2020).
This framework allows us to allocate the growing state-level divergence in mortality rates across four channels:

(a) *Changes over time in college population shares across states.* These changes could arise from state-level differences in college attendance or from differences in net migration rates of college-educated persons. Because college mortality rates are lower than non-college rates, changes in college shares across states could increase dispersion in overall state mortality.

(b) *An increase in the mortality penalty for Americans without a college education.* Holding college shares constant, the well-documented increase in the mortality penalty for non-college Americans would tend to raise relative mortality in states with relatively few college graduates.

(c) *An increase in the standard deviation of the state-level mortality residuals for college residents.* This residual captures any difference between national and state mortality rates among college-educated persons. A gap between a state’s college mortality rate and that of the nation could stem from the state’s investments in health (interpreted broadly to include public and private health investments), taxes on products that impact health (such as tobacco and alcoholic beverages), and from differential health behaviors. For example, as information about nutrition, exercise, and tobacco’s role in health increased, college graduates in states like California may have adopted healthy behaviors more often than college graduates in the nation as a whole.

(d) *An increase in the standard deviation of the state-level mortality residuals for non-college residents.* This term, similar to the college residual, captures the difference between state and national mortality rates among non-college adults. Also, like the college residual, the non-college residual will arise from state-specific policies, taxes, and behaviors that matter for mortality. Examples especially relevant for the non-college population include state-level minimum-wage legislation or the generosity of programs such as Medicaid. State regulations promoting clean air and water could also affect the non-college population disproportionately if these individuals tend to live in environmentally stressed communities.

Figure 4 shows how each of these channels contributes to the growth of state-level dispersion. On the vertical axis is the standard deviation of (log) mortality rates across states, with dispersion rising from 0.12 in 1992 to 0.19 in 2016. The baseline is a flat line because it holds all components of state mortality—college population shares, national mortality rates, and state-and-education specific residuals—constant at their 1992 levels. The other lines in the figure depict standard deviations of the log state mortality rates that are implied when the 1992 values of selected model components are replaced with their actual values. For example, replacing each state’s 1992 college-educated population share with its actual evolving college shares (channel a) has only a modest impact on the implied standard deviation of log mortality rates across states, while replacing the 1992 national non-college mortality penalty with the rising actual values of this penalty (channel b) adds a bit more. Combined, however, these two channels account for less than one-sixth of the total increase in state-level standard deviation over time. Rising variation in
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simply because college-graduates are typically less than 30 percent of the total population.\footnote{Additionally, because we base our model on the natural log of mortality rates, equal percentage changes in college and non-college rates, combined with higher average rates for non-college populations, will show up as a larger contribution of non-college rates to overall dispersion.} That said, there is independent evidence that variation in mortality among less-educated or lower-income persons is an important reason why mortality rates vary so much geographically. Montez et al. (2019) study education and mortality from the 1980s through 2011, finding that educational differences in mortality across states grew primarily due to divergence among the less-educated groups. Also, Chetty et al. (2016) link mortality records with individual income data to show that across local labor markets, mortality rates vary more at the bottom of the income distribution than at the top.

Yet our model indicates that the geographical variance in non-college mortality rates is not the whole explanation for rising dispersion in state-level mortality. Nor is this rising dispersion a mechanical consequence of the worsening national mortality penalty faced by non-college Americans. Rather, the importance of both residuals in our framework of state-level mortality suggests that in some states, “place effects” have evolved over time to the benefit of both college and non-college residents, and these place effects turn out to be important in explaining why mortality has diverged over the last three decades. An important clue pointing to the importance of place effects is the high within-state correlation of non-college and college residuals produced by the model, which is relatively stable at around 0.70 in both 1992 and 2016. In an extension of this exercise described in the online Appendix, we show that assuming that each state’s yearly place effect is an equally weighted average of its non-college and college residuals shows that place effects can explain much of the increased variance attributed to the two sets of residuals in Figure 4.\footnote{Rather than using an equally weighted average of residuals to create place effects, an alternative method would be to use national shares of college and non-college graduates over the time period considered.}

Results such as these suggest that understanding the role of place in health is a key to understanding rising dispersion in health outcomes over time.

**Income and the Rising Divergence of State-Level Mortality Rates**

If place effects are large, one may reasonably ask whether other factors associated with mortality are mediated through these effects. An obvious candidate is income, which has been demonstrated at the micro-level to be an important predictor of early mortality (among many others, see Chetty et al. 2016).

In Figure 5, we plot state-specific midlife mortality rates against state-level per capita income in selected years. Our data on income is derived from Census Bureau estimates of total personal income received by the residents of individual states in each year. In this definition, income can include wages and salaries, profits from businesses and farms, payments due to ownership of financial assets, and government transfers, but not capital gains. Per capita income is defined as total personal income divided by state population as of July 1 of
that year and expressed in 2012 dollars using the price deflator for personal consumption expenditures. Because the mortality rates are not broken down by education, we can rely on public-use mortality data and extend the analysis to 2019.

The upper left panel of the figure plots mortality against income in 1968. In this year, the correlation between mortality and per-capita state income was negligible at –0.20. Residents of New York and California in 1968 had higher average incomes than residents of Arkansas and Ohio (as they do currently), but in that year state-level mortality was similar across all four states. The upper right panel shows that in 1980, the correlation between income and mortality was largely unchanged, even as incomes grew. By 2019, however, state mortality rates had lined up largely in lockstep with income. The lower left panel shows a negative and significant correlation between income and mortality equal to –0.71.

At first glance, a strong correlation between income and mortality in the 2019 cross-section might suggest that changes in economic conditions (like income
or unemployment rates) predict changes in mortality. Instead, we find a more subtle pattern. The dramatic lining-up of income and mortality in the lower left panel of Figure 5 was not so much a shift in income rankings across states but rather a reshuffling of state-level place effects. Over time, midlife mortality has become increasingly correlated with the level of income, a result that, except for Pinkovskiy (2019), we had not previously seen. For example, during this period, mortality rates fell rapidly in New York and California while in Ohio and Arkansas they barely budged. Because high-income states in 2019 were typically high-income states in earlier years, we can express the lining-up of mortality and income with income data from previous years, as we do in the lower right panel of the figure. This panel shows that mortality in 2019 is also strongly negatively associated with state-level per capita income from more than 50 years earlier, with a correlation of −0.65. Taken together, these correlations strongly suggest that the greater dispersion of mortality levels across states is not being driven by the growing dispersion of income levels; that is, state-level changes in income do not explain state-level changes in mortality. This result is also supported by other analyses, including Case and Deaton (2017) and Ruhm (2018). Instead, mortality changes have been most favorable in those states that have tended to have high relative levels of income over the past three decades.

An obvious candidate to explain the growing correlation between midlife mortality and income is the growing rate of deaths of despair. Case and Deaton (2017) have not only documented the explosive increase in these deaths during the 21st century but have also shown that spatial dispersion of these deaths has risen dramatically over the same period. As they emphasize, the dramatic growth in midlife mortality is strongly correlated with education. Among college graduates, deaths of despair have remained largely unchanged and show little variation across states. By contrast, deaths of despair in the non-college population have risen sharply, with a particular impact in states such as West Virginia, New Mexico, Ohio, New Hampshire, and Massachusetts (Case and Deaton 2020). If deaths of despair have been concentrated in low-income states, then their recent growth could potentially explain the strengthening correlation between state-level income and mortality that we have documented.

Although deaths of despair have clearly contributed to the widening geographic disparity in mortality rates across states, they are not the primary cause. To see this, note that measured dispersion in midlife mortality has been growing rapidly even when deaths of despair are excluded from the analysis. Figure 6 depicts the coefficient of variation of midlife mortality rates with and without deaths of despair from 1992 to 2016. During this period, the coefficient of variation of mortality rates for deaths excluding deaths of despair increased by 67.9 percent, almost identical to the 68.7 percent increase in variation for all-cause mortality rates.

We acknowledge that deaths of despair are likely understated because of underreporting; a drug overdose might incorrectly be reported as a heart attack (Glei and Preston 2020; Vierboom, Preston, and Hendi 2019). However, the state-level correlation between the growth in deaths of despair, and in other deaths, is just 0.35, so biases are likely to be limited.
A key reason that deaths of despair do not completely explain rising dispersion is that even when accounting for their recent rapid growth, these deaths account for only about one-sixth of all deaths at midlife. (Deaths of despair do account for a larger fraction of life-years lost because such deaths tend to occur at younger ages.) The top panel of Figure 7 displays midlife mortality rates in selected years between 1992 to 2016 for deaths of despair and for four of the leading causes of death: cancer (more formally known as “malignant neoplasms”), heart disease, cerebrovascular diseases, and chronic lower respiratory diseases. Not surprisingly, deaths related to cancer and heart disease, the leading causes of death in the United States, are also the most common in 1992. Also notable is the dramatic reduction in death rates for these two diseases, as well as the well-documented (but still unexplained) slowdown in the reduction in heart disease deaths after 2008. Deaths of despair, while more common than cerebrovascular disease and chronic lower respiratory disease, were less common than cancer or heart disease deaths in 1992. By 2016, deaths of despair killed as many Americans aged 25–64 as did heart disease, but fewer than cancer.
The lower panel of Figure 7 displays the correlation between these causes of death and contemporaneous state income for the same years. Across all causes in the figure, state-level income became more negatively correlated with death rates from 1992 to 2016. Yet while income correlation for deaths of despair follows this pattern for most of the 1990s and early 2000s, the correlation later reverses course and becomes less negative. It is likely that the introduction of fentanyl and other synthetic opioids in recent years have changed the nature of the overdose crisis in the United States, weakening the correlation between state-level income and deaths of despair in the process.

Our earlier example of Ohio and California from Figure 3 helps to illustrate how deaths of despair relate to overall patterns of mortality. As noted earlier, mortality rates in Ohio and California were similar in 1992 (401 deaths per 100,000 in California versus 398 in Ohio). Over time, deaths of despair grew by much more in Ohio so that by 2016, Ohio ranked third-highest among all states in these deaths. But overall mortality in Ohio did not change much over this period, as its large increase in deaths of despair (63 per 100,000) was nearly offset by a decline in other deaths (50 per 100,000). California, on the other hand, experienced a significant decline in overall mortality, to just 270 per 100,000 by 2016. This decline resulted from a small increase in deaths of despair (2 per 100,000) that was swamped by a decline in California’s other deaths of 133 per 100,000—almost three times the fall in Ohio. All told, for these two states, deaths of despair accounted for about 40 percent of the widening gap, with the much greater decline in other deaths in California responsible for the remainder.

The ultimate relationship between opioid use, deaths of despair, and regional economic conditions is undoubtedly complex. Several papers have found that exogeneous shifts in manufacturing employment tend to raise adverse opioid-related outcomes (Autor, Dorn, and Hanson 2019; Pierce and Schott 2020; Charles, Hurst, and Schwartz 2018). However, the sizes of the estimated effects are too small to explain much of the massive increase in opioid deaths during the last several years, and some evidence suggests that reductions in manufacturing employment reduce mortality from other causes, such as heart disease (Pierce and Schott 2020). Additionally, regional patterns of deaths of despair are strongly influenced by factors that have little to do with changes in a region’s economic conditions. These factors include the growing availability of high-grade heroin at low prices (Quinones 2016) or floods of cheap, illicit, and lethal fentanyl into some communities. Indeed, in the twelve months leading up to May 2020, California experienced an alarming surge in overdose deaths in particular communities (Kurle 2021).

When relating previous research on the economic determinants of health to our results in this section, two things are important to keep in mind. The first is that much of the earlier work relates changes in economic conditions to changes in health outcomes. This approach implicitly assumes a stable relationship between economic conditions and health; if incomes in an area decline, then health also declines due to the constant income-health relationship. But as Figure 5 shows, the income-health relationship itself is changing, as income becomes an increasingly powerful predictor of mortality. A second thing to remember is the long-run
Figure 7
Selected Mortality Rates by Cause and Their Correlations with State-Level Income over Time

Source: Authors’ calculations using individual-level mortality data from the National Center for Health Statistics.

Note: Mortality rates are age-adjusted and correspond to persons aged 25–64. Means are population-weighted. Deaths of despair are deaths attributed to cirrhosis (ICD9: 571; ICD10: K70, K73-74), suicide (ICD9: E950-959; ICD10: X60-84, Y87.0), or poisoning (E850-860, E980-982; ICD10: X40-X45, Y10-15). The remaining causes of death are malignant neoplasms (ICD9: 140-208; ICD10: C00-C97), diseases of heart (ICD9: 390-398, 402, 404, 410-429; ICD10: I00-I09, I11, I13, I20-I51), cerebrovascular diseases (ICD9: 430-434, 436-438; ICD10: I60-I69), and chronic lower respiratory diseases (ICD9: 490-494, 496; ICD10: J40-J47).
nature of the disparities that we have analyzed. Health in richer states has been improving more than in poorer states for several decades, so the causes of this divergence likely run deeper than short-term fluctuations in employment or income. Case and Deaton (2017) make a similar point regarding deaths of despair, pointing out that neither state-level measures of income nor changes in income predict the recent rise in these deaths. In their view, deaths of despair are rising not because of short-term economic fluctuations, but rather, because of a long-run devaluation of work performed by persons without college degrees. Their recent book (Case and Deaton 2020) catalogs the devastating effects that this devaluation has had on America’s social fabric during the last several decades.

To explain the long-run pattern of mortality differences across states—specifically the strengthening correlation between income and mortality—we also adopt a long-run perspective. In the next section, we contend that the association between state-level income and mortality is probably not a true causal relationship. Instead, the strengthening link between mortality and income reflects differences in regional resources, population behavior, and health-related policies that, over time, have contributed to larger mortality declines in richer states than in poorer ones.

A Portmanteau of State-Level Factors

Our framework for thinking about rising dispersion in state-level mortality has two main components. The first is that health in any point in time is largely determined by decisions made in the past, just as an economy’s output of goods and services depends largely on the stock of physical capital built up by past investment. Indeed, health economists often use the concept of “health capital” to capture this phenomenon (Grossman 1972; Case and Deaton 2005). Individuals invest in health capital though behaviors such as regular exercise and maintaining a proper diet. Health capital depreciates over time at a rate that increases with age and in response to factors such as poor health behaviors, stress, and physically demanding occupations (Cutler, Meara, and Stewart 2020). The health-capital framework suggests that various factors have long-lasting effects that “come home to roost” in midlife mortality data many decades on. Given the evidence on the long lag time in health behaviors affecting mortality (Fenelon and Preston 2012), we should expect to observe smoking, obesity, pollution, and stress related to adverse economic conditions several decades ago to be gradually reflected in current midlife mortality (Preston, Vierboom, and Stokes 2018).

A second observation useful for understanding health dispersion is that states differ greatly in their health investment and depreciation rates. A classic example of this phenomenon is due to Victor Fuchs (1974), who observed that Utah exhibited much lower mortality than neighboring Nevada, despite similar levels of income, education, and access to health care. Fuchs argued that this gap could be explained by differing behavior in the two states, noting that rates of smoking, drinking, and family instability were much lower in Utah (where the majority of residents are members of the Mormon Church) than in Nevada. State-level differences in health investment
and depreciation rates can also be influenced by policies related to health. States that instituted high cigarette and liquor taxes or that expanded Medicaid under the Affordable Care Act might expect to see reduced rates of smoking and drinking and improved rates of health investment and depreciation among their residents.

Our hypothesis is that the widening divergence in midlife mortality and the tightening relationship between mortality and income reflect the long-run effects of varying behaviors and policies related to health capital during the last several decades. The data suggest that residents of high-income states have enacted policies and adopted behaviors with long-run payoffs to midlife mortality that are becoming increasingly apparent over time.

One question raised by this hypothesis is why health outcomes are diverging so much now—why hasn’t health always been better in high-income states than low-income states? In 1992, high-income states were no more likely to experience lower mortality than low-income states. It was certainly not because high-income people at the time were sicker; individual-level analyses using data from the same period demonstrated a strong negative income gradient in mortality (Pappas et al. 1993), and a similar negative relationship between smoking and income was also apparent. Nor can lagged health effects explain this surprising result; unlike the strong link between 1992 income and current state-level mortality, there is only a weak association between state-level income in 1968 and mortality rates in 1992.

To explain why state differences in mortality have become more aligned with state-level variables like income after about 1990, we instead hypothesize that in the middle of the 20th century, social structures in low-income states provided more safeguards against adverse health outcomes. Perhaps more importantly, during this period there may have been more opportunities for risky behavior in high-income states. Black et al. (2015) show that African-Americans who migrated from the Deep South during the Great Migration experienced higher levels of mortality than those who stayed home, conditional on their initial health statuses. Although migrants may have had higher incomes in the North, “beneficial health benefits due to economic and social improvement were apparently swamped by other forces, such as changes in behavioral patterns that were detrimental to long-term health, including higher propensities to smoke and consume alcohol” (p. 501). By the late 20th century, however, high-income states were more likely to enact health investments that over the next quarter-century resulted in more effective safety nets, more rapid diffusion of effective pharmaceutical treatments, a reduction in smoking, and a consequent decline in all-cause mortality (Montez et al. 2019, 2020; Miller and Wherry 2019; Buxbaum et al. 2020).

The hypothesis that investments related to Medicaid matter for the evolution of mortality has empirical support. Several authors, drawing upon different time periods and settings, show important evidence of plausibly causal reductions in

---

8 Further evidence on the importance of state policies comes from Kansas, which imposed prohibition in 1880, not ending it until 1948. Perhaps not coincidentally, in 1959, Kansas was tied in first place for the state with the highest life expectancy.
mortality and morbidity linked to state differences in Medicaid policies. Owing to Medicaid eligibility’s link with Aid to Families with Dependent Children, a program dating to 1935 (and commonly referred to as “welfare”), there was substantial cross-state variation in the shares of newborns eligible for Medicaid. Using that variation, Goodman-Bacon (2018) estimates that infant mortality fell for newborn cohorts after Medicaid’s implementation in the 1960s and 1970s, and it did so in states with higher rates of eligibility for Medicaid. In the aggregate, nonwhite infant mortality fell by 11 percent in relation to Medicaid’s implementation, and it did so for the causes of death amenable to medical intervention at that time (Goodman-Bacon 2018). Later expansions of Medicaid (in the late 1980s and early 1990s) to pregnant women and newborns with slightly higher incomes also coincided with reductions in infant mortality (Currie and Gruber 1996). States that expanded eligibility for Medicaid under the Affordable Care Act saw declines in mortality and morbidity among near-elderly adults (Miller, Johnson, and Wherry 2021).

Even more important for the time period we study, the implementation of Medicaid and its later expansions to pregnant low-income women have been linked to lower morbidity and mortality in the long run (Goodman-Bacon 2021; Miller and Wherry 2019). Again, using state variation in eligibility for Medicaid when first implemented due to its link to state participation in the Aid to Families with Dependent Children, Goodman-Bacon (2021) estimates: “Medicaid added 10 million quality adjusted life-years for cohorts born between 1955 and 1975 and saved the government more than twice its original cost” (p. 2588). This latter point is important since states share up to half the Medicaid program costs, so spending more crowds out other beneficial state spending. Later Medicaid expansions of the 1990s also had lasting effects, with infants whose mothers gained Medicaid coverage in the early 1990s experiencing lower rates of chronic conditions or hospitalizations for diabetes and obesity in adulthood (Miller and Wherry 2019).

Other health programs targeting low-income populations matter for the evolution of long-term health, too. Using variation in the opening of Community Health Centers in the 1960s and 1970s (designed to care for medically under-served populations), Bailey and Goodman-Bacon (2015) showed that age-adjusted mortality rates had declined by an additional 2 percent in counties that opened Community Health Centers compared to those that did not. Further, the mortality decline was driven by deaths to adults over age 50. This pattern we see is also consistent with the hypothesis suggested by Case and Deaton (2017) that cohorts entering the workforce in the 1970s and 1980s experienced a changed economic landscape, one which shifted particularly against people without college degrees.

Another important policy for health is environmental policy, since particulate pollution both sickens and kills, especially among vulnerable residents (Deryugina et al. 2019). A recent paper mapped changes in particulate pollution in the United States from 1980 to 2016, to show that particulate pollution has declined everywhere, though not necessarily equally (Colmer et al. 2020). Returning to our example of diverging mortality rates in Ohio and California, it is interesting that pollution declined by more in Ohio than in California during this time period; West Virginia experienced among the greatest improvement in air quality. Thus, policies
to reduce particulate pollution seem unlikely to explain this pattern of diverging mortality across states.

Whereas the empirical work cited so far in this section has investigated formal policies, a growing body of research examines differences in informal health-care practices across geographic areas. One example is the riskiness of prescriptions. Finkelstein, Gentzkow, and Williams (2019b) find that Medicare patients moving from regions with low levels of opioid prescriptions to regions with high levels are more likely to receive risky opioid prescriptions in their new communities. More generally, the question of whether the overall quality of health care has been converging or diverging across geographic areas during the past three decades is unresolved (Skinner and Staiger 2015). As discussed above, exposure to Medicaid improves long-term health outcome for children and adults, but quantifying how they explain the variation in this study is a subject of ongoing research.

All told, there is strong empirical support for the notion that specific health-related policies and behaviors differ across states, and that these differences matter for mortality. But quantifying how much of the total rise in state-level mortality dispersion can be explained by a health-capital model is more ambitious due to the long lags between investments and outcomes and the myriad types of policies and behaviors that might be relevant. It is even more difficult to quantify the separate contributions of policies versus behavior, given the likely feedback between these two “inputs” into the health-capital framework.

Even so, the health-capital model can help us understand some puzzles in the empirical literature. For example, one type of behavior—smoking—typically has a far larger effect on mortality than its direct clinical impact would predict (Cutler et al. 2011). Consistent with a broad health-capital model, Montez et al. (2019) observe that the outsized effect of smoking on health in area-level regressions can be understood by noting that changes in smoking behavior are often correlated with changes in health-related policies, including policies unrelated to smoking. In New York, for example, smoking rates in 1992 were 22.1 percent, about the same as North Dakota (21.9 percent) and only slightly below Mississippi (23.6 percent). By 2016, smoking had fallen to 9.2 percent in New York, compared to significantly smaller decreases in North Dakota (14.0 percent) and Mississippi (16.6 percent). Since the early 1980s, New York has imposed a substantial excise tax on cigarettes, which reached $4.35 per pack in 2016. But as Montez et al. argue, the higher cigarette tax in New York was part of a bundle of initiatives which, to one extent or another, tended to improve public health. For example, New York also participated in Medicaid expansion, implemented its own earned income tax credit, and set a minimum wage above the federal level ($9.00 per hour in 2016). In contrast, Mississippi has a negligible cigarette tax ($0.68 per pack in 2016), opted out of Medicaid expansion, does not offer its own earned income tax credit, and defaulted to the federal minimum wage. In addition, Mississippi has preempted local governments from implementing health-promoting legislation, such as paid sick days, a higher minimum wage, stricter firearm regulations, and nutrition labeling in restaurants.

To explore the plausibility of this explanation, we experimented with regressions with state-level mortality as the dependent variable and various explanatory
variables, including smoking and obesity rates. To capture state-level economic factors, we include state-level income, poverty rates, and manufacturing employment shares. We also include rates of prescribing effective or risky drugs, intended to capture health-care quality in 2008–2010 (Munson et al. 2013). Of course, these regression results should not be viewed as causal, and even interpreting the coefficients is tricky given the well-understood risks of using aggregated data to make inferences about individual causal factors. Details of these regressions and the underlying data sources are available in the online Appendix.

Here, we simply note two general patterns that emerge. First, consistent with our earlier results on state-level income and mortality, income has a strong negative correlation with mortality in 2016 but no particular relation in 1992. However, when we include the additional control variables, the later income coefficient becomes much less negative. This reduction suggests that high-income states differ from low-income states along a variety of dimensions relevant for health, which are being captured in some ways by the additional controls.

Second, we find that the importance of smoking in these regressions is rising over time, even after controlling for income. This is consistent with interpreting the state-level smoking rate as a “sentinel measure” of midlife mortality, with lower smoking rates reflecting a variety of public health efforts to encourage more healthy behavior. Indeed, one might view these evolving health-related factors proxied for by smoking as the dynamic equivalent of the static Utah-Nevada comparison by Fuchs (1974), in which behavior is influenced by policies, and vice versa.

**Conclusion**

We have documented a sharp increase in state-level disparities in midlife mortality, a result consistent with an emerging epidemiological literature (Vierboom, Preston, and Hendi 2019; Montez et al. 2019). This divergence has contributed to a more unequal America; West Virginia’s midlife mortality rate is nearly double that in Minnesota. These widening geographic disparities in state-level mortality cannot be attributed to changing spatial patterns in education levels, income inequality, or rising deaths of despair. Instead, rising spatial inequality in midlife mortality results from some states experiencing dramatic overall declines in mortality across educational groups, while other states have experienced at best only modest progress. The first-order question is why high-income states have done so much better.

9 This is sometimes referred to as the “ecological fallacy.” As Gelman (2010) points out, the 15 poorest American states voted Republican in 2004, yet an analysis of individual-level data demonstrates a positive association between income and Republican voting.

10 State-level smoking data come from the Behavioral Risk Factor Surveillance System (BRFSS) from the Centers for Disease Control and Prevention, an annual set of telephone surveys that collects state-level data on health behaviors. We use the BRFSS’ post-stratification weights to construct state-level shares of daily smokers and obesity, where daily smokers are defined as respondents who reported smoking every day and having smoked at least 100 cigarettes throughout their lifetime. We also considered obesity, defined as having a body mass index greater than 30.0, but it was much less predictive of mortality. See the online Appendix for further details.
Our review of the evidence indicates that differential adoption of policies such as tobacco taxes, Medicaid expansions, and income support in high-income but not low-income states, have led to both widening spatial disparities in mortality and to an increasingly close negative association between income and mortality. These policies are distinct from but complementary to health-related behaviors that also differ across states.

We are certainly not the first to observe the importance of place for health, and there is a long-standing literature in geography and social epidemiology on the estimation and interpretation of place effects (McLafferty 2020). In the economics literature, there is a growing interest in estimating causal effects of place that abstract from selection effects that arise when, for example, people in poor health move to low-income neighborhoods lacking access to medical care (Jokela 2014). Studies of people who move can adjust for such selection, particularly when moves are randomized or exogenous (Chyn and Katz 2021). For example, randomized housing vouchers (Kling, Liebman, and Katz 2007; Ludwig et al. 2012) caused families receiving public housing vouchers to leave low poverty neighborhoods, while the destruction of large public housing projects (Chyn 2018) induced moves to lower poverty neighborhoods. Deryugina and Molitor (2020) examined older residents of New Orleans, many of whom moved after Hurricane Katrina in 2005. A notable finding was that average 8-year survival for all Medicare beneficiaries living in New Orleans in 2005 was two percentage points higher than expected in the absence of Katrina, even after accounting for residents who remained in New Orleans, or who died due to direct or indirect effects of the hurricane. In a companion paper in this volume, Deryugina and Molitor consider in more detail the mechanisms by which moving to a new region can affect longevity.

The causal place effects identified in the mover studies are conceptually different than the residual place effects we measure in our study; the short-term impact on health of moving from Mississippi to New York is different from the longer-term effects of growing up in Mississippi versus growing up in New York. For example, Finkelstein, Gentzkow, and Williams (2019a) found that the estimated causal effect of moving to a given region was often different from the underlying health of permanent residents. The cumulative effects of regional policies over the life-cycle—Medicaid coverage at birth, parental income support while a child, tobacco and alcohol taxes during adolescence, and higher-quality medical care during adulthood—are thus likely to exert a larger impact on life expectancy than the short-run impact of moving to a new neighborhood and changing physicians.

Going beyond mover studies to identify the determinants of place effects throughout the life cycle will be challenging. In particular, measuring the relative contributions of policies versus behavior on cross-state differences in health parallels the difficulty of disentangling effects of institutions versus culture on cross-country differences in income and wealth. Two proponents of the importance of institutions in development have observed that “England in the nineteenth century was... a very unhealthy place, but the government gradually invested in clean water, in the proper treatment of sewage and effluent, and eventually in an effective health service” (Acemoglu and Robinson 2012, p. 51). The authors interpret these
improvements not as the cause of England’s rapid economic growth, but instead as a consequence of its economic success. Lessons from this literature on institutions have an encouraging policy implication: Although states with high income have shown the way, states with lower income capacity are not inexorably constrained to rates of midlife mortality that rank among the worst in developed countries.
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High life expectancy is a hallmark of economic development. Between 1960 and 2018, life expectancy at birth in the United States increased by nine years, from 69.7 to 78.7 years (Bastian et al. 2020). This average masks large and persistent geographic differences in mortality and life expectancy within the United States (Murray et al. 2006; Chetty et al. 2016; Currie and Schwandt 2016; Dwyer-Lindgren et al. 2017; Mokdad et al. 2018; Woolf and Schoomaker 2019). For example, life expectancy is more than 10 years higher in the top 1 percent of counties by life expectancy compared to the bottom 1 percent of counties (Dwyer-Lindgren et al. 2017). The geographic variation in life expectancy is particularly large among individuals in the lowest quartile of income (Chetty et al. 2016).

In this essay, we begin with an overview of geographic differences in life expectancy across the United States and Europe. We then discuss the problems with seeking to either infer underlying place health effects—defined as the hypothetical effect on health of relocating an individual from one location to another—or to explain the causal mechanisms behind the geographic variation with a “naïve regression” approach of regressing life expectancy on the characteristics of the area and the local population. A more promising approach that uses data on movers to identify causal effects of place on health has been developed in
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recent years, and we draw from this literature to illustrate how one might detect and measure place health effects. Finally, we discuss some possible mechanisms behind place effects.

The extent to which the observed geographic variation in life expectancy across places reflects the causal effects of place of residence cannot be observed with a simple comparison, because there are two (not mutually exclusive) ways through which such variation could arise. First, geographic variation in life expectancy could be due to non-random geographic sorting of individuals, with geographic differences reflecting the exogenous characteristics of residents. Second, place of residence could have a causal effect on longevity through a variety of channels, which may operate through largely immutable local characteristics (like climate in that area) or through characteristics amenable to policy (like the local health care system or exposure to pollution). To make matters more complicated, geographic sorting can itself give rise to place effects through peer influence on health-relevant behaviors, yielding geographic differences in life expectancy that are a product of both non-random sorting and the peer influences of individuals who live there. Understanding the contribution of each of these factors is of paramount importance for crafting optimal policy.

When considering how place shapes health, most of the motivation and empirical literature has focused on longevity, arguably because it is easier to measure systematically than other aspects of health. Additionally, life expectancy gains are worth a lot (Murphy and Topel 2006), making longevity a natural first-order concern for researchers and policymakers. We therefore focus most of our discussion on how place of residence affects mortality while recognizing that place could also affect other important dimensions of health.

Regional Differences in Life Expectancy: United States versus Europe

As a starting point for gauging the potential role of place in determining life expectancy, we compare how life expectancy varies across local regions in the United States and Europe. For the United States, we measure life expectancy at birth in 2010–2015 for each county using data from the US Small-Area Life Expectancy Estimates Project (Arias et al. 2018). The average population of the approximately 3,200 US counties and county equivalents is roughly 100,000, but this varies greatly from Los Angeles County with about 10 million people to the smallest counties with no more than a few hundred people.

For Europe, we measure life expectancy at birth for geographies defined by the Nomenclature of Territorial Units for Statistics (NUTS) using the NUTS 3 measure, which is the most geographically refined level in this system and most comparable to US counties. There are about 1,500 NUTS 3 regions in 37 countries across Europe, with population ranging from about 150,000 to 800,000. Life expectancy data are not systematically reported at the NUTS 3 level; we compile
the data for 1,057 regions in 22 countries from various sources using the most recent period available for each region (Deryugina and Molitor 2021). In some analyses, we use life expectancy in 2018 at the NUTS 2 level, the next-highest level of geographic aggregation because these data are available for all European countries covered by NUTS except Albania. Online Appendix, available with this article at the JEP website, Sections A.1 and A.2 and Tables A.1 and A.2 describe the life expectancy data and methodology in greater detail.

As a vivid example of geographic differences in mortality across the United States, Fuchs (1974) compared mortality rates in Nevada and Utah, which are neighboring states with similar climates and, at the time, similar income levels and physicians per capita. Fuchs noted that, nonetheless, adult mortality rates were substantially higher in Nevada than in Utah, which he attributed to Nevada’s high rates of cigarette and alcohol consumption as well as “marital and geographical instability.” Even today, the average person born in Utah has a life expectancy 1.9 years higher than the average person born in Nevada.

More generally, Figure 1 and the first column of Table 1 reveal that life expectancy at birth varies widely across US counties, from a low of 69.1 years in East Carroll Parish in northeastern Louisiana to a high of 89.5 years in Cheyenne...
County, Colorado. County-level life expectancy averages 77.7 years and has a standard deviation of 2.6 years. The top 10 percent of counties have a life expectancy of 81.0 years or more, while the bottom 10 percent have a life expectancy of 74.4 years or less, resulting in an interdecile range of 6.5 years. Although there is some spatial correlation in life expectancy—counties with the lowest life expectancy tend to be in the South—roughly half of the variation in life expectancy across all counties occurs between states, with the other half occurring across counties within states.

Figure 2 and the second column of Table 1 show the geographic distribution in life expectancy in Europe, which ranges from a low of 70.4 years in Latgale, Latvia, to a high of 84.8 years in a region that makes up a portion of Madrid, Spain. Average life expectancy in the NUTS 3 regions in our sample is 80.6 years, with a standard deviation of 2.5 years. Like the United States, the interdecile range is 6.5 years: the top 10 percent of NUTS 3 regions have a life expectancy of 83.2 years or more, while the bottom 10 percent have a life expectancy of 76.7 years or less. Unlike the United States, approximately 87 percent of the variation in life expectancy across Europe can be accounted for by between-country variation rather than within-country variation.

Table 1
Regional Life Expectancy in the United States and Europe

<table>
<thead>
<tr>
<th>Geographies</th>
<th>United States</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regional unit of analysis</td>
<td>County</td>
<td>NUTS 3</td>
</tr>
<tr>
<td>Number of regions</td>
<td>3,108</td>
<td>1,057</td>
</tr>
<tr>
<td>Number of states and District of Colombia (US only)</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>Number of countries</td>
<td>1</td>
<td>22</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Life expectancy at birth</th>
<th>United States</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>77.7</td>
<td>80.6</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>2.6</td>
<td>2.5</td>
</tr>
<tr>
<td>Minimum</td>
<td>69.1</td>
<td>70.4</td>
</tr>
<tr>
<td>10th percentile</td>
<td>74.4</td>
<td>76.7</td>
</tr>
<tr>
<td>90th percentile</td>
<td>81.0</td>
<td>83.2</td>
</tr>
<tr>
<td>Maximum</td>
<td>89.5</td>
<td>84.8</td>
</tr>
</tbody>
</table>

Note: The table reports summary statistics for the US and European life expectancy data samples. Details of calculations available in the online Appendix.

1 Online Appendix Table A.3 lists the top and bottom 10 counties, by life expectancy.
2 The $R^2$ from regressing county-level life expectancy on state fixed effects is 0.46, revealing that just over half (54 percent) of the variation in life expectancy across counties occurs within states, with the remainder occurring across states. See online Appendix Section A.3 for details of this regression.
3 The $R^2$ values from a regression of NUTS 3 or NUTS 2 level life expectancy on country fixed effects are 0.87 and 0.85, respectively, which reveals that 85–87 percent of the variation in life expectancy across European regions is explained by the country of residence. See online Appendix Section A.3 for details of this regression.
Three main results emerge from comparing the regional variation in life expectancy in the United States and Europe. First, average life expectancy is 2.8 years higher in Europe than in the United States. Second, the overall variation in life expectancy, as captured by the standard deviation or interdecile range of the life expectancy distribution, is similar in both contexts. Third, most of the regional variation in life expectancy in Europe is explained by country of residence, whereas in the United States, most of the variation is within-state.

The reasons behind the large differences in the spatial correlation in local-area life expectancy between Europe and the United States are not immediately clear. American states are arguably more similar to each other in terms of policies than are European countries. Thus, one might expect country-level place health effects could be more heterogeneous in Europe compared to state-level place health effects in the United States, while within-country place health effects could be less heterogeneous than within-state. However, population sorting and individual
preferences could also be much more heterogeneous across European countries than across American states. Thus, the life expectancy patterns seen in Europe and the United States do not necessarily help rule out or support any particular explanation. However, the geographic variation in European life expectancy—which, to our knowledge, has not been comprehensively documented at such a granular spatial level until now—demonstrates that large regional differences in life expectancy are not just a US phenomenon.

A Naïve Regression Approach

One approach to investigating whether place affects life expectancy, and if so, how, is to regress local life expectancy on the characteristics of the area and the population. We conduct such an exercise here, similar in approach to Dwyer-Lindgren et al. (2017) except we consider a somewhat different set of local characteristics and weight regressions by each county’s population, as life expectancy is likely to be measured with greater error in smaller counties. Because a simple regression of local life expectancy on local area and population characteristics cannot account for a number of important confounders, we dub it a “ naïve regression approach.”

In Table 2, panel A shows the results of bivariate regressions with US county-level life expectancy as the dependent variable and a variety of local health and environmental characteristics as the explanatory variables. Life expectancy is positively correlated with the percent of population that exercises and is negatively correlated with smoking and obesity rates. The local smoking rate alone explains over 46 percent of the cross-sectional variation in life expectancy, as indicated by the $R^2$. Obesity and exercise rates individually explain about 42 and 34 percent of the variation, respectively.

Health care quantity—as measured by the number of doctors per capita and the number of hospital beds per capita—each explain 6.0 and 4.4 percent of local life expectancy, respectively. The correlation between life expectancy and the number of hospital beds per capita, however, does not have the expected sign: more hospital beds is associated with lower life expectancy. As we discuss further below, this counterintuitive correlation hints at the difficulties inherent in recovering the mechanisms behind place health effects. In this case, for example, more hospital beds could be a response to poor health and elevated health care needs among residents.

Finally, local environmental quality, as measured by fine particulate matter (PM$_{2.5}$) concentrations, explains almost 5 percent of the geographic variation in life expectancy. Climate, as measured by the number of hot (>90°F) days per year,

---

$^4$We focus on the local characteristics considered by Deryugina and Molitor (2020), except those derived from Medicare claims. See online Appendix Section A.4 for data and regression details and Deryugina and Molitor (2021) for the data. Online Appendix Table A.5 shows the results of unweighted regressions.
explains only about 0.1 percent of the geographic variation and has no statistically significant relationship with local life expectancy.

Panel B also considers bivariate regressions, this time using economic characteristics as the explanatory variables. Median home values explain almost one-half of the geographic variation in life expectancy, and local income per capita explains more than one-third. The elderly poverty rate explains about 18 percent of the geographic variation, and upward income mobility from the 25th percentile explains about 12 percent. The share of the population living in an urban area explains about 8 percent of the variation, and per-capita spending by the local government and the local crime rate each explain about 5 percent. Finally, upward income mobility from the 75th percentile and income segregation explain 2.9 and 1.1 percent of the geographic variation, respectively.

<table>
<thead>
<tr>
<th>County characteristic</th>
<th>Mean [standard deviation]</th>
<th>Ordinary least squares coefficient (standard error)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A: Health and environmental characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent smoking</td>
<td>21.29 [4.05]</td>
<td>-0.36 (0.02)</td>
<td>0.462</td>
</tr>
<tr>
<td>Percent obese</td>
<td>20.10 [4.12]</td>
<td>-0.03 (0.02)</td>
<td>0.423</td>
</tr>
<tr>
<td>Percent exercising</td>
<td>74.74 [5.44]</td>
<td>0.23 (0.02)</td>
<td>0.341</td>
</tr>
<tr>
<td>Physicians per 1,000 capita</td>
<td>2.77 [1.94]</td>
<td>0.28 (0.05)</td>
<td>0.060</td>
</tr>
<tr>
<td>PM$_{2.5}$ concentrations</td>
<td>10.38 [1.94]</td>
<td>-0.24 (0.08)</td>
<td>0.049</td>
</tr>
<tr>
<td>Hospital beds per 1,000 capita</td>
<td>3.40 [2.55]</td>
<td>-0.18 (0.03)</td>
<td>0.044</td>
</tr>
<tr>
<td>Hot days/year (90ºF+)</td>
<td>2.21 [8.59]</td>
<td>-0.01 (0.01)</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>0.78 [0.06]</td>
<td>0.95 (1.71)</td>
<td>0.001</td>
</tr>
<tr>
<td><strong>B: Economic characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median home values ($1,000s)</td>
<td>128.87 [65.91]</td>
<td>0.02 (0.00)</td>
<td>0.490</td>
</tr>
<tr>
<td>Income per capita ($1,000s)</td>
<td>21.63 [5.28]</td>
<td>0.24 (0.01)</td>
<td>0.344</td>
</tr>
<tr>
<td>Poverty rate, 65+</td>
<td>0.10 [0.04]</td>
<td>-20.97 (3.36)</td>
<td>0.181</td>
</tr>
<tr>
<td>Upward income mobility (from p25)</td>
<td>-0.03 [0.41]</td>
<td>1.88 (0.34)</td>
<td>0.124</td>
</tr>
<tr>
<td>Urban population share</td>
<td>0.79 [0.25]</td>
<td>2.47 (0.33)</td>
<td>0.081</td>
</tr>
<tr>
<td>Crime rate per 1,000</td>
<td>7.62 [3.49]</td>
<td>-0.14 (0.03)</td>
<td>0.052</td>
</tr>
<tr>
<td>Local gov. spending per capita</td>
<td>2.51 [1.06]</td>
<td>0.46 (0.15)</td>
<td>0.050</td>
</tr>
<tr>
<td>Upward income mobility (from p75)</td>
<td>-0.03 [0.23]</td>
<td>-1.63 (0.60)</td>
<td>0.029</td>
</tr>
<tr>
<td>Social capital index</td>
<td>-0.46 [1.11]</td>
<td>0.25 (0.11)</td>
<td>0.016</td>
</tr>
<tr>
<td>Income segregation</td>
<td>0.07 [0.03]</td>
<td>6.61 (2.87)</td>
<td>0.011</td>
</tr>
</tbody>
</table>

C: Multivariate comparisons

All health and environmental characteristics 0.695
All economic characteristics 0.672
All characteristics 0.807

Note: The table reports results from regressing US county-level life expectancy on local characteristics. Each row in the table corresponds to a separate regression, where the included local characteristic(s) are indicated by the row labels. Observations are weighted by county population. Column 1 shows the mean and standard deviation (in brackets) of the local characteristic. Column 2 reports regression coefficients and robust standard errors (in parentheses). Column 3 reports the $R^2$ from the regression. Online Appendix Section A.4 provides more details on the data and regressions.
Most of the characteristics mentioned above are significantly correlated with each other. In panel C, we report the $R^2$ values from regressing life expectancy on bundles of characteristics. All the health and environmental characteristics combined explain 69.5 percent of the cross-sectional variation in life expectancy, while all the economic characteristics explain 67.2 percent. The most complete regression that includes all the characteristics mentioned above explains 80.7 percent of the variation in life expectancy. These results are qualitatively similar to those of Dwyer-Lindgren et al. (2017), who use a slightly different set of health and socioeconomic characteristics to conclude that these characteristics explain as much as 74 percent of the unweighted county-level variation in life expectancy.

A key problem with concluding from the results in Table 2 that place of residence has a causal effect on health is that people with different health prospects and behaviors may endogenously sort into different locations. As emphasized by Roback (1982), individuals choose where to live based in part on the amenities in each region. If people who are predisposed to good health place a higher value than others on amenities that will extend their life expectancy, such as low levels of air pollution, then regional health differences arise partly because of sorting, and observed health differences will overstate the causal impacts of place. By contrast, if relatively unhealthy individuals place a high value on such amenities, regional differences in health will understate the causal role of place.

One possible approach to account for population sorting is to control for individual characteristics and behavior to see how much of the regional difference in health remain unexplained. Early literature investigating place health effects did exactly this, attributing the residual variation to place-specific health effects (for an overview, see Macintyre, Ellaway, and Cummins 2002). However, this approach to measuring place health effects will not yield correct estimates without extremely restrictive assumptions, such as that certain characteristics reflect only sorting while others only capture the causal effect of place. Yet individual behaviors, characteristics like education and income, and even the demographic composition in a place could reflect the effects of living in that place (Macintyre, Ellaway, and Cummins 2002). As a result, health differences that seem to be explained by individual characteristics could also arise through the causal effects of place on choices, behavior, and aging. Furthermore, if health is transmitted intergenerationally, observed geographic differences in health could reflect sorting of individuals’ ancestors, further complicating estimation.

Given the abovementioned issues, what do we learn from naïve regressions like those reported in Table 2? On the one hand, one might argue that many of the correlations between local characteristics and life expectancy reflect place effects, perhaps via peer effects or amenities like a local economy that causes incomes to be higher or lower. On the other hand, if differences in socioeconomic status and behavioral patterns are not caused by place of residence, referring to them as “place effects” is a misnomer. For example, these differences could be due partly to sorting and population movement, including from a long time ago, creating cross-county differences that have less to do with place of residence and more to do with genetic
predisposition and upbringing not directly related to the geographic location. In this case, exogenously moving individuals to a particular location would not alter their health, and therefore these kinds of geographic differences cannot be considered true “place effects.”

This list of concerns about the interpretation of regression results can easily be expanded. Ultimately, one might just conclude that correlations are not causation, and no reliable lessons about place effects of health can emerge from a naïve regression approach.

Using Movers to Identify Causal Effects of Place

Gauging the Magnitude of Place Health Effects

Empirical difficulties notwithstanding, economic theory predicts that place health effects are likely to exist. For example, a spatial sorting model in the style of Roback (1982) posits that places differ in their local amenities, such as the climate, pollution levels, and the quantity and type of leisure opportunities. Some amenities, like a mild climate or a good harbor, facilitate certain types of firm production in that location; other amenities, like clean air assured through local government anti-pollution regulations, will increase the cost of production and decrease output, all else equal. In the most basic spatial sorting models, individuals can move costlessly and choose where to live based on local wages, rents, and amenity levels. In equilibrium, utility is equalized across places, but differences in the quantity and productivity of local amenities give rise to spatial heterogeneity in wages and rents. The resulting variation in amenities and disposable income, in turn, implies that longevity is likely to be influenced by one’s place of residence. But are the health effects of place generated in this way likely to be large in magnitude?

Gauging the magnitude of place health effects is difficult for several reasons. Accounting for the distinct role of sorting in local life expectancy is challenging, not least because individual-level sorting based on an area’s amenities may (directly or indirectly) give rise to place health effects and do so in offsetting ways. For example, while regions with high amenities for certain kinds of production will have higher wages, sorting of people into that area will raise rents in those regions (and perhaps suppress real wages for workers in other industries), potentially counteracting the direct effects of higher incomes on health to some extent. In practice, the direct and indirect effects are unlikely to offset fully in all places, especially because people do not value all amenities solely for their effects on longevity. A related challenge is that there may be peer effects in health-relevant behaviors like smoking or exercise that exacerbate the impact of any population sorting on the equilibrium levels of spatial heterogeneity in life expectancy. Finally, heterogeneity in local amenities as well as heterogeneity in individuals’ preferences, productivity, or information can also yield heterogeneity in place health effects. If someone likes a place for its hiking trails and someone else likes it for its lively nightlife, for example, the causal effects of that place on the life expectancy of these two individuals may be of opposite signs.
Thus, even the simplest sorting models predict the existence of place health effects but also make clear that measuring them empirically is challenging. Of course, the strict assumptions of such models are not likely to be satisfied: people do not have full information about health (or other) prospects of potential locations, nor is it costless to move. But the reality of differences in amenities across locations, and the likelihood that these differences will in some way cause differences in health, remains.

As a conceptual experiment, place health effects could be quantified and disentangled from sorting effects by randomly assigning individuals to different places of residence and measuring differences in their subsequent life expectancy. While conducting such an experiment is impractical for many reasons, a related approach of looking at movers coming from the same place and ending up in different locations, for example, can help separate the causal effects of place from various confounders. To our knowledge, all quasi-experimental papers that speak to the causal effect of place on health leverage movers in some form. An earlier literature compares the health of movers to non-movers, while a more recent one compares different groups of movers.

Spatial equilibrium models caution against a possible pitfall from using movers to identify the causal effects of place on health: if individuals sort into locations in equilibrium, then the movers may be no less selected than individuals who already reside in a particular location. However, an advantage of a design that uses movers is that, as long as movers are observed for a reasonable period of time before a move, such sorting can generally be evaluated and potentially accounted for. We next discuss the research designs of quasi-experimental studies of place health effects in more detail and summarize the conclusions the literature has reached thus far.

Comparing Movers to Non-Movers

In some studies of health effects related to moving, researchers have sought to address identification problems by looking for factors that are predictive of certain individuals moving, but plausibly exogenous with respect to future health. If these two conditions are satisfied, the predictors of moving can be used either as instruments or in a reduced-form way to estimate the causal effects of moving on health. For example, Gibson et al. (2013) exploit a migration lottery to estimate the causal effect of migration from Tonga to New Zealand on blood pressure and the prevalence of hypertension. In a study of the long-run mortality effects of the early twentieth-century Great Migration of African Americans from mostly rural locations in the Deep South to mostly urban locations in the North, Black et al. (2015) use the proximity of individuals’ birthplaces to railroad lines as an instrument for migration. Johnson and Taylor (2019) build on this identification strategy and use the timing of railroad construction as well as patterns of postal mail flows to estimate the mortality effects of the mid-twentieth-century migration from rural locations in the Northern Great Plains states to urban locations in the American West and Midwest.

These earlier studies focus on estimating the health effects of migration rather than of place, so their estimates will reflect both the health effects of the act of
migrating itself (for example, due to losses of community ties) as well as the average
effect on health of living in the destination regions. More generally, these studies
are unable to pin down the exact mechanisms through which migration affects
longer-run health. For example, they cannot determine the extent to which the
specific composition of origin and destination regions matters for the estimated
effects: for example, the origins are mostly rural and destinations mostly urban in
the studies of Black et al. (2015) and Johnson and Taylor (2019).

Nonetheless, these studies provide suggestive evidence that health effects of
place exist and are nontrivial in magnitude. Gibson et al. (2013) estimate that
Tonga-to-New-Zealand migration raises blood pressure and increases hyperten-
sion prevalence by 11 percentage points or about one-third of the mean among
lottery losers. Black et al. (2015) find that, conditional on surviving to age 65,
leaving the Deep South lowered life expectancy by at least 1.5 years. They also
show that the movers smoked and drank significantly more than those who did
not migrate. Correspondingly, movers to the North are substantially more likely to
die from respiratory cancer, chronic obstructive pulmonary disease, and chronic
liver disease and cirrhosis. Likewise, Johnson and Taylor (2019) find that the mid-
twentieth-century US migration from rural to urban areas increased mortality and
provide suggestive evidence that this is due to increased smoking and alcohol
consumption.

Other indirect evidence that local conditions matter for health comes from
papers that use movers to study how local conditions affect health care provision
and other non-health outcomes that could ultimately affect health. For example,
Song et al. (2010) show that when Medicare recipients move between regions, rates
of medical diagnoses change. Finkelstein, Gentzkow, and Williams (2016) study
Medicare recipients who move between areas and show that place of residence
affects movers’ medical spending. Molitor (2018) looks at cardiologists who move
and finds that, on average, their own practice patterns change by 60–80 percent
of the difference in local norms between their new and original practice regions.
Mover designs have also shown that local conditions can affect levels of educa-
tion and earnings (Chetty, Hendren, and Katz 2016; Nakamura, Sigurdsson, and
Steinsson 2017; Chyn 2018; Chetty and Hendren 2018). To the extent that each of
these factors matters for health, we might therefore surmise that place of residence
will have health consequences via such channels. As noted earlier, however, such
analysis would need to account, for example, for both direct and indirect health
effects of living in a higher-income and higher-cost-of-living area.

Comparing Movers to Other Movers

Studies of place health effects that do not use movers cannot thoroughly assess
the degree of sorting into a location and therefore cannot control for it without
restrictive assumptions (like assuming that sorting only operates through immu-
table characteristics like race or age). Studies that compare movers to non-movers
can make progress on this dimension, but nonetheless cannot separate place health
effects from the health effects of moving itself.
A substantially more credible research design for estimating place health effects comprises comparing movers to each other, something that several recent studies have done. This research design is based on the insight that if two otherwise identical individuals initially living in the same place simultaneously move to different destinations, then subsequent differences in their health will be due to place effects. Medicare recipients who move between counties offer a promising source of evidence in this area, in part because they can maintain their health insurance coverage when they move. Additionally, Medicare administrative data include the vast majority of US elderly and long-term disabled individuals and provide detailed health utilization records for many of them, allowing researchers to control for differences in observable characteristics before the move and to assess the extent of non-random sorting into destination regions. However, researchers must still overcome the challenge that individuals who move to different destination regions may not be identical and their destination choices may not be exogenous with respect to other unobserved determinants of health. This hurdle has proven formidable, and the literature is still in its nascency.

How can researchers overcome the difficulty of movers sorting non-randomly into destinations? Statistical identification of place health effects in studies that compare movers to each other does not require that movers choose their destination region completely at random. Instead, identification requires that, conditional on available controls, movers’ choice of destination is unrelated to any other future determinants of the health outcome of interest. Studies interested in relating health outcomes to some specific characteristic of place—such as the local mortality or obesity rate—require an even weaker identification assumption to interpret that correlation as proxying for the causal effect of place on health: the destination characteristic of interest must be unrelated to unobserved determinants of future health. For example, movers selecting destinations based on whether they have relatives living there does not confound the research design as long as either the presence of relatives or the health effects of living near relatives are orthogonal to the destination characteristic being used as the proxy for place health effects. As we discuss in the next section, however, while a correlation between a destination characteristic and changes in movers’ health can be interpreted as demonstrating that place has a causal effect on health if the abovementioned assumption holds, the relationship cannot be interpreted as the causal effect of that particular characteristic without additional assumptions.

Directly testing the identification assumptions discussed above is infeasible because one can never be sure they are observing all determinants of future health. However, one indirect test involves estimating whether a destination characteristic of interest is correlated with preexisting trends in the health outcome(s) of interest. Research using outcomes other than mortality can assess the likelihood of such endogenous sorting by explicitly estimating such trends among movers before the move. For example, Baum et al. (2020) use administrative records from the Veterans Health Administration to study how a mover’s probability of having uncontrolled chronic conditions (hypertension, diabetes, obesity, or depression) is affected by
the local prevalence of such conditions. The authors show that movers to regions that differ in the prevalence of uncontrolled chronic conditions do not exhibit differential pre-trends in such conditions before the move. Thereafter, moving to a ZIP code with a greater prevalence of a given chronic condition increases the probability of being diagnosed with that condition within three years of the move. The magnitude of the estimated effects varies from 3.1 percent of the change in the local prevalence for obesity to 27.5 percent of the change in the local prevalence for hypertension.

Because one must be alive to move, a direct test of parallel trends in mortality before a move is not possible, and other approaches to assess and control for any differential sorting must be used. Assessing sorting by using predictors of mortality is one such approach. Deryugina and Molitor (2020) study how the mortality of Medicare beneficiaries displaced by Hurricane Katrina relates to mortality in their destination county. They construct an index of predicted mortality for each mover from extensive measures of chronic conditions and spending histories and show that movers’ predicted mortality is uncorrelated with mortality in their destination. There is, however, an almost one-for-one relationship between movers’ realized mortality and the mortality of residents in their destination county, which suggests that where movers relocated had a causal effect on their longevity.

A sophisticated approach to control for sorting is developed by Finkelstein, Gentzkow, and Williams (2021), who use the relocation of Medicare beneficiaries to estimate the causal effects of place on mortality. Their definition of place consists of “commuting zones,” which are aggregations of counties chosen to approximate local labor markets. (In 2000, the United States had 709 commuting zones.) The authors control for sorting using a generalization of the method developed by Oster (2019), which uses variation in an observable variable (in their study, the correlation between choice of destination and observed health characteristics) to adjust for variation in an unobservable variable (in their study, the correlation between choice of destination and unobserved health characteristics). Finkelstein, Gentzkow, and Williams can estimate place-specific mortality effects and can therefore directly study heterogeneity in place health effects, unlike Baum et al. (2020) and Deryugina and Molitor (2020). Finkelstein, Gentzkow, and Williams estimate that equalizing health-related place effects across US commuting zones would reduce the geographic variation in life expectancy of 65-year-olds by 15 percent.

As discussed earlier, place effects may be heterogeneous across places and across individuals. Consistent with this prediction, Finkelstein, Gentzkow, and Williams (2021) show that estimated place effects on longevity vary widely across the United States. Thus, different research designs may arrive at varying conclusions because of differences in where the in-sample movers are relocating. It is also possible that the health effects of a given place vary across individuals themselves: for example, Chetty et al. (2016) find that the largest regional health disparities occur among the poorest individuals (those in the bottom 5 percent of income), suggesting place matters more for this group. The presence of heterogeneous place effects implies that who the marginal mover is could affect a study’s estimates.
Given the small number of studies leveraging movers to estimate the causal effects of place on health and their somewhat heterogeneous methods, a direct comparison of most existing results is difficult. Finkelstein, Gentzkow, and Williams (2021) relate the place effects they estimate to local average life expectancy and find a positive correlation: moving to a place where life expectancy is one year higher causes the mover to live 0.23 years longer, on average. This relationship is substantially smaller than the almost one-for-one relationship estimated by Deryugina and Molitor (2020). If place effects are heterogeneous, which seems likely, then the differences between these two studies could be due to differences in destination regions or in the composition of movers. For example, Hurricane Katrina almost certainly displaced many people who would otherwise not have moved, whereas the movers exploited by Finkelstein, Gentzkow, and Williams are typical elderly movers. Of course, it is also possible that one or both studies failed to account properly for non-random sorting into destination regions.

While recent research using state-of-the-art movers’ design points to a causal relationship between place of residence and health and longevity, these findings must be verified and extended. Both Finkelstein, Gentzkow, and Williams (2021) and Deryugina and Molitor (2020) use Medicare data, and therefore their sample of movers consists of older individuals and, in the case of Deryugina and Molitor (2020), the long-term disabled. Baum et al. (2020) has a sample of US veterans that is younger, on average, but is overwhelmingly male. The extent to which place of residence matters for the health of younger individuals, especially younger women, therefore remains an important question for future research.

Another important shortcoming of the papers estimating place health effects is that none speak to the welfare impacts of migration, which could differ qualitatively from estimated health effects both because there are costs to moving and because there can be benefits of living in a place other than its effects on health. Whether the observed migration was welfare-improving on net may vary by context. In the case of Finkelstein, Gentzkow, and Williams (2021) and Baum et al. (2020), for example, migration is likely voluntary and thus plausibly welfare-improving. By contrast, many movers studied by Deryugina and Molitor (2020) were forced to move by Hurricane Katrina and may have suffered a welfare reduction on net. But there exists no direct evidence on whether encouraging migration to places with favorable health effects would be welfare-improving.

Channels through which Place May Affect Health and Longevity

Our discussion has already hinted at the various channels through which place may affect health. We now consider them systematically and in more detail. Understanding these channels will inform whether or how policies can be designed to improve population health. For example, policy implications are rather different if place health effects are driven by immutable local characteristics, such as climate, compared to if they are driven by peer effects or by public policies.
The ideal experiment to understand the mechanisms behind measured place health effects involves exploiting an exogenous change in some local characteristic and estimating the subsequent change in local life expectancy. Such experiments—whether natural or implemented by a researcher—are rare. Estimating the presence and magnitudes of specific mechanisms has thus proven difficult, and the current evidence in this area is mostly suggestive. In addition to the identification assumptions required to establish that place of residence has a causal effect on health, establishing a causal relationship between any specific local characteristic and health in an observational or experimental setting requires an additional assumption: the local characteristic must not be correlated with any other unobserved local determinant of health. Given the variety of local characteristics that may matter for health, it is unlikely that this assumption is valid for any existing study of place health effects.

For example, greater economic activity could both raise residents’ incomes and increase air pollution. Even if one can establish that living in that particular area raises life expectancy on net, separating the contribution of higher income from that of higher air pollution is challenging because both are generated by difficult-to-quantify “economic activity.” A naïve regression of life expectancy on local air pollution may even yield counterintuitive positive correlations. Such difficulties are not limited to cross-sectional studies: Deryugina and Molitor (2020) indeed find that higher local concentrations of PM$_{2.5}$ are associated with lower mover mortality. Similarly, Finkelstein, Gentzkow, and Williams (2021) estimate that places that are good for longevity tend to have fewer hospital beds per capita.

Identification challenges notwithstanding, a variety of studies that do and do not exploit movers have examined how local characteristics correlate with life expectancy and health—and have largely been careful not to interpret them as causal. In part due to statistical power considerations and high degrees of correlation between some local characteristics, most research that uses movers has considered local characteristics separately, rather than jointly. Thus, just as estimated place health effects potentially reflect the influence of a bundle of characteristics, the specific local characteristic(s) identified as predictive of place health effects could be proxies for the influence of a group of correlated characteristics.

Some insight about the mechanisms behind place health effects can also be gleaned from exploiting plausibly exogenous region-wide changes in policy, such as smoking or health care regulations. Yet another approach is to use experimental or quasi-experimental methods to study the causal health effects of factors that vary across individuals rather than regions. Numerous such studies exist. While they may be indirectly informative about the mechanisms that could generate the observed place effects, they cannot speak to place effects directly because of their piecemeal approach. After all, the regional distribution of positive and negative contributors to life expectancy could be such that some factors counteract each other and only a few are important for explaining place effects on aggregate.

There are five broad, interrelated mechanisms that could be generating observed place health effects: socioeconomic status, peer effects, health care
delivery, the local environment, and public policy. They are interrelated because of their potential to influence each other; for example, elevating the socioeconomic status of some of an area’s residents could affect others through peer effects or through greater demand for pollution reduction. There may also be peer effects among health care providers, which influences the types and intensity of health care provided in different areas (for example, Molitor 2018). We discuss each of these mechanisms in turn and summarize the available evidence on their importance, drawing both from studies that do and do not use movers.

The first mechanism is socioeconomic status, such as income and wealth, employment conditions, and education. While these channels are unlikely to explain the place effects among elderly and disabled individuals, such as those studied by Deryugina and Molitor (2020) and Finkelstein, Gentzkow, and Williams (2021), they may be important components of place health effects for younger and working-age individuals. If income affects health and if places estimated to be good for health also tend to increase younger movers’ income and employment, then estimates of place effects based on moves later in life will capture only part of the overall effect of place on longevity. More generally, the effects of place later in life may correspond less than one-to-one with regional mortality outcomes, even if all regional differences in mortality are due to place of residence. An opportunity for future research is therefore to measure how place of residence earlier in life matters for health and longevity.

A considerable body of evidence not directly related to place effects does suggest that socioeconomic status plays a key role in building and maintaining health (Grossman 1972). For example, Frijters, Haisken-DeNew, and Shields (2005) and Lindahl (2005) find that plausibly exogenous income shocks improve self-reported health, and Schwandt (2018) finds that negative wealth shocks due to stock market fluctuations impair physical and mental health and increase mortality. Job separations have been linked to elevated mortality risk for decades post-separation (Sullivan and Von Wachter 2009), and young people first entering the labor market during a recession face higher mortality risks later in life (Schwandt and Von Wachter 2020). The level and quality of education individuals receive can also influence mortality (Buckles et al. 2016; Galama, Lleras-Muney, and van Kippersluis 2018).

Even though the movers in their sample are largely not in the labor force and have completed their formal education, both Deryugina and Molitor (2020) and Finkelstein, Gentzkow, and Williams (2021) find that moving to areas with higher socioeconomic status is beneficial for survival. Although these findings could reflect the influence of other local characteristics that are simply correlated with socioeconomic status, living in a higher socioeconomic status area might also offer indirect health benefits if higher socioeconomic status causes such areas to develop amenities that are beneficial for health. For example, proximity to grocery stores or restaurants with nutritious food may facilitate healthy living, and areas with higher socioeconomic status may attract more such establishments. The empirical evidence on this specific mechanism is mixed. Allcott et al. (2019) find that the nutritional quality of purchased groceries is not affected by moves to neighborhoods with greater
availability of healthy groceries, and Hut (2020) finds no relationship between average nutrition quality of purchased groceries in a destination and changes in movers’ nutritional quality for at least two years following the move. But Currie et al. (2010) find that the presence of a fast-food restaurant near a school raises the probability of obesity among the students. If a similar dynamic operates for adults and if demand for fast food is lower in areas with higher income or education, then the presence of healthier restaurant foods may be one mechanism behind place effects.

The second potential mechanism behind place health effects is peer effects. Moving can change one’s peers and in this way give rise to peer effects in health behaviors, ultimately affecting a mover’s health. Studies in this domain face well-known identification challenges (Manski 1993; Angrist 2014). Most of the research regarding peer effects on health-related behaviors has been done on students and young people and none has been directly related to place effects. Sacerdote (2001) finds that a randomly assigned college dormitory roommate’s drinking behavior does not influence one’s own drinking behavior, but overall drinking behavior by dormmates does, suggesting the existence of peer effects at higher levels on this dimension. Of course, such peer effects may look very different outside of a college dormitory. Fletcher (2010) combines an instrumental variables strategy with fixed effects to show that classmates’ smoking behavior affects one’s own. Card and Giuliano (2013) also find peer effects in smoking among youths. Angrist (2014) notes that the best-identified studies have largely found effects small in magnitude, but this, of course, does not rule out their existence in the context of place effects. Additionally, there may be peer effects along other health-relevant dimensions, such as preventive care utilization or regular health screenings, for which there is virtually no well-identified empirical evidence. Overall, whether peer effects are present among older adults and whether they are large enough to generate meaningful differences in health behaviors on aggregate remains an open question.

Both studies of rural–urban movers discussed earlier conclude that movers increase their consumption of alcohol and tobacco, potentially explaining their decrease in life expectancy (Black et al. 2015; Johnson and Taylor 2019). Baum et al. (2020) find that post-move changes in the prevalence of uncontrolled hypertension, obesity, diabetes, and depression are each significantly correlated with the destination region’s prevalence of the same condition. These correlations are consistent with peer effects, but other explanations are possible. Among rural–urban movers, it could be that alcohol and tobacco consumption increased because of higher incomes after moving to the city rather than driven by peer effects. Among movers more generally, health habits of both movers and local residents could simultaneously be affected by a variety of living conditions, including local prices and policy, giving rise to the observed correlations.

Deryugina and Molitor (2020) find that rates of smoking, obesity, and exercise at the destination location are significantly associated with movers’ subsequent mortality. Similarly, Finkelstein, Gentzkow, and Williams (2021) find a positive relationship between the effect of a place on mortality and smoking and obesity rates and a negative relationship between place effects and exercise rates.
A third potential mechanism is the quality or quantity of health care delivery, which could have both short- and long-term health effects on residents of all ages. Per-capita health care spending varies substantially across US regions, making it at least a plausible determinant of local life expectancy. Correlational studies have found that, on average, regions with higher levels of per-capita health spending have no better health outcomes than lower-spending regions (for a discussion, see Skinner and Fisher 2010). Finkelstein, Gentzkow, and Williams (2021) find that positive place effects are correlated with higher quality and quantity of health care, but Deryugina and Molitor (2020) find no relationship between movers’ mortality and local medical spending or health care quality. The potential for reverse causality and other possible confounders makes it difficult to conclude that either of these correlations are causal. Other studies using quasi-experimental evidence suggest that, at least in some settings, higher health care spending is beneficial for health. Using different identification strategies, Doyle (2011) and Doyle et al. (2015) find that patients randomly hospitalized in a higher-spending region or hospital, respectively, are less likely to die. Doyle, Graves, and Gruber (2017) confirm these findings for inpatient spending, but also show that higher outpatient spending by hospitals is associated with lower survival of patients who are randomly transported there.

Health care access also varies geographically in the United States and could have meaningful impacts on health. Finkelstein et al. (2012) find that randomly selected recipients of Medicaid in Oregon reported better physical and mental health after a year with health insurance, but find no clinical evidence of better health. Miller, Johnson, and Wherry (2019) show that mortality among the near-elderly fell by almost 10 percent in states that participated in the Affordable Care Act Medicaid expansion, compared to states that did not. Abaluck et al. (2020) find that, conditional on being insured, specific health insurance plans affect beneficiaries’ mortality rates. Combined with geographic differences in plans’ availability, this study suggests another possible mechanism behind place effects.

The fourth potential mechanism behind observed place health effects is environmental quality, which varies considerably across the United States. Numerous studies have shown that air pollution has a causal effect on both infant and older adult mortality. Similarly, both abnormally cold and abnormally hot temperatures have been shown to increase the mortality rates of the elderly (Barreca et al. 2016; Deschênes and Greenstone 2011; Heutel, Miller, and Molitor 2020). Finkelstein, Gentzkow, and Williams (2021) find that positive place effects are correlated with lower pollution levels and a more moderate climate. However, Heutel, Miller, and Molitor (2020) show that places adapt to common temperature, whether hot or cold, implying that even though abnormal temperatures raise mortality, the total contribution of the local temperature climate to regional differences in life expectancy may be small.

The fifth mechanism is public policy, which can affect everything from socio-economic status to air pollution levels. Policy can also affect life expectancy through many channels not discussed above, such as by influencing individuals’ smoking and drinking behavior directly or by providing a variety of social safety nets to low-income households. The most direct evidence on the role of policy in influencing the geographic variation in life expectancy comes from Montez et al. (2020), who relate state-level changes in life expectancy to changes in policy over the period 1970–2014. They examine 135 different policies, categorizing each as liberal (defined as increased regulation of the economy by the state or increased protection of marginalized groups) or conservative and then creating 18 time-varying policy indices that group related policies together. The authors find that more liberal policies tend to be associated with improved life expectancy for both men and women and that this relationship is particularly strong for the regulation of private labor, immigration, civil rights, and the environment. Higher tobacco taxes are also associated with increased state-level life expectancy over this time period.

While research on the mechanisms behind place effects has produced some suggestive correlations, the fact that some local characteristics have consistently been shown to be correlated with the life expectancy of movers and non-movers alike does not imply that the literature has successfully identified the mechanisms behind measured place effects because of the likelihood of unobserved confounders. Related areas of research offer stronger evidence on several potential mechanisms, such as income and health care access, but cannot be used to quantify the magnitude of place effects without restrictive assumptions.

Further complicating the study of mechanisms is that their health effects could be heterogeneous. Consistent with this idea, Chetty et al. (2016) document that the standard deviation of life expectancy across commuting zones is 1.4 years for men in the bottom income quartile but only 0.70 years for men in the top income quartile. While they do find that some of the important correlates of life expectancy are similar for low- and high-income individuals—such as smoking, exercise, and obesity rates—correlations between life expectancy and other local characteristics are sometimes significantly different for these two groups. Similarly, Montez et al. (2019) find that, conditional on birth state and basic demographics, there is little variation in state-level life expectancy for those with at least one year of college but a substantial amount of variation for those without a high school degree. Due to the difficulties with interpreting cross-sectional analyses causally, such patterns of course do not prove that place effects and mechanisms are heterogeneous, but they do provide suggestive evidence that this is the case.

Conclusion

The observed geographic dispersion in life expectancy and evidence from movers between areas strongly suggest that where one lives matters for when one dies. Determining whether place health effects are large or trivially small, however,
has not been accomplished until very recently. New evidence comparing movers to
other movers to estimate place health effects make it reasonable to conclude that,

at least for some groups, place of residence has a sizable effect on health. However,

more research is needed to build on these findings and, in particular, to understand
the effect of place at younger ages on long-term longevity. Although there are many
plausible mechanisms through which these place effects may materialize, the ques-
tion of what it is exactly that causes some places to be better for health than others
has so far not been answered directly by any existing study. Given the conceptual
need to have local characteristics be as good as randomly assigned, studies that
use quasi-experimental regional variation are necessary to make progress on this
dimension.

Can public policy take advantage of place health effects in a way that would
improve public health? One possible conclusion to draw from the emergent litera-
ture is that helping individuals relocate to places that are better for health could
be welfare-improving. An advantage of such a policy is that one only needs to
know which places are conducive to good health rather than understand the exact
mechanisms behind place health effects. However, given the observed reluctance
of individuals to move to higher-wage areas (Kennan and Walker 2011), a program
that offers subsidies to those who relocate to more favorable locations is likely to be
very costly.

It is also unclear whether individuals who are most likely to move as a result
of any given policy are those who would benefit most from positive place effects. If
individuals are not taking advantage of place health effects due to imperfect infor-
mation, however, a welfare improvement at a fairly low cost may be possible. If social
or family ties are what bind individuals to a particular location, then any program
that aims to relocate individuals to healthier places would need to be designed in a
way that coordinates relocation (or perhaps improves communication and travel) of
related individuals or of social networks. Viewing geographic differences in health
outcomes through the lens of Roback's (1982) spatial sorting model also offers a
reminder that ending up in “unhealthy” places will be at least partially the result of
choices that include an array of observed and unobserved factors. Any policy that
attempts to influence relocation without understanding why individuals have not
already relocated themselves to places that would benefit their health runs the risk
of reducing overall welfare.

An alternative policy goal would be to target health-improving policies to areas
that have been shown to be detrimental to health. Without greater understanding
of the mechanisms behind place health effects, however, it is unclear which local
characteristics such a policy should try to improve. Additionally, given scarce social
resources, it is worth considering whether policies that target some other existing
inequality (perhaps in wealth or income) would be superior to policies that target
life expectancy more directly. Indeed, it may be that targeting income or wealth
inequality would reduce inequalities not only in life expectancy but also in other
non-health dimensions.
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When Innovation Goes Wrong: Technological Regress and the Opioid Epidemic

David M. Cutler and Edward L. Glaeser

The fourfold increase in the death rate from opioid drugs between 2000 and 2017, illustrated in Figure 1, is an American health crisis rivalling even the COVID-19 pandemic. Nearly 500,000 people died from opioid overdoses between 1999 and 2019, and in 2019, more people died from opioids (49,860) than from motor vehicle accidents (38,800) or breast cancer (42,281) (Centers for Disease Control and Prevention, National Center for Health Statistics 1999–2019). The increase in drug overdose deaths is a major reason for recent declines in US life expectancy (Kochanek, Arias, and Bastian 2016; Woolf and Schoomaker 2019) and has contributed to the longer-term increase in mid-life mortality among white non-Hispanics first emphasized by Case and Deaton (2015). The opioid crisis has also exacerbated the link between lifespan and education; the opioid death rates are far higher for those without a Bachelor of Arts than for those with one (Ho 2017). Opioid deaths rose during the COVID pandemic, despite the sharp reductions in mobility (Goodnough 2021).

At its heart, the opioid story is one of technological regress. It was hoped that a new wave of opioid-based drugs could end America’s longstanding scourge of untreated pain, just as antihypertensives, cholesterol-lowering agents, and antidepressants brought therapy to millions of previously untreated people with high blood pressure, high cholesterol, and mental illness. It was not to be.
The opioid epidemic began with the availability of OxyContin in 1996. OxyContin was portrayed as a revolutionary wonder drug: because the painkiller was released only slowly into the body, relief would last longer and the potential for addiction would decline. From 1996 to 2011, legal opioid shipments rose six-fold. But the hoped-for benefits proved a mirage. Pain came back sooner and stronger than expected. Tolerance built up, which led to more and higher doses. Opioid use...
led to opioid abuse, and some took to crushing the pills and ingesting the medication all at once. A significant black market for opioids was born.

Fifteen years after the opioid era began, restrictions on their use began to bind. From 2011 on, opioid prescriptions fell by one-third. Unfortunately, addiction is easier to start than stop. With reduced access to legal opioids, people turned to illegal ones, first heroin and then fentanyl, which has played a dominant role in the recent spike in opioid deaths.

In this essay, we begin with a brief sketch of the history of opioids and the rise of their use in the United States since about 1995. Our main focus is on the positive question of how demand for and supply of opioids produced the epidemic. In considering demand, we look at available measures of physical and mental pain, despair, and the opportunity cost of time, which is associated with joblessness and social isolation. We show that changes in demand-side factors alone, such as physical pain, depression, despair, and social isolation can only explain a small fraction of the increase in opioid use and deaths from 1996 to 2012. However, we also find that patterns of demand helped to shape the locations in which the opioid crisis became most severe.

The dominant changes in opioid supply started with modest technological and marketing innovations in the legal sector, which was followed by a burst of entrepreneurship in the illegal sector. In the legal market, physicians who cared about treating the impaired were persuaded by a time-release system and a highly effective marketing campaign that the new opioids were truly safer than the older ones, and they started prescribing. While the opioid crisis did not begin with supply shifts in the illegal market, technological and institutional changes within that market furthered the epidemic. The introduction of fentanyl and the rise of Asian fentanyl exports appears to be a narcotic variant of the broader China trade shock that occurred in the early 2000s, in which declining transport costs and East Asian industrial expertise flooded American markets and displaced the opium producers of Mexico (Grandmaison, Morris, and Smith 2019).

Opioid prescriptions are now down substantially from their peak. However, even if the reduction in legal opioid prescriptions since about 2011 reduces the flow of new addicts, the stock of existing addicts will continue to seek supply, even when it means substituting more dangerous illegal sources. Thus, the opioid epidemic is likely to be with us for some time to come.

The Opioid Crisis and Its History

Opium is naturally occurring substances that can be extracted from the opium poppy plant. The plant can be smoked directly or purified into more potent opiates including legal drugs like codeine and morphine or illegal drugs like heroin. The term opioid refers also to semi-synthetic drugs such as oxycodone (the key ingredient in OxyContin), hydrocodone, and hydromorphone, and to fully synthetic drugs such as fentanyl and methadone.

The various derivatives of opium are chemically similar, but their potency varies greatly (Centers for Medicare and Medicaid Services 2017). Codeine has 15 percent
the potency of morphine, while oxycodone has 150 percent of morphine’s potency. Heroin is roughly three times as potent as morphine, and fentanyl is 100 to 200 times more potent than morphine, with the variation arising because the potency of illegal drugs varies from batch to batch.

Opioids relieve pain and make people feel calm and happy. They also depress basic bodily functions such as respiration and cardiac activity. For this reason, a dose that is far enough above the typical amount can lead to death, even among tolerant users. Unfortunately, the line between euphoria and death is not very wide by therapeutic standards. Gable (2004) finds that for intravenous heroin, the lethal dose is only six times the effective dose, making it the most dangerous of common drugs.

The Ultimate Addictive Good

Opium has been used to stimulate pleasure and relieve pain since at least 3400 BCE. There are Sumerian references to the “joy plant” (Booth 1996; Saunders 2014). Opium was well-known to civilizations from Greece to Egypt to Persia to India, both for its beneficial effect and possible overdoses. Hippocrates (460–377 BCE), the father of modern medicine—from whom we have the Hippocratic Oath—frequently mentioned the poppy in his remedies. Herakleides of Pontus (~340 BCE) in his book On Government describes how one island’s inhabitants regularly committed suicide “by means of the poppy” (Saunders 2014). Avicenna’s 11th century Canon of Medicine warned that “the most powerful of the stupeficients is opium,” which made it a useful painkiller, but that it was also “definitely poisonous” (Avicenna 1998).

Opium became a major trade good and a source of conflict during the Age of Exploration. Britain and China fought two 19th-century “opium wars,” which ended with the British protecting their right to sell opium in China. Perhaps one in five Chinese men were opium users early in the 20th century (United Nations Office on Drugs and Crime 2010), and the Chinese opium epidemic only ended when the Communists imposed draconian restrictions on consumption.

Opium’s combination of danger and pleasure has led to repeated cycles of innovation, addiction, and correction, which begin when entrepreneurs produce an allegedly safer opioid. However, when purchasers begin consuming the new drug, they discover that this new innovation is as addictive and deadly as the old forms of opium. New consumers avoid the drug or are prohibited from using it. Existing users pass away, and the fad dies down—until memories fade and the cycle begins again. London physician Thomas Sydenham combined opium with alcohol in 1676 to produce laudanum, a wonder drug that eliminated almost all forms of pain—and which became its own substance abuse problem. Twenty-five years later, in 1701, Dr. John Jones wrote in “The Mysteries of Opium Reveal’d” that long term use of opium generates an “inability or listlessness to do any things except it be while the Opium operates,” but that quitting opium use could leave to “intolerable . . . anxieties,” and even a “miserable death.”

In 1804, Friedrich Serturner separated “morphine” from opium. He believed that he had discovered a safe medication, but he would himself become an addict. Several decades later, Merck produced the drug commercially. Morphine and opium
were widely used as painkillers during the US Civil War, and morphine addiction was termed the “Soldier's Disease” in the last third of the 19th century.

By 1872, the Annual Report of the State Board of Health of Massachusetts noted that “the sulphate of morphia seems to be growing in favor,” and that “this salt is not only taken internally, but is sometimes used hypodermically.” The Report repeats the canard that morphine is “free from the more objectionable properties of opium,” but also reports (p. 167) a comment from a state assayer that “among the most dangerous preparations of morphia are those now prescribed and sold by uneducated or villainous individuals as so-called ‘cures’ for persons afflicted with the uncontrollable appetite for opium.”

Pierre Robiquet isolated codeine in 1832, and it remains the most commonly prescribed opiate today. Felix Hoffmann at Bayer was trying to produce codeine when he stumbled upon heroin, a more potent form of morphine. The Bayer company marketed heroin, claiming: “Heroin is completely devoid of the unpleasant and toxic effects of opium derivatives.” The Boston Medical and Surgical Journal (the forerunner of the New England Journal of Medicine) informed its readers in 1900 that heroin “possesses many advantages over morphine as a respiratory sedative,” especially an “absence of danger of acquiring the habit” (Daly 1900, p. 190). Heroin was sold to suppress coughs, relieve the burden of childbirth and war injuries, prepare for anesthesia, and control certain mental disorders. As the dangers of heroin became clear, Bayer phased out its promotion in favor of another new compound, acetylsalicylic acid (aka “aspirin”), also synthesized by Felix Hoffmann.

Semi-synthetic and synthetic opioids were developed in the 20th century. In 1916, two German scientists produced oxycodone, and it became a popular pain-killer for the Nazis; Hitler and Goering both appear to have been enthusiasts (Ohler 2017). Fully synthetic opioids came later still. Fentanyl was created in Belgium in 1959, and Tramadol was developed in Germany in 1962.

Opioids are an extreme example of the addictive goods analyzed by Becker and Murphy (1988). They have strong intertemporal complementarity in consumption: past use greatly increases the marginal benefit of current use. Further, there is a large tradeoff between short-term mood advantages and longer-term downsides. The longer-term costs from opioids are not direct health costs like the lung damage generated by cigarettes on smokers, but are indirect and mediated by addiction or “tolerance.” When addicts attempt to satisfy their habit, especially by using illegal opioids, they pay financial costs and face risk of overdose and death. Nutt et al. (2007) surveyed experts to determine a scale of harm for 20 different drugs and found that heroin generated the highest level of dependence and risk of an overdose.¹

¹ Of the world's most widely used drugs, only caffeine appears to have practically no well-documented long-term health costs.
Act of 1914 required consumers to have a doctor’s prescription to gain access to opiates, and doctors were typically skeptical about prescribing drugs that appeared to be addictive. After 1917, the Act was interpreted to mean that doctors should not prescribe opiates to addicts merely to maintain their habits. Heroin was banned in 1924, owing to its alleged impact on crime. Codeine remained a mainstay of cough suppressants, but medical prescriptions of other opiates plummeted.

Legal restrictions did not end the supply of opioids; rather, that supply moved underground. Before World War II, at least in Chicago, opium smoking was far more common than heroin injection and it was concentrated in the city’s Chinatown (Dai 1937). Between the 1950s and 1972, America’s heroin supply appears to have been primarily produced from poppies grown in Turkey and smuggled in through the “French Connection.” That route was disrupted by law enforcement in 1972, and the price of heroin correspondingly rose (Brown and Silverman 1974). The combination of high prices and the shutdown of the European supply chain attracted other entrepreneurs, from Southeast Asia’s Golden Triangle to Afghanistan’s Golden Crescent, and later, Mexico.

The long-run supply of heroin seems to be quite elastic. Heroin prices fell over 80 percent in real terms between 1981 to 2001. However, the new supply sources boosted consumption, and heroin-related deaths started rising again in the early 1990s. Still, none of these heroin crises saw death rates anywhere near those that appeared after 2010.

The Rise of Opioid Use

Trends in legal opioid use in the past two decades are shown in Figure 2, which presents aggregate shipments of opioids per adult—in milligrams of morphine equivalents, or MMEs—from 1997 through 2017. The data underlying Figure 2, and all data on legal opioid shipments that we present, are from the Drug Enforcement Administration’s Automation of Reports and Consolidated Order System (ARCOS) (1999–2017), which details shipments by product and three-digit zip code. We aggregate the ARCOS data to counties or the nation, using a zip-to-county crosswalk from the US Census Bureau (US Census Bureau 2010) (for details, see the online Appendix). Fifty MME is a typical daily dose for a person in pain. Thus, total opioid supply in 1997 was roughly three days of typical use per adult. By 2011, the supply was 20 days per person—roughly one prescription per adult per year. The overall growth was 461 percent. OxyContin was a major part of the total. Oxycodone shipments rose 27 percent annually from 1997 to 2011. Shipments of other opioids rose as well, though none to quite the same extent.

The increased use of opioids involved changes on the extensive and intensive margin (again, see the online Appendix for details). Our primary source of prescription data is the Medical Expenditure Panel Study (MEPS), an ongoing survey of the non-institutional population since 1996 (Agency for Healthcare Research and Quality 2021). MEPS data show that opioid prescriptions per capita doubled between 1996 and 2010. Data from IMS Health show similar trends
One-quarter of the increase in prescriptions came from the extensive margin of more people being prescribed medications; three-quarters was due to the intensive margin of more scripts per person. In addition to more prescriptions, data from the Massachusetts Prescription Drug Monitoring Program (PDMP) show that days supplied per prescription increased by a quarter from 2000 to 2012 (Massachusetts Department of Public Health 2000–2018).

The increase in the number of people receiving prescriptions, the number of prescriptions per recipient, and the number of pills per script does not add to the total increase in opioid shipments. It is possible that the gap is due to high volume “pill mills,” not all of which might be recorded in national survey data.

As one metric for comparison, we focus on the share of people with two or more prescriptions in the ~2½ years people are asked about in the survey to capture heavy use. There are stark differences in heavy use by education. In 2009, 13 percent of people without a college degree had more than one opioid script, compared to 9 percent of people with a college degree. Opioid use also began to fall earlier for people with college degrees. In 1998, opioid use was the same in rural and urban areas, but then it rose more rapidly in rural areas. By 2012, 15 percent of rural residents had more than one opioid script, as opposed to 10 percent of urbanites. Heavy use declined more rapidly in urban areas after 2012, further increasing

\[\text{Figure 2}
\]

**Trends in Opioid Shipments per Adult, 1997–2017**

*Note:* The figure shows milligrams of morphine equivalents per adult in the United States from 1997 to 2017. Data are from the DEA ARCOS database. The total omits methadone and buprenorphine, which are often used in treating opioid abuse, along with some smaller opioids for which data are not available in all years. Data for hydromorphone, codeine, morphine, and fentanyl base was missing in 2000 and was imputed using data in 1999 and 2001, assuming a constant growth rate. The same was done for total shipments.

(Volkow 2014).
the gap between country and city. Differences by labor force participation are also marked: 20 percent of people aged 25–44 who were out of the labor force were heavy opioid users in 2012, compared to 10 percent for blue-collar workers and 6 percent for white-collar workers.

The Medical Expenditure Panel Study data also allows us to see whether opioids served as a substitute for other medications. To examine this, we take advantage of the panel nature of the data. People are in MEPS for five rounds, each lasting about half a year. Starting with the 2001 panel, people in the second round were asked: “During the PAST 4 WEEKS, how much did PAIN interfere with your normal work (including both work outside the home and housework)?” We count people as in pain if they answer “moderately,” “quite a bit,” or “extremely,” as opposed to “not at all” or “a little bit.”

We sample people who are in pain in the second round of the survey, but who were not taking opioids, antidepressants, or anxiolytics in the first round. Among that group, the share of opioid users increased dramatically from about 6 percent in 2001 to about 9 percent in 2009. The use of antidepressants and anxiolytics (anti-anxiety medications) was generally flat. Use of other pain medications, for example high dose prescription non-steroidal anti-inflammatory, fell. Thus, it appears that opioids primarily substituted for less powerful pain relievers but not for antidepressants or anti-anxiety medications.

**Shifting Demand and the Rise of Opioids**

Opioid use is determined by the interaction of demand and supply in the linked markets for legal and illegal drugs. The observed increase in opioid use can reflect an increase in demand, in supply, or both. Demand factors can explain the course of the opioid epidemic either because rising opioid use reflect shifts in demand or because rising supply drives up national opioid use, but local demand factors determine where that supply has the most impact. Here we address whether demand shifts on their own can explain the national rise in opioid use. We consider four potential demand shifters for opioids: physical pain, depression, despair, and opportunity cost of time.

**Demand-Side Forces: Physical Pain, Depression, Despair, and Opportunity Cost of Time**

Jeremy Bentham (1789, p. i) famously noted: “Nature has placed mankind under the governance of two sovereign masters, pain and pleasure.” Opioid use replaces pain with pleasure. As pain increases, one would naturally expect opioid use to increase as well, as happened after the US Civil War.

Opioid use might also appeal to individuals who are in psychic pain: Case and Deaton (2017) famously termed America’s rising middle-aged mortality rates “deaths of despair.” However, pain caused by physical impairment differs in a central way from pain caused by mental impairment. Physical pain, suffered on the factory floor or the battlefield, may be unrelated to any other personal attribute. Mental
pain, generated by disorders such as depression or a consequence of social and
economic changes, often coexists with other characteristics that may either increase
or decrease the demand for opioids. Anxiety, for example, might reduce opioid use
by generating increased fear of addiction or an inability to take actions, like finding
a cooperative doctor or dealer.

Opioids may relieve pain and lessen despair, but for most consumers, use
comes at a cost of diminished attention and energy. Serious opioid consumption
produces lethargy and diminishes interest in other people. Consequently, the
demand for opioids should be higher among people with a lower opportunity cost
of time. An extreme version of this hypothesis is that opioids can be a complement
to doing nothing, because the short-term pleasure generated by opioids is large
and independent of most other activities. For much of the past decade, more than
15 percent of 25–54 year-old men have not been employed. The employment-to-
population ratio for these “prime-aged” men has been less than 75 percent in many
parts of America’s eastern heartland, where opioid use has been severe (Austin,
take some form of painkillers.

Patterns of Demand-Side Variables

Figure 3 shows national-level trends in four variables related to these expla-
nations: physical pain, depression, despair, and social isolation. Trends in these
variables are age- and sex-adjusted to the 2000 US population when possible.
Panel A shows two measures of pain in the Medical Expenditure Panel Study data.
The first is the measure of pain interfering with work in the past four weeks, noted
above. The second is whether the person reports one of eleven painful conditions,
like arthritis or back pain. About 20 percent of people report that pain interfered
with their normal work at least moderately in the past four weeks and 25 percent
report a painful condition. The share of people reporting that pain interfered with
their work is relatively constant, but the prevalence of reporting at least one painful
condition increased 14 percent. The difference between these two may imply that
pain treatment is somewhat effective, or it could be that pain is now given a diag-
nosis where formerly it was not. Panels B, C, and D report the share of adults visiting
the emergency department for any injury or a workplace injury; the share of adults
with joint pain, back pain, or neck pain; and the share of adults with neck, facial, or
sciatic pain, the latter two taken from the National Health Interview Survey (Blewett
et al. 2019). As in MEPS, about one-third report musculoskeletal pain, and this
increased about 12 percent over the time period. Neck, facial, or sciatic pain rose
about 5 percent. Emergency room visits for injuries declined.

Panel E shows mental health impairment, the share of people with poor mental
health all or most days from the Behavioral Risk Factor Surveillance System Annual
Survey (CDC 2021a). Trends are split in 2011, where there was a change to BRFSS
weighting methodology, and as is described in the online Appendix. Each has

---

3 See “Can the 2010 BRFSS dataset be compared with 2011 dataset?” from the Centers for Disease Control
Figure 3
Trends in Pain, Mental Health, Despair, and Social Isolation

Note: For sources, see text. Data are adjusted to the 2000 population by age and sex except for longer-term data from Gallup in Panel F.
increased over time, by 41 percent and 85 percent respectively. Panel F shows a measure of despair, average life satisfaction (Gallup 1997–2015). The survey shows that 86 percent of people were satisfied with their life in 1996 and 2019; the share has remained between 73 and 87 percent since 1979. Life satisfaction rebounded after the Great Recession.

The last two panels (G and H) capture social isolation and the opportunity cost of time: the share of the 25–54-year-old male population that is not employed and the share of the population aged 25–64 that is never married, drawn from the Current Population Survey (Flood et al. 2020). Both of these measures have increased, the latter especially so. The percent of 18–34-year-olds who are married fell from 58 percent in 1978 to 29 percent in 2018. The share of Americans who live alone increased from 13 percent in 1960 to 28 percent in 2016. Putnam (1995) documents the widespread decline of many different forms of social connection, from bowling leagues to fraternal clubs. Quinones (2015) explicitly links the rise of opioid abuse to weakening social ties, particularly in the eastern heartland.

**Demand and Opioid Initiation**

In Figure 3, many of the variables increase in prevalence over time, but they do not increase enough to offer a promising source of explanation for the four-fold increase in opioid deaths or the six-fold increase in opioid shipments from 1996 to 2012. Figure 4 shows this informally, focusing on the 2001–2002 and 2009–2010 cohorts. The first cohort is the earliest with good pain data; the latter is at the height of opioid prescribing. The figure shows that the share of people with 2+ painful conditions rises across the two time periods, but the share of people with 2+ conditions who have at least two opioids scripts in the 2½ years they are in the Medical Expenditure Panel Study rises by even more. The lion’s share of the growth in opioid use comes from increased number of prescriptions, holding the number of pain categories fixed, not from the increase in the number of people reporting multiple forms of pain.

As a more formal test, we sample people in the Medical Expenditure Panel Study who are opioid-naïve in the second round. For this group, we record several measures of potential demand for opioids: whether the person reports pain, based on the two measures above; how much of the past four weeks the person felt downhearted and depressed, which we scale from zero to one; and several measures of social isolation, including labor force participation and marital status. We relate each of these variables to the onset of heavy use opioids (two or more opioid prescriptions) after the second round. The regressions are available in the online Appendix. All of these variables are associated with subsequent use of opioids. Controlling for basic demographics, health care access, and other health behaviors, an individual in extreme pain has a 15 percentage point higher probability of initiating multiple opioid prescriptions than an individual with no pain, a person who reported being downhearted and depressed all of the time in the past four weeks is 5 percentage points more likely to initiate heavy opioid use than one reporting no time spent downhearted and depressed, and a person who is widowed, separated, or divorced is 2 percentage points more likely to initiate heavy opioid use than a married person.
However, these variables did not increase enough over time to explain the growth in opioid use, implying that they cannot explain the growth in opioid use. Regressions including the report of painful conditions explain 20 percent of the growth in heavy opioid use; regressions using pain interfering with work explain only 4 percent of that increase. The same pattern appears when looking at explaining the growth in the use of any opioid.

Because the Medical Expenditure Panel Study does not have a good measure of despair, we turn to the Midlife in the US Survey (MIDUS) to examine the impact of despair on opioid use (Brim et al. 1995–1996; Ryff et al. 2004–2006; Ryff et al. 2013–2014). MIDUS is a panel of roughly 7,000 people who were interviewed in 1995–1997, in 2004–2005, and a third time in 2013–2015. We consider whether an opioid-naïve person in one survey round (that is, round 1 or 2) becomes a user of prescription pain relievers by the next round, controlling for basic demographics. MIDUS asks about prescription pain relievers in general, not opioids in particular. The bulk of prescription pain relievers, but not all, are likely to be opioids. On average, 27 percent of people in waves 2 and 3 take prescription pain relievers. MIDUS asks a number of questions on health and outlook. We combine groups of questions into summary statistics meant to capture the categories of pain, negative affect, despair, economic insecurity, and social isolation. Measures that feed into

**Figure 4**

**Pain and the Initiation of Opioids**

*Note:* Data are from the Medical Expenditure Panel Study. Painful conditions include sickle cell anemia, headache (including migraine), nonspecific chest pain, rheumatoid arthritis and related disease, osteoarthritis, other nontraumatic joint disorders, spondylosis (including intervertebral disc disorders other back problems), joint disorders and dislocations (trauma-related), all fractures, sprains and strains, and abdominal pain.
despair include life satisfaction, social integration, and perceived contributions to society. Economic insecurity includes measures of their financial situation and difficulty paying bills.

The results based on the Midlife in the US Survey data for pain and negative affect are similar to those in the Medical Expenditure Panel Study. People in pain are more likely to initiate prescription pain relievers, as are people with negative affect; the impact of pain is quantitatively larger. Despair and economic insecurity matter for opioid initiation as well. A one standard deviation increase in despair increases the probability of subsequent prescription pain reliever use by 3 percentage points; a one standard deviation increase in economic insecurity leads to a 6 percentage point increase in prescription pain reliever initiation. Taken as a whole, however, changes in pain, negative affect, despair, and economic insecurity predict only one-quarter of the increase in prescription pain reliever use. In the online Appendix, we report trends in a wider variety of health, pain, and despair metrics from MEPS, NHIS, and BRFSS. As has been shown by Case and Deaton (2020) and others (Blanchflower and Oswald 2020; Case, Deaton, and Stone 2020; Nahin et al. 2019; IOM 2011), many metrics for pain and some metrics of mental health impairment and despair have increased over time, although others have declined. The increases are larger for people without a college degree. However, even changes in the metrics with the highest growth in the past two decades, where increases have been roughly 20–50 percent, pale in comparison to the rise in opioid deaths.

Other Studies

Other studies have examined the effect of economic change on opioid use and abuse (for a review, see Maclean et al. 2020). The general finding confirms the results above: economic change over the past few decades is related to opioid overdose deaths, but the impact of economic changes on the rise in overall opioid use is modest. For example, Pierce and Schott (2020) estimate that an increase from the 25th to 75th percentile in a county’s import competition from China (due to the permanent normal trade relations bill in 2000) was associated with between 2 and 3 additional drug overdose deaths per 100,000 people, less than 20 percent of the increase in the drug overdose death rate between 1999 and 2018. Similarly, Ruhm (2019) and Case and Deaton (2017) estimate that medium term economic changes such as unemployment rates and median income, have only a minor effect on opioid deaths. Ruhm (2018) estimates that from 1999 to 2015, changes in unemployment, poverty, median household incomes, home prices, and exposure to import competition—taken together—explain fewer than 10 percent of the increase in opioid deaths.

One paper reaching a different conclusion is Charles, Hurst, and Schwartz (2019a). That paper uses state-level data to estimate that the decline in manufacturing share of employment between 2000 and 2015 could explain virtually all of the increase in opioid deaths over that time period. In the online Appendix, we explore this relationship in more detail (we are grateful to Charles, Hurst, and Schwartz for providing us their data and replication code) (Charles, Hurst,
and Schwartz 2019b). Data on changes in manufacturing come from the US 2000 Census and 2014–2016 American Community Survey, which we downloaded from IPUMS USA (Ruggles et al. 2021). Because the data are at the state level, Charles, Hurst, and Schwartz do not include other controls in their regression. Estimating the model at the commuting zone level and including basic demographic controls such as population age shares and median income eliminates the relationship between manufacturing decline and opioid deaths. We thus conclude that the direct effect of economic change on opioid deaths is modest. Changes in supply seems to be far more likely causes of the opioid epidemic than changes in demand-side factors including pain and despair.

The Changing Supply of Opioids

If increases in demand do not explain the increase in opioid use, the obvious alternative explanation is supply. Indeed, the recent opioid cycle is reminiscent of the supply-driven cycles seen for morphine in the 19th century and heroin in the early 20th century. In each of these cases, a pharmaceutical company produced a new and supposedly safer version of opium. Consumers bought the new drug, only to learn that it was no less addicting. Demand falls until the stock of addicts decline and memories fade, whereupon the cycle starts anew. The history of Purdue Pharma and OxyContin after 1996 follows a similar pattern, though technology has had an extra impact pushing the current cycle into illegal use.

Creating an Epidemic

OxyContin was approved by the Food and Drug Administration in December 1995, and Purdue began marketing in earnest in 1996. Three factors enabled Purdue to turn OxyContin into a blockbuster drug. First, Purdue managed to differentiate OxyContin sufficiently from past opioids, both because the semi-synthetic opioid oxycodone had less of a history than did morphine, and through the delayed-release “Contin” system. The time release system, it was hypothesized, would moderate the amount of the opioid received at any point in time, which would reduce the risk of dependence and increase the time between needed doses. At the time of FDA approval and even after, no clinical trials backed up this theory.

Second, Purdue was a dynamo at drug marketing. Arthur Sackler, the oldest of the three Sackler brothers who owned Purdue, revolutionized pharmaceutical sales. He advocated “detailing, free samples, free food and drink, flashy journal advertising and mailings” (Podolsky, Herzberg, and Greene 2019, p. 1786). The 2019 lawsuit by the Commonwealth of Massachusetts against Purdue details cases such as a doctor who was visited by Purdue representatives more than 600 times after 2008.

4 In 1984, Purdue Pharma tried this approach with MS Contin, which delivered morphine slowly into the body. The forthcoming expiration of that patent, combined with the perception by physicians that morphine was too potent to give to patients on a long-term basis, led Purdue to search for other formulations (Sarpatwari, Sinha, and Kesselheim 2017).
and was given a consulting contract to promote Purdue opioids. That doctor allegedly prescribed hundreds of thousands of Purdue opioid pills, generating nearly $1.5 million of revenue for Purdue.

Third, Purdue’s sales pitch rode the wave created by a nascent medical movement focused on the alleviation of pain. In 1973, the anesthesiologist John Bonica convened a meeting of pain specialists and founded the International Association for the Study of Pain, which had its own peer-reviewed journal: *Pain*. Dame Cicely Saunders, a hospice pioneer, advocated using morphine to alleviate the suffering of dying patients: obviously, in the case of dying patients, potential long-run costs of opioid use are not relevant. Purdue and other makers of pain medications provided financial support for at least one chapter of the International Association for the Study of Pain: the American Pain Society, which shut down in 2019 under a blizzard of lawsuits claiming it was a front company for opioid manufacturers and should be partly liable for the opioid epidemic.

Traditionally, opioid pain relief was considered for patients with end-stage cancer or acute trauma. Addiction was of little consequence for the first group and use for the latter group was generally limited to inpatient care. Thus, the real shift for OxyContin was in the use of opioids for the much larger group of people with chronic pain in outpatient settings.

The key to making this switch was overcoming the fear of physicians that such patients would become addicted to opioids. This was easier where there were more cancer patients; Arteaga and Barone (2021) show that opioid shipments and opioid deaths rose more rapidly in areas where cancer rates were initially higher. To win over the doctors, Purdue promoted a 1980 letter to the *New England Journal of Medicine* claiming that among “11,882 patients who received at least one narcotic preparation, there were only four cases of reasonably well documented addiction in patients who had no history of addiction” (Porter and Jick 1980). This finding was among inpatients but was taken to be general. It is unclear whether doctors believed the advertising or were induced by the promotions. In either case, prescriptions flowed.

Purdue and other pharmaceutical manufacturers were behaving like stereotypical amoral profit-maximizing companies, but they also met little resistance. National Academies of Sciences, Engineering, and Medicine (2021) noted several system-wide failures in the opioid epidemic. Pharmaceutical distributors and dispensers both have legal obligations to watch for diversion of products, but they are also profit-maximizing entities who benefitted from the sale of opioids.

Physicians are the ultimate gatekeepers for prescription medicine, and many of them do behave far more altruistically than any simple *homo economicus*. Yet not all doctors are saints, and some wrote very large numbers of opioid prescriptions. Prescription Drug Monitoring Program data show that in 2011, prescribers in the top 5 percent of the prescribing distribution wrote 58 percent of total prescriptions in Kentucky (Kentucky Cabinet for Health and Family Services 2005–2018), 36 percent in Massachusetts (Massachusetts Department of Public Health 2000–2018), and 40 percent in California (State of California Department of Justice 2009–2018).
Both the Food and Drug Administration and the Drug Enforcement Administra-
tion made decisions that enabled the massive increase in opioid prescriptions
(de Shazo et al. 2018; Egilman et al. 2019; Kolodny 2020; Office of the Inspector
General 2019). The FDA generally requires at least two long-term studies of safety
and efficacy in a particular condition before drug approval, but for OxyContin,
the primary trial for approval was a two-week trial in patients with osteoarthritis.
Even with this limited evidence, the FDA approved OxyContin “for the manage-
ment of moderate to severe pain where use of an opioid analgesic is appropriate
for more than a few days”—with no reference to any particular condition and no
limit to short-term use.

In approving subsequent opioids, the FDA sometimes relied on clinical trials
where all patients were initially placed on the active opioid (“open label”). Among
those who responded favorably and could tolerate the side effects, some were
randomized to continue the therapy and others were switched to a placebo. The
idea was that the drug would then be tested in efficacy among those for whom it can
be tolerated. However, with this design, withdrawal effects from ending opioid use
could be interpreted as efficacy of the therapy.

Among economists, “regulatory capture” is a standard explanation for lax
oversight. Two examiners involved in OxyContin’s approval by the Food and Drug
Administration went on to work for Purdue. When the FDA convened an advisory
group in 2002 to examine the harms from OxyContin, eight of the ten experts had
ties to pharmaceutical firms.

The Drug Enforcement Agency is in charge of monitoring use of opioids—it
maintains the ARCOS data (Automated Reports and Consolidated Ordering System)
on prescription drug sales—and of approving increases in production quotas. The
DEA approved an increase in production quotas for oxycodone and other opioids
numerous times, even as the scope of the opioid epidemic became clear. The DEA
has also been blamed for being slow to set up a suspicious order system and to shut
down suspected diversion of pills.

A number of states enacted and then expanded their prescription drug moni-
toring programs (Meara et al. 2016), but these changes came some years later
than many would have wished. Earlier, states had moved away from monitoring
prescriptions—for example, away from the use of triplicate prescribing forms that
have been shown to have slowed the growth of opioid use (Alpert et al. 2019).
Private insurers as well were also slow to curb the use of opioid medications, for
example through formulary restrictions or prior authorization requirements. In a
sense, the case of OxyContin reinforces the point that nimble, well-incentivized,
profit-seeking companies can often find their way around a slow-moving regulatory
apparatus.

The first hints that OxyContin and its later competitors were no safer than
earlier opioids appeared early. By 2001, users had learned that crushing time-release
tablets would provide access to the full dose of oxycodone at once (National Drug
Intelligence Center 2001). Further, the pain-relieving properties of OxyContin
seemed shorter than its promoters promised, and the subsequent pain was intense
(Van Zee 2009). Indeed, the flood of opioids nationwide made no difference to the
reduction in pain between rounds two and four of the Medical Expenditure Panel Study, regardless of the level of pain in period 2 (as we show in detail in the online Appendix). As the pain continued, there was demand for more frequent and larger doses of medication.

Opioid-related deaths followed the patterns of rising opioid prescriptions. As shown in Figure 1, prior to 1999, only the total rate of opioid deaths was recorded in national data. After 1999, the drug overdose deaths are delineated by type of drug. The overall death rate from drug overdoses in the United States was below five per 100,000 in 1990, despite the notorious crack epidemic and what was known at the time as “Heroin Chic”—when popular musicians, such as Kurt Cobain, were known for their heroin use. The growth rate of opioid deaths shows a trend break almost immediately after OxyContin was introduced in 1996.

Throughout the 2000s, increasing attention was paid to the abuse of opioids. The National Drug Intelligence Center (2001) report noted with alarm that “the Pike County, Kentucky, Coroner reported 19 Oxycontin-related deaths during the calendar year 2000.” In July 2001, the New York Times published “The Alchemy of Oxycontin” (Tough 2001), which noted that “the earliest reported cases of OxyContin abuse were in rural Maine, rust-belt counties in western Pennsylvania and eastern Ohio and the Appalachian areas of Virginia, West Virginia and Kentucky.” Congressional hearings as early as 2001 described increased deaths and pill diversion from OxyContin (US House 2001).

Policy interventions followed but with a lag. In 2003, the Food and Drug Administration sent a letter warning Purdue that “your advertisements thus grossly overstate the safety profile of Oxycontin,” and that “failure to respond to this letter may result in regulatory action, including seizure or injunction, without further notice” (Abrams 2003). That same year, the Drug Enforcement Agency released its OxyContin action plan that called for the “rapid reformulation” of OxyContin to “reduce the abuse of the project, particularly by injection.”

Over time, insurers began to restrict access to opioids through their coverage decisions. When state governments set up prescription drug monitoring programs, physicians could then see how many prescriptions their patients were receiving. Altogether, states added 81 new controlled substance laws between 2006 and 2012 (Meara et al. 2016). State and private lawsuits began to target Purdue Pharmaceuticals and other firms in the opioid business. In August 2010, Purdue finally reformatted OxyContin to make it less vulnerable to abuse. Prescriptions fell, especially for new patients (Zhu et al. 2019), and abuse of OxyContin declined (ICER 2017).

Illegal Innovation and Globalization

Stronger drug monitoring programs and reformulating OxyContin did not end the opioid epidemic; rather, they moved demand into the deadlier illegal market. Cicero and Ellis (2015) found that one-third of opioid users switched to other drugs after the reformulation of OxyContin, and that 70 percent of those who identified an alternative drug specified heroin. The change was greater in those states that had the highest levels of OxyContin misuse prior to 2010 (Alpert, Powell, and Pacula 2018). Figure 1 shows no reduction in overall death rates after 2011; rather, the
decline in deaths associated with prescription opioids is fully offset by the increase in deaths from heroin. Indeed, Evans, Lieber, and Power (2019) estimate no impact of the reformulation on overall mortality.

Soon after 2010, imported heroin from Mexico increased in a way that offset the decline in legal opioids. Quinones (2015) describes an almost corporate system, where buyers call dealers, who then deliver heroin on demand. While US demand for heroin generated both competition on quality and violence in Mexico, the US side of the market remained peaceful and efficient, and heroin overdoses rose dramatically until 2016. Better delivery systems that use cell phones also make it easier for consumers to buy heroin without going to potentially dangerous, in-person drug markets.

Over time, heroin was replaced by fentanyl, which is more potent still and is fully synthetic—thus does not need the poppy plant. Fentanyl is far less costly to produce and the drug’s concentrated strength means that it is particularly easy to ship in tiny but still powerful quantities. The downside is that it is even more deadly. Even transmission through the skin can kill naïve users, depending on the dose. In an accounting sense, fentanyl-related deaths explain almost all of the increase in drug overdose mortality between 2014 and 2017. Indeed, the ability to access an Asian supplier of fentanyl over the internet may be far more revolutionary than the ability to buy consumer goods on Amazon. We now ask how this is related to the initial addiction to prescription opioids.

How the Pill Supply Translated into Deaths

The opioid epidemic was not uniform spatially nor was it predominantly an urban phenomenon, unlike crack cocaine in the 1980s (Fryer et al. 2013). Figure 5 shows commuting-zone level maps of opioid deaths in 1999–2001, 2008–2010, and 2016–2018. Up through 2010, death rates rose the most and were highest in Appalachia, the industrial Midwest (Quinones’s 2015 book Dreamland chronicled southern Ohio), and rural areas of Maine and Nevada. More recently, deaths have increased more in urban areas, as illegal drug markets are more extensive there.

The change in death rates from 2009 to 2017 was more disparate. Generally, areas east of the Mississippi River have higher deaths due to illegal opioids than areas west of the Mississippi River, perhaps related to the type of heroin available prior to the opioid epidemic (Pardo et al. 2019). Fentanyl mixes better with powdered heroin than black tar heroin, and powdered heroin is more common east of the Mississippi. Overall, the cross-area correlation coefficient between opioid-related mortality rates in 2008–2010 and 2016–2018 is 0.82.

To understand the factors explaining these area trends, we use a series of regressions to examine whether the national shift in legal opioid supply had a larger impact on opioid shipments and deaths in communities with more pain. We consider this alongside the alternative hypothesis that opioid use was driven by despair. The data on opioid shipments are from the ARCOS database maintained by the Drug Enforcement Administration. Opioid deaths in each county in each
Figure 5
Age-Adjusted Opioid Deaths (per 100,000) by Commuting Zone

Note: Data are from the Center for Disease Control and Prevention, National Vital Statistics System. Due to CDC restrictions, areas are not shown if the number of deaths < 10 in the three-year total or the commuting zone population is < 100,000 people. These areas are indicated with grey fill and white boundaries. Data are adjusted to the year 2000 population by age and sex, using population data from SEER (NIH 2010) and aggregated from counties to commuting zones using a county to commuting zone crosswalk from the US Department of Agriculture (2019).
year from 1999 to 2018 were obtained through a special request to the Centers for Disease Control and Prevention.

The first column of Table 1 relates opioid shipments in a county to a first measure of pain, the share of people in a county’s labor force receiving Social Security Disability Insurance in 1990, before the opioid epidemic, using data from the US Department of Health and Human Services (HHS 1989–1991) and Local Area Unemployment Statistics (LAUS) (Bureau of Labor Statistics 1990). The pain variable is interacted with national opioid shipments; thus, the coefficient indicates how national drug supply translated into pill availability in areas with more and less preexisting pain. The regressions also control for county and year fixed effects. To focus on legal opioids, the regressions are for the period 1997–2010. Pain is a potent predictor of opioid shipments. An area with one standard deviation more people on disability insurance received 23 percent more opioids than the average area. Column 2 considers an alternate measure of pain, the share of the population in the 2002–2005 and 2007 Behavioral Risk Factor Surveillance Survey (BRFSS) that reports joint pain (Centers for Disease Control and Prevention 2021b). This measure is available for 331 large counties. The coefficient is similar to that for receipt of Social Security Disability Insurance: that is, an area with one standard deviation more pain received 18 percent more opioids. The third column interacts national opioid availability with the share of people in the county who were dissatisfied or very dissatisfied with life, also drawn from the 2005–2010 Behavioral Risk Factor Surveillance Survey. Opioid supply did not rise more in areas where more people were more dissatisfied. The fourth column interacts opioid availability with a different metric for despair, the percent of people reporting poor mental health in all 30 days during the past month. This variable is also drawn from BRFSS, and we averaged over 2002–2010 (Centers for Disease Control and Prevention 2021b). Opioid supply increased by 38 percent more in areas with one standard deviation more people reporting this extreme form of mental distress. The fifth column includes all four variables together; among them, the share of the population experiencing consistently poor mental health is most related to opioid supply.5

The regression in column 6 mirrors that in column 5, with the exception that the dependent variable is the prescription opioid mortality rate. The sample is again 1997–2010. The coefficients are similar to those in column 5. Receipt of disability insurance, joint pain, and extremely poor mental health interact with national opioid supply in leading to prescription opioid deaths; area life dissatisfaction does not interact in this way.

To examine how these factors explain deaths due to illegal opioids, column 7 relates the county’s death rate from illegal opioids to the national death rate from illegal opioids interacted with the same county characteristics using data from 2008 to 2017. We also allow for an interaction between deaths from illegal opioids nationally and per capita oxycodone shipments in 2008, to examine whether greater

5 In the online Appendix, we impute joint pain and life dissatisfaction to all counties, using a LASSO regression in the counties where the data are available. We then relate opioid shipments to predicted pain and despair. The results are similar to what we report in the text.
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prescription opioid use translated into more deaths due to illegal opioids (Evans et al. 2019; Alpert, Powell, and Pacula 2018). Deaths from illegal opioids were greater in areas where pain was greater and where OxyContin shipments were more prevalent. In contrast, despair is not related to deaths from illegal opioids. Overall, therefore, the opioid epidemic was worse in areas where there was more preexisting pain, poor mental health, and where opioid shipments were greater.

Pain is correlated with education at the individual and area level. In the 331 counties with data on pain, the correlation between pain and share with a college degree is –0.11. Pain is also higher in rural areas, areas with more manual labor, and

<table>
<thead>
<tr>
<th>Interaction between national opioid shipments/illegal deaths and Pain</th>
<th>Interaction with national illicit death rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent of labor force claiming DI (1990)</td>
<td>86.10*** (10.73)</td>
</tr>
<tr>
<td>Self-reported joint pain prevalence</td>
<td>65.83** (31.26)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Despair</th>
<th>Interaction with national illicit death rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share dissatisfied/very dissatisfied w/life</td>
<td>33.98 (28.26)</td>
</tr>
<tr>
<td>Extreme mental distress (30 days) w/poor mental health</td>
<td>140.86*** (28.27)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Opioid shipments</th>
<th>Interaction with national illicit death rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxycodone MME per capita, 1997–2010</td>
<td>4.47*** (1.11)</td>
</tr>
<tr>
<td>Unadjusted mean</td>
<td>368.58</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.750</td>
</tr>
<tr>
<td>Observations</td>
<td>42,966</td>
</tr>
</tbody>
</table>

Note: The dependent variable is age- and sex-adjusted rate in the county and year. Column 1 includes all counties. Columns 2–6 only include counties for which data on joint pain prevalence or share dissatisfied with life were available. National opioid shipments included shipments of oxycodone, hydrocodone, hydromorphone, codeine, morphine, and fentanyl base and were scaled by the change in shipments between 1997 and 2010 in Figure 2. The coefficients represent the impact of one standard deviation higher pain (or despair) times the change in national opioid shipments or national deaths due to illegal opioids which occurred over the period. Counties were weighted by total population in 2005. All regressions control for county and year fixed effects. Standard errors are clustered at the county-level and are reported in parentheses. **** $p < 0.01$ ** $p < 0.05$ * $p < 0.10$. For details of the regression data and calculations, see the online Appendix.
areas with higher rates of obesity. This, in part, explains why opioid death rates are higher in areas with historical manufacturing employment and areas with obesity-related health problems.

**Conclusion**

America’s battle with opioids is not over. A movement to aid a population suffering from chronic pain has become a national crisis, with pain, despair, and entrepreneurship mixed in an unholy brew. The government may assert its authority over legal opioids, but it seems unable to stem most of the current illegal market supply, which increasingly comes in small shipments from Asia or Mexico. Even a pandemic could not slow the deaths from opioid drugs.

In the past, opioid crises ended slowly. Users painfully detoxified when supplies could not be obtained or died after one overdose too many. New users were deterred by fear of addiction and physicians’ reluctance to prescribe. The current crisis may follow the same slow and painful path, but that is not entirely clear. New technologies have made it much harder to restrict access to illegal opioids. When the poppy plant had to be grown, supply could be curtailed by eliminating poppy fields. In contrast, fentanyl is much easier to produce, and its sale is much harder to stop. On the other hand, society also has more tools to address addiction—medication-assisted treatment, widespread availability of overdose reversal medication (Narcan), and strong penalties for illegal suppliers—and the use of these treatments is spreading.

Past US public health efforts offer both hope and despair. Nicotine is an extremely addictive substance and yet smoking rates have fallen dramatically over the past five decades, because of both regulation and fear of death. On the other side, the harms of obesity are also well-known and average weights are still increasing. We cannot predict whether opioid addiction will decline like cigarette smoking or persist like obesity.

The medical use of opioids to treat pain will always involve costs and benefits, and the optimal level of opioid prescription is unlikely to be zero. The mistake that doctors and prescribers made in recent decades was to assume overoptimistically that a time release system would render opioids non-addictive. Thousands of years of experience with the fruits of the poppy should have taught that opioids have never been safe and probably never will be.

The larger message of the opioid epidemic is that technological innovation can go badly wrong when consumers, professionals, and regulators underestimate the downsides of new innovations and firms take advantage of this error. Typically, consumers can experiment with a new product and reject the duds, but with addiction, experimentation can have permanent consequences.
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Neighborhoods Matter: Assessing the Evidence for Place Effects

Eric Chyn and Lawrence F. Katz

In 1966, Dorothy Gautreaux and three other Chicago residents sued the Chicago Housing Authority (CHA) in the first major public housing desegregation lawsuit in the United States. Their case highlighted the fact that only 63 of the more than 10,000 public housing units the CHA had built in the previous decade were outside of low-income and racially segregated areas. The resulting settlement reached in 1976 between the CHA and the US Department of Housing and Urban Development created the Gautreaux Assisted Housing Program, which provided housing vouchers and mobility assistance to a limited number of African-American residents from public housing projects in Chicago. From 1976 to 1998, the Gautreaux program helped around 7,100 families move to private rental housing in areas ranging from inner-city neighborhoods to upper-middle-class suburbs.

The Gautreaux program provided a promising opportunity for researchers to study the importance of neighborhoods. Social scientists have long hypothesized that living in a disadvantaged area directly affects the outcomes of adults and life courses of children. Descriptive research has supported this idea by showing that individuals living in high-poverty areas fare worse both contemporaneously and over the long-run in terms of important outcomes such as education, criminal involvement, health, and earnings (Wilson 1987; Jencks and Mayer 1990; Brooks-Gunn...
et al. 1993; Sampson, Morenoff, and Gannon-Rowley 2002; Sharkey and Faber 2014). Yet a lingering concern is that such correlations between individual outcomes and neighborhood characteristics may reflect unmeasured differences in individual characteristics that affect both outcomes and selection into living in a disadvantaged area. After all, under everyday circumstances, a household’s decision concerning where to live is not random. Prior observational studies suggest that the magnitude of estimated neighborhood effects is often reduced when researchers control for detailed family background measures (Solon 1999).

A crucial feature in the Gautreaux setting was what appeared to be a substantial degree of randomness in the process by which households were matched to available rental units in different neighborhoods. Housing counselors identified rental units—regardless of whether the units were in the city or a suburb of Chicago—and offered them to families based on their position on a waiting list. This process potentially limited the extent to which difficult-to-measure household advantages and disadvantages drove the neighborhood choices of Gautreaux families. Indeed, influential early work on Gautreaux strongly suggested that place of residence mattered: families who moved to the more advantaged suburbs had better outcomes. Popkin, Rosenbaum, and Meaden (1993) studied a survey of female household heads from Gautreaux, finding substantially higher employment rates for the suburban movers compared with their counterparts who stayed in the city. Children from Gautreaux households that moved to the suburbs were less likely to drop out from high school, were more likely to attend a four-year college, and had higher rates of employment relative to those whose families moved within the city of Chicago (Kaufman and Rosenbaum 1992; Rosenbaum 1995).

But the Gautreaux results became less clear as further evidence accumulated. When Mendenhall, DeLuca, and Duncan (2006) conducted a longer-term and more comprehensive follow-up analysis, they found little systematic effects of suburban (versus city) relocation on employment or welfare receipt for the female household heads. Their work and subsequent studies provide evidence that the placement type (specifically, a suburban or city rental unit) was systematically related to pre-move household characteristics, suggesting that the Gautreaux setting may not approximate a randomized experiment (Votruba and Kling 2009; Deluca et al. 2010).

Inspired by the early promising findings from Gautreaux as well as by its methodological limitations, the subsequent generation of neighborhood-effects studies have addressed selection bias by relying on randomized field experiments and on quasi-experimental sources of variation. For example, several studies use data from the US Department of Housing and Urban Development’s Moving to Opportunity randomized housing mobility demonstration, which helped a treatment group of public housing families move to lower-poverty areas by providing them with housing vouchers and mobility counseling. Other studies have relied on quasi-experimental research designs including comparisons of children who moved to new areas at different ages and examinations of individuals forced to relocate due to plausibly exogenous events such as natural disasters or public housing demolitions.
In this essay, we summarize what has been learned about the causal impact of neighborhoods in the two decades since the early research on Gautreaux. Our discussion is motivated by new findings that have reshaped how scholars understand the importance of neighborhood environments for adults and children. We concentrate on empirical studies and do not attempt a comprehensive review of the methodological and econometric issues covered in prior reviews such as Durlauf (2004) and Graham (2018). Our work complements and extends other recent reviews of neighborhood-effects research such as Sharkey and Faber (2014) and Galster and Sharkey (2017). Although our focus is on evidence from high-income countries, we believe that lessons regarding neighborhood effects in developed countries may have relevance for understanding neighborhood influences in developing countries as well.

We begin with descriptive evidence indicating that key outcomes of adults and children are strongly correlated with neighborhood poverty rates. Such patterns have motivated the search for compelling approaches to estimate the causal effects of neighborhoods on a range of outcomes. We then sketch a conceptual model that highlights the potential influences of current neighborhoods through contemporaneous (or situational) effects and of past neighborhoods through exposure (or developmental) effects that accumulate during childhood. The hypothesis that neighborhood effects on socioeconomic and health outcomes operate through the length of exposure to different neighborhood environments has been emphasized by Wilson (1987), Jencks and Mayer (1990), and Sampson (2012). A key prediction of the exposure hypothesis is that the gains to moving to neighborhoods with beneficial attributes will be larger for children who are younger at the time of a move and thus exposed for a longer period.

Next, we discuss the findings from recent experimental and quasi-experimental studies for adults and children separately. Our review of the evidence can be summarized in two main points. First, the findings for adults require a nuanced interpretation. Recent work provides little evidence that changing neighborhoods within a city (or commuting zone) has impacts on contemporaneous economic outcomes (at least for adult heads of low-income households). The within-city pattern contrasts with several studies that show longer-distance relocations by adults to higher-wage labor markets (cities or regions) can improve their economic outcomes. The evidence for health outcomes and health-related behaviors (like smoking) is more consistent and suggests that adults benefit from both local and longer-distance moves to higher-opportunity areas. Second, studies of children strongly support the existence of effects in which longer exposure to “better” neighborhood environments during childhood leads to improved long-run outcomes.

We also assess the evidence for different mechanisms that could drive the observed neighborhood impacts. For adults, we discuss how the evidence on the effects of within-city relocation is at least superficially inconsistent with the influential spatial mismatch hypothesis of Kain (1968). The analysis of adult health outcomes suggests that neighborhood stressors and health-related behaviors (like smoking) are key channels. For children, at least five factors appear to be mediators
of place effects: school quality, peer influences, pollution, exposure to violence, and criminal justice policies.

Finally, we discuss the implications of recent studies of neighborhood effects for the design of housing policies and conclude by raising outstanding research questions. Open issues include understanding the relative importance of different mechanisms behind neighborhood effects, assessing the general equilibrium impacts of housing mobility policies and other low-income housing assistance programs, and examining the impacts of place-based neighborhood revitalization policies on the preexisting residents of targeted areas.

Background on Neighborhoods and Outcomes

In this section, we use publicly available US data to conduct descriptive analyses that motivate the idea that place of residence matters. For the unit of analysis, we focus on several geographies analyzed in prior studies of neighborhood effects. The largest units of geography that we consider are commuting zones, which are aggregations of counties based on commuting patterns in the 1990 Census and can be viewed as approximating a local labor market. There are 741 US commuting zones. We also examine relationships at more granular levels such as school districts and census tracts. There are over 12,000 school districts and about 72,000 census tracts in the United States. Census tracts typically have a few thousand residents and come closer to what most people commonly refer to as a “neighborhood.” To classify these geographic areas by economic opportunity, we use the poverty rate from the 2000 Decennial Census. Poverty rates are a widely used measure in the neighborhood-effects literature (Sampson and Sharkey 2008) and can be broadly interpreted as a summary index of the bundle of characteristics associated with a neighborhood (Kling, Liebman, and Katz 2007).

Figure 1 illustrates a strong association between an area’s poverty rate and various outcomes for adults and children. Each panel plots averages based on grouping commuting zones (in panels A, B, and C) or school districts (in panel D) into one of 20 “bins” by poverty rate. The results in panel A show that a one percentage point increase in the poverty rate in a commuting zone is associated with a 0.8 percentage point decline in the adult employment rate using data from the 2000 US Census. Panel B shows that adult health (as measured by life expectancy at age 40) also decreases with the poverty rate. Life expectancy is measured using data from Chetty et al. (2016a) and is based on mortality records from the Social Security Administration.

The results in Figure 1 also show that upward mobility and academic achievement of children both decrease with the poverty rate. The measure of upward mobility is the mean household income (measured at ages 31–37) for children who

1 For our analysis of school district test scores, we rely on poverty rates using measures from the American Community Survey for the years 2007–2011 and 2012–2016.
grew up in each commuting zone and were born to low-income parents (those at the 25th percentile of the income distribution) from the Opportunity Atlas (Chetty et al. 2020a). The measure of achievement is based on the mean of standardized test scores for school districts from the Stanford Education Data Archive. Panels C and D of Figure 1 show that a one percentage point increase in the poverty rate is associated with declines of $371 in a child’s expected adult income and 0.025 standard deviations in academic achievement, respectively. All the relationships in Figure 1 are statistically significant at the 1 percent level, as indicated in the regression results reported in columns 1–4 of Table 1.

Figure 1
Associations between Adult and Child Outcomes and Neighborhood Poverty

Panel A. Adult employment rate (2000)
Panel B. Life expectancy
Panel C. Intergenerational mobility for low-income children
Panel D. Academic achievement

Source: Details on data sources are provided in the notes to Table 1.
Note: This figure provides binned scatter plots of the relationship between the poverty rate and the following measures of average resident outcomes: employment rates, life expectancy, upward mobility, and test scores. The unit of analysis in panels A, B, and C is a commuting zone. In panel D, the unit of analysis is a school district.

Chetty et al. (2020a) created the Opportunity Atlas using data from the US Census and federal income tax returns. They study a sample of 20.5 million children born between 1978 and 1983 who are in their mid-30s in 2014–2015. Children are mapped back to Census tracts where they lived until age 23. They construct a measure of average outcomes by measuring parent and child percentile ranks in the national distribution. The Opportunity Atlas contains measures of the average percentile for children in each area. To aid interpretation of this outcome, we converted their rank outcomes into real 2015 US dollars using the national income distribution.
The correlations between the poverty rate and outcomes are not simply due to broad differences across metropolitan areas. Columns 5 and 6 of Table 1 present correlations between poverty rates and resident outcomes at the census-tract level using data on all US tracts and specifications that control for county fixed effects. These within-county results generate estimates similar to what we observe in the commuting-zone level analysis.

**Table 1**

**Associations between Adult and Child Outcomes and Neighborhood Poverty**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Poverty rate</td>
<td>-0.00821 (0.000)</td>
<td>-0.109 (0.011)</td>
<td>-371.5 (39.907)</td>
<td>-0.0248 (0.0003)</td>
<td>-0.00524 (0.0001)</td>
<td>-384.3 (9.875)</td>
</tr>
<tr>
<td>Observations</td>
<td>741</td>
<td>595</td>
<td>741</td>
<td>12,601</td>
<td>72,416</td>
<td>71,923</td>
</tr>
<tr>
<td>Level of analysis</td>
<td>CZ</td>
<td>CZ</td>
<td>CZ</td>
<td>CZ</td>
<td>Tract</td>
<td>Tract</td>
</tr>
<tr>
<td>Controls</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>County FE</td>
<td>County FE</td>
</tr>
<tr>
<td>Mean</td>
<td>0.578</td>
<td>82.58</td>
<td>35,469</td>
<td>0.0245</td>
<td>0.594</td>
<td>34,455</td>
</tr>
<tr>
<td>R^2</td>
<td>0.533</td>
<td>0.241</td>
<td>0.096</td>
<td>0.456</td>
<td>0.537</td>
<td>0.539</td>
</tr>
</tbody>
</table>

*Note:* This table reports estimates from a regression model where the dependent variable is a measure of adult or child outcomes (specified in each column header) in a geographic area. Geographic areas are commuting zones (CZ), school districts, or Census tracts. The independent variable of interest is a location specific measure of the poverty rate (the fraction of residents living below the poverty line). Columns 1, 2, 3, 5, and 6 use poverty rates from the 2000 Decennial Census. Column 4 uses poverty rates averaged over 2007–2016 from the American Community Survey (the combined files for the years 2007–2011 and 2012–2016). The dependent variables in columns 1 and 5 are measures from the 2000 Decennial Census. Column 2 uses the life expectancy measure from Chetty et al. (2016a,b) based on mortality data from Social Security Administration death records. Columns 3 and 6 use the “Upward Mobility” measure from the Opportunity Atlas (Chetty et al. 2020a,b) which is the mean later-life household income rank (measured at ages 31–37) for children whose parents were at the twenty-fifth percentile of the national income distribution. Column 4 uses the test-based achievement measure from the Stanford Education Data Archive (SEDA) which is an estimate of mean test scores on a cohort standardized scale. The test score means are constructed using data from the National Assessment of Educational Progress (NAEP) as detailed in Fahle et al. (2019). Standard errors are clustered at the county level in columns 5 and 6.

The correlations between the poverty rate and outcomes are not simply due to broad differences across metropolitan areas. Columns 5 and 6 of Table 1 present correlations between poverty rates and resident outcomes at the census-tract level using data on all US tracts and specifications that control for county fixed effects. These within-county results generate estimates similar to what we observe in the commuting-zone level analysis.

**Figure 2** provides another illustration of within-city patterns using Chicago as an example and provides maps of tract-level poverty rates, adult employment, and child outcomes. Dark red indicates areas with relatively worse outcomes (for example, higher poverty) while dark blue areas have better outcomes (like lower poverty). Panel A shows substantial variation in poverty rates within the city. The high poverty tracts are predominately located in the western and southern areas. In line with the results from Table 1, panels B and C show that these high-poverty areas are also those where adults have the lowest employment rates and low-income children have the least upward mobility.

Associations between neighborhood poverty and individual contemporaneous and longer-term outcomes could be driven by two very different sources. One possibility is that neighborhood environments have causal impacts on adults and
children. Another possibility is that the observed patterns reflect the non-random sorting of the types of people who end up living in disadvantaged areas. In the next section, we sketch a model of neighborhood effects and use it to illuminate the need for experimental or quasi-experimental approaches to estimate causal neighborhood effects.
Conceptual Framework for Neighborhood Effects

Models in economics and sociology postulate a “production function” relationship in which the outcomes for an individual (such as earnings, health status, or academic achievement) are influenced by both contemporaneous and developmental neighborhood effects in addition to family inputs. Developmental neighborhood effects (also called “exposure effects”) are typically hypothesized to depend on the length of past exposure to neighborhoods of different quality, especially during childhood. In addition, neighborhood environments might also have larger and long-lasting impacts at certain ages, like early childhood or the start of adolescence, as embodied in the “critical age effects” hypothesis (Almond and Currie 2011; Heckman and Mosso 2014). Note that neighborhood effects can operate through multiple channels including peer influences, neighborhood safety and exposure to violence, school quality, the physical environment, and access to employment and criminal opportunities (Kain 1968; Wilson 1987; Jencks and Mayer 1990; Glaeser, Sacerdote, and Scheinkman 1996).

A prominent approach to analyzing neighborhood effects is the canonical linear-in-means model of social interactions that features only contemporaneous effects (Manski 1993; Brock and Durlauf 2001). In this model, the impact of neighborhoods stems from three sources. First, endogenous (peer) effects arise due to the propensity for individual behavior to depend on the expected (mean) behavior of their neighborhood peers. Second, exogenous effects represent the possibility that individual behavior is shaped by the average characteristics of neighbors (such as their income and education). Third, correlated effects refer to the fact that individuals within a neighborhood face the same institutional and physical environments including schools, law enforcement policies, and levels of pollution.

In this canonical model, it is typically not possible to identify endogenous effects separately either from exogenous effects or from unmeasured correlated effects (Manski 1993). However, a reduced form can be estimated to provide evidence of contemporaneous neighborhood effects by regressing the outcome of interest on an individual’s own characteristics, the mean characteristics of current residential neighbors (like their socioeconomic background), and other current neighborhood characteristics (like school resources). The reduced form estimates can provide suggestive evidence for the presence of peer effects (from the impacts of mean neighbor background characteristics) and effects of neighborhood attributes (from the impacts of specific neighborhood characteristics). Experimental or quasi-experimental variation in peer behavior is needed to estimate causal endogenous peer effects as in the randomized field experiments analyzed by Duflo and Saez (2003) and Bursztyn et al. (2014).

For a formal exposition of the model behind our thinking in this paper and how it leads to some of the prominent equations that are estimated in empirical work, see online Appendix A available with this paper at the JEP website. Topa and Zenou (2015) provide a more detailed overview of theoretical models of neighborhood effects.
More recently, much attention has focused on models that center solely on developmental neighborhood effects for children. For example, Chetty and Hendren (2018) study the impacts of moving a child to a new neighborhood where other children typically do well. They characterize neighborhoods by measuring the mean adult outcomes of children who spend their entire childhood in an area (“permanent residents”). Their approach studies children who moved at different ages and examines how their later-life adult outcomes vary with the duration of childhood exposure to more advantaged neighborhoods. The idea that neighborhoods have exposure effects also has been examined in observational studies in sociology (Wodtke, Harding, and Elwert 2011; Sharkey and Faber 2014) and is closely related to models of social capital in economics (Loury 1977; Glaeser, Laibson, and Sacerdote 2002).

Persuasive statistical identification of contemporaneous or developmental neighborhood effects can be challenging due to non-random selection of people into neighborhoods. The neighborhood-effects literature has followed broader trends in economics to address self-selection bias by using experimental and quasi-experimental approaches. The key feature is that the analysts study settings in which there is substantial random (exogenous) variation in exposure to different neighborhood environments. Such an approach is clearest in research using the experimental data from the Moving to Opportunity demonstration. Other studies that rely on quasi-experimental methods address concerns over selection bias by comparing groups where the variation in neighborhood exposure approximates random assignment.

Evidence on Neighborhood Effects for Adults

Beginning in 1994, the Moving to Opportunity housing mobility demonstration randomized access to housing vouchers and assistance in moving to less-distressed communities to about 4,600 families living in public housing projects located in deeply impoverished neighborhoods in five cities: Baltimore, Boston, Chicago, Los Angeles, and New York. The program randomized families into three groups: 1) a low-poverty voucher group (also called the “experimental group”) that was offered housing-mobility counseling and restricted housing vouchers that could only be used to move to low-poverty areas (Census tracts with 1990 poverty rates below 10 percent); 2) a traditional voucher group that was offered regular Section 8 housing vouchers that had no additional locational constraints (also called the Section 8 group); and 3) a control group that received no assistance through the program.

The Moving to Opportunity experiment generated large changes in neighborhood environments. One year after baseline, the average adult in the control group was living in a neighborhood with a tract poverty rate of 50 percent. Moving with a low poverty or traditional voucher reduced average tract poverty rates by 35 and 21 percentage points, respectively (Ludwig et al. 2013). At the time of the final follow-up survey conducted 10 to 15 years after random assignment, the Moving
to Opportunity groups showed large differences in duration-weighted average neighborhood poverty rates since program entry. Also, families in the experimental voucher group reported feeling safer in their neighborhoods and less likely to have observed conditions of local disorder such as drug activity.

Policymakers had hoped that moves through Moving to Opportunity would generate gains in work and reductions in welfare participation for the adult household heads, but there is little evidence of improved economic self-sufficiency from moves to lower-poverty neighborhoods for adults. For example, Kling, Liebman, and Katz (2007) find no detectable impacts on economic self-sufficiency four to seven years after random assignment, and Ludwig et al. (2013) find a similar pattern 10 to 15 years after random assignment. Chetty, Hendren, and Katz (2016) use administrative Internal Revenue Service records to conduct a longer-term analysis and similarly find no statistically significant effects of Moving to Opportunity vouchers on earnings or employment of adults.

At the same time, the Moving to Opportunity program did generate statistically significant improvements in physical and mental health as well as subjective well-being for adults. Specifically, the low-poverty voucher group experienced a decreased incidence of extreme obesity and diabetes (Ludwig et al. 2011), a reduction in psychological stress and increase in calmness and tranquility (Katz, Kling, and Liebman 2001; Kling, Liebman, and Katz 2007), and an increase in subjective well-being (Ludwig et al. 2012) in the short-run (one to three years after random assignment), interim (four to seven years after random assignment), and final (10 to 15 years after random assignment) follow-up surveys.

Since the launch of the Moving to Opportunity demonstration experiment, studies of natural experiments generated by housing assistance policies have provided further evidence on neighborhood effects for adults.4 Chyn (2018) examined neighborhood effects for adults by studying public housing demolitions in Chicago during the 1990s. To estimate causal impacts, Chyn compared displaced and non-displaced public housing residents who appear similar before some were displaced by the demolition. This approach revealed that demolition notably improved residential outcomes, as displaced households typically relocated to areas with less poverty and lower crime rates. Despite improvements in neighborhood quality, there were no statistically significant impacts on employment, earnings, or participation in social assistance programs for the displaced adults who had children. In line with these results from Chicago, Haltiwanger et al. (2020) study a broader national set of public housing demolitions and find that displaced adult household heads experience no employment or earnings gains over the next ten years even when moving to neighborhoods with greater nearby job accessibility.

4In the context of a low-income country, Barnhardt, Field, and Pande (2017) studied an urban housing lottery in India that provided winning residents of slums with the opportunity to move to improved housing in a new neighborhood. They found that 14 years after the housing allocation, lottery winners lived in safer and cleaner locations, but there was no evidence of improvements in other socioeconomic outcomes such as income or labor force participation.
Recent studies of within-country regional migration provide additional evidence on the importance of place effects for adults. Deryugina, Kawano, and Levitt (2018) and Deryugina and Molitor (2020) use a quasi-experimental approach to estimate impacts of relocation due to Hurricane Katrina on income and health, respectively; specifically, they compare outcomes for displaced New Orleans residents with a comparison group living in similar US cities using a difference-in-difference framework. They find long-run improvements in labor market outcomes and reductions in mortality for the elderly, which were likely driven by the fact that Hurricane Katrina victims typically moved to areas with stronger labor markets and better health outcomes. Collins and Wanamaker (2014) and Boustan (2016) study the Great Migration—the massive movement of African-Americans from the rural South to urban areas in the North—and find large increases in earnings based on a sibling fixed effects approach. Finally, Black et al. (2015) and Johnson and Taylor (2019) study historical US rural–urban migration using instrumental variable strategies. Their results show that moving to urban areas was damaging for health and that this impact may have been mediated by changes in migrant health-related behaviors.

Overall, the experimental and quasi-experimental evidence on adults suggests two main findings. First, relocation within a city or commuting zone does not seem to improve earnings or other economic outcomes for adults, but long-distance migration to higher-wage areas or stronger labor markets generates notable economic gains. The significant negative cross-sectional relationship for adult employment and neighborhood poverty within a commuting zone (column 5 of Table 1) appears to largely reflect selection and residential sorting. Place effects on contemporaneous adult labor market outcomes appear to operate at a broader geographic level (the local labor market, commuting zone, region, or country) than one’s residential neighborhood within a commuting zone. Second, place of residence has large impacts on physical and mental health outcomes for adults in studies of both within-city and cross-city moves.

**Mechanisms for Adults**

What do the empirical findings for adults imply for theories of neighborhood effects? The conclusion that within-commuting-zone moves into areas with higher employment have little impact on economic outcomes for low-income minority household heads superficially appears to be inconsistent with the “spatial mismatch
hypothesis” (Kain 1968; Wilson 1987; Holzer 1991). This hypothesis posits that racial economic disparities have resulted in part from unequal access to suburban job opportunities: that is, as a large number of jobs and white residents shifted from urban to suburban areas in the post-1950s period, a combination of housing market discrimination and poor public transportation options limited the access of racial and ethnic minorities to those jobs. A contributing factor could be greater discrimination against minority job applicants by employers in more affluent and mostly white neighborhoods, as found by Agan and Starr (2020) in a recent randomized audit study. An augmented spatial mismatch model potentially consistent with the findings in mobility studies is one in which housing market discrimination coupled with high commuting costs could reduce the labor market options for minority workers, effectively increasing employer monopsony power in the low-wage labor market, and thereby serving to reduce employment rates and wages for less advantaged minorities throughout a metropolitan area.

For adult health, recent studies are consistent with two broad conclusions regarding theory and mechanisms. First, exposure to community disorder and violence has adverse impacts on mental health. Participants in the Moving to Opportunity demonstration stated that concerns about neighborhood violence and crime were the primary motivations for their desire to move out of public housing, and the moves to lower-poverty areas were associated with reductions in neighborhood crime rates and increases in neighborhood collective efficacy. These moves to higher-opportunity neighborhoods also led to lower self-reports of criminal victimization and improved perceptions of neighborhood safety (Katz, Kling, and Liebman 2001; Kling, Liebman, and Katz 2007; Ludwig et al. 2013). Second, place of residence may help to shape health behaviors. For example, Black et al. (2015) and Johnson and Taylor (2019) provide suggestive evidence that historical US rural–urban migration increased mortality due to changes in smoking behavior and alcohol consumption. Moreover, Kling, Liebman, and Katz (2007) find that the reductions in obesity and the mental health gains for the low-poverty voucher treatment group in Moving to Opportunity were modestly associated in the medium-term with increases in physical exercise and dietary shifts toward fruits and vegetables.

Evidence on Neighborhood Effects for Children

In the initial Moving to Opportunity studies, researchers focused on older children and found mixed evidence on the effects of moving to low-poverty neighborhoods. For example, Kling, Liebman, and Katz (2007) found beneficial effects on education, risky behaviors, and physical health for female youth in the five-year post-enrollment survey. However, the beneficial impacts for teenage girls stood in

---

6 In contrast, the finding of Haltiwanger et al. (2020) that labor market outcomes at age 26 for children displaced in public housing demolitions are positively related to neighborhood job accessibility is consistent with the traditional spatial mismatch hypothesis playing a role for young minority adults.
contrast to adverse effects of moving for teenage boys. To study these gender differences in effects, Clampet-Lundquist et al. (2011) collected in-depth interviews for a subsample of children in the experiment. They found that gender differences in daily routines, the ability to fit in with neighborhood norms, and neighborhood navigation strategies may have contributed to how girls appeared to benefit more than boys from moves to lower-poverty neighborhoods.

Only recently has enough time passed to study long-run outcomes for the younger children in the Moving to Opportunity demonstration. Chetty, Hendren, and Katz (2016) linked the Moving to Opportunity sample to administrative tax records to study impacts for children of all ages. A major goal of their analysis was to study whether the duration of childhood exposure to new neighborhood environments matters. They do this by comparing program impacts on younger children (those younger than age 13 at random assignment) to older children (those who were 13 to 18 years old at random assignment). They found substantial positive effects on adult earnings and the likelihood of attending college for younger children in the experimental treatment group. However, Chetty, Hendren, and Katz found no detectable effects (or even negative impacts) on longer-run measures of adult earnings and college attendance for older children in the experimental treatment group. The long-run economic gains from moves to lower-poverty areas for the younger children and, if anything, the adverse effects for the older children in Moving to Opportunity are apparent and similar in magnitude for both male and female children, despite the observed gender differences in short-run adjustments to new neighborhood environments.

The differential pattern of treatment effects on economic outcomes for younger and older children in the Moving to Opportunity experiment are consistent with a model that contains a disruption cost for moving to a different type of neighborhood and allows the benefits from relocating to lower poverty areas to be proportional to the duration of exposure during childhood. Exposure effects can be sufficiently large to outweigh a disruption cost when moves occur at early ages. Disruption effects may occur because moving to a different environment in childhood, especially during adolescence, could have negative impacts on social ties or other adverse effects on development (Wood et al. 1993).

Chyn (2018) provides further evidence on the importance of childhood neighborhoods by exploiting the vagaries of timing and choice of units impacted by public housing demolitions. He finds that public housing demolitions in Chicago led to relocations to lower-poverty neighborhoods and significantly improved the later-life labor market and criminal justice outcomes for children. Notably, he found
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7 Other studies have considered long-run impacts of Moving to Opportunity on additional outcomes. Pollack et al. (2019) find that moving led to reductions in annual hospital spending for younger children. Miller and Soo (2021) detect increases in credit scores and credit use for those making Moving to Opportunity moves as young children.

8 Additional work by Chyn and Haggag (2020) shows that children displaced by public housing demolitions were much more likely to be politically active relative to their non-displaced counterparts.
the long-run positive impacts are larger for children displaced before age 13.\footnote{Jacob (2004) similarly provides evidence of the short-run effects on children of public housing demolitions in Chicago. He used data from Chicago Public Schools and found no beneficial impacts of relocation due to demolition on high school graduation or academic achievement. Haltiwanger et al. (2020) study a national sample of public housing demolitions and find large long-run labor market gains from public housing demolition for children at ages 10 to 18 years at the time of the demolition.} In a similar vein, Nakamura, Sigurdsson, and Steinsson (2021) study long-term effects of forced relocation due to a 1973 volcanic eruption in Iceland. They find increased earnings and educational outcomes for the displaced, but only for those who were younger than age 25 at the time of the eruption. Overall, the results from these two quasi-experimental settings are in line with the childhood exposure evidence in Chetty, Hendren, and Katz (2016).

Some of the most compelling evidence of neighborhood exposure effects for children can be found in Chetty and Hendren (2018). They use quasi-experimental methods and tax records to study US children (born from 1980 to 1988) from seven million families that moved across commuting zones. They compared outcomes for children whose families moved when they were different ages to understand how effects vary with the duration of time spent living in more-advantaged areas (those where the children of permanent residents have higher average outcomes). Their approach identifies childhood neighborhood exposure effects under the assumption that selection effects do not vary with the child’s age at move among families moving across the same types of locations. Chetty and Hendren used three primary approaches to support the reasonableness of this assumption: 1) their results are robust to controlling for family fixed effects (thereby relying only on the variation in neighborhood exposure among siblings); 2) their findings are robust to controlling for time-varying observable family characteristics reflecting changes in parental economic circumstances; and 3) they obtain similar results when focusing on a subset of moves that are likely to be driven by plausibly exogenous regional shocks such as natural disasters.

The findings of Chetty and Hendren (2018) reveal significant neighborhood exposure effects on intergenerational mobility: the adult incomes of children who moved converge to the adult incomes of children of permanent residents in the destination at a rate of 4 percent per year of childhood exposure. In other words, this estimate suggests that a young child who moves at birth to a better area and stays there for 15 years would pick up 60 percent of the difference in permanent resident adult economic outcomes between their origin and destinations. Additional work has shown that there are similarly large exposure effects for other long-term outcomes such as college attendance, marriage, teenage birth rates, and incarceration (Chetty and Hendren 2018; Chetty et al. 2020a).

Several recent papers have used the same empirical framework from Chetty and Hendren (2018) and replicated their findings using data from other countries. Deutscher (2020) finds evidence of exposure effects on labor market outcomes using tax records from Australia. Notably, his analysis estimated exposure effects
from infancy onward and showed that exposure effects in his setting are largest in the teenage years. Laliberté (2021) detect exposure effects on educational attainment in Canada using academic records from Montreal. His estimates are of similar magnitude in Chetty and Hendren (2018): educational attainment of movers converges linearly at a rate of 4.5 percent per year.

Broadly speaking, these recent experimental and quasi-experimental studies provide robust evidence that childhood neighborhood of residence matters for long-run outcomes. In particular, the effects of moving at early ages to more advantaged neighborhoods seem positive for labor market outcomes (Chetty, Hendren, and Katz 2016; Chyn 2018; Chetty and Hendren 2018; Nakamura, Sigurdsson, and Steinsson 2021; Deutscher 2020) and long-run schooling (Chetty, Hendren, and Katz 2016; Chyn 2018; Chetty and Hendren 2018; Laliberté 2021). In terms of adverse outcomes, the effects of moving at early ages to higher opportunity neighborhoods is negative for teenage pregnancy (Chetty and Hendren 2018), incarcerations (Chetty et al. 2020c), and hospitalizations (Pollack et al. 2019). Thus, increased childhood exposure to better neighborhood environments generates beneficial impacts on long-run economic, schooling, social, and health outcomes.

Mechanisms for Children

This section discusses the evidence on several mechanisms thought to mediate the impacts of childhood neighborhoods on long-run outcomes: school quality, peer influences, pollution, exposure to violence, and criminal justice policies. Each of these channels varies substantially across US cities and neighborhoods due to socioeconomic and race-based residential segregation. Recent studies provide compelling causal evidence in support of each of these mechanisms. In contrast, the recent evidence suggests the causal component of childhood neighborhood exposure effects is not mediated by improvements in parental income.

First, lower poverty neighborhoods might also have greater school resources and better-performing schools. During the past decade or so, many studies have used lottery-based admissions to estimate, using experimental methods, the effect of attending schools with higher levels of teacher quality or school value-added. These studies have found that attending higher-quality schools improves academic achievement (as measured by standardized exams) increases postsecondary education attendance, and reduces the incidence of risky behaviors such as criminal
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10In contrast, Oreopoulos (2003) is a compelling quasi-experimental study that finds no evidence of childhood neighborhoods affecting adult economic outcomes. Specifically, he compares long-run outcomes for children who were assigned to live in different public housing projects in Toronto and finds that the children’s long-run labor market outcomes are not systematically related to the neighborhood environments surrounding their residential public housing projects. One possible explanation is that neighborhood effects operate at a hyperlocal level (limited to the area within the public housing project), and the environment within public housing projects is similar across projects despite substantial variation in the broader surrounding neighborhood environments.
activity or teenage pregnancy (Hastings and Weinstein 2008; Deming 2011; Dobbie and Fryer 2015). In addition, research using quasi-experimental methods has shown that increases in school funding have large impacts on academic achievement, educational attainment, and adult earnings and health outcomes for students from low-income families (Jackson, Johnson, and Persico 2016; Jackson and Mackevicius 2021). In this vein, Laliberté (2021) finds that 50 percent or more of the gains in educational attainment from moving to a better neighborhood in Montreal is driven by increased access to higher-quality schools.

However, the findings from the Moving to Opportunity experiment and the Chicago public housing demolitions indicate that increased academic achievement as measured by standardized test scores was not a mediating factor that led to the realized increases in college attendance and improved adult incomes for younger children moving to lower-poverty areas (Ludwig et al. 2013; Jacob 2004; Chyn 2018). One possibility is that schools in more affluent neighborhoods may still play a role for less advantaged students through improvements in non-cognitive skills and non-academic schooling outcomes such as disciplinary infractions. Jackson (2018) finds strong evidence that teacher value-added in non-cognitive skills as measured by non-test score behaviors (absences, suspensions, course grades, and grade repetition) is distinct from test score effects and has substantial impacts on longer-run student outcomes. Childhood exposure effects from schools and broader neighborhood environments could also partially be mediated by factors associated with cultural adaptability, as suggested by the finding that moves to lower-poverty areas for younger Black children in Moving to Opportunity increased the use of Standard American English as compared to African-American Vernacular English (Rickford et al. 2015).

Second, strong evidence on the impact of the influence of peers in one’s community comes from studies of criminal behavior. Damm and Dustmann (2014) study a Danish natural experiment generated by a policy that quasi-randomly assigned refugee households to municipalities throughout the country: refugee children assigned to areas with higher shares of youth criminals are significantly more likely to have later-life criminal convictions. Billings, Deming, and Ross (2019) study children within small neighborhood areas in North Carolina and show that their likelihood of being arrested together (that is, being criminal partners) is higher when they attend the same school, especially for neighborhood peers who are the same race and gender.

Third, high-poverty neighborhoods typically have the greatest exposure to air pollution, water quality problems, and lead (Bernard and McGeehin 2003; Colmer et al. 2020). For children, greater exposure to air pollution has negative impacts on early-life health (Chay and Greenstone 2003; Currie and Walker 2011), human capital (Heissel, Persico, and Simon forthcoming), and labor market outcomes (Isen, Rossin-Slater, and Walker 2017). Childhood exposure to lead has negative effects on a wide range of outcomes (Aizer et al. 2018; Aizer and Currie 2019). High-poverty and high-minority share neighborhoods (especially historically redlined areas) also have land surface features leading to higher temperatures and more extreme heat exposure for residents than more advantaged (and non-redlined)

Fourth, exposure to neighborhood violence affects children. Sharkey (2010) studies the impact of local homicides using a difference-in-difference approach that relies on variation in the location and timing of homicides. He finds notable short-run effects for minority children: African-American children recently exposed to homicides in their block group have lower scores on vocabulary and reading assessments. Ang (2021) uses a similar research design and shows hyperlocal exposure to violence in the form of killings by police during adolescence has longer-lasting impacts in the form of reduced rates of high school graduation and college enrollment.

Fifth, local public goods related to the criminal justice system have important impacts on long-run child outcomes. Derenoncourt (2020) finds that Northern cities that received more Black migrants during the twentieth century had lower rates of upward mobility for Black children born in the 1980s. As potential mediators driving this negative impact on mobility, she shows that Black migration also resulted in greater spending on police and higher rates of incarceration. Similarly, Baran, Chyn, and Stuart (2020) provide complementary evidence suggesting that increases in county-level incarceration rates reduced rates of Black economic opportunity between 1940 and 1990. More aggressive local policing behavior and increased incarceration risk could negatively affect children by reducing the incentive to invest in human capital (Lochner 2004).

Finally, an important implication of recent housing mobility research is that causal childhood exposure effects from moving to higher opportunity areas are not driven by parental income gains. Studies of the Moving to Opportunity demonstration and Chicago public housing demolitions found no evidence that relocating to less distressed areas had impacts on the economic outcomes of adults, but both settings revealed large long-run gains for younger children (Ludwig et al. 2013; Chetty, Hendren, and Katz 2016; Chyn 2018).

Some Implications for the Design of Housing Voucher Policies

Policymakers have become increasingly concerned about the effects of neighborhoods, given persistently high and rising levels of residential segregation by income—particularly for households with children (Owens 2016; Reardon et al. 2018). Rental vouchers and housing allowance programs for low-income households are major forms of assistance provided in developed countries (Priemus, Kemp, and Varady 2005). The Housing Choice Voucher program (previously known as the Section 8 program) is the largest form of housing aid for US disadvantaged households and aids approximately 2.3 million low-income families annually (Collinson, Ellen, and Ludwig 2015). There are similarly large housing subsidy programs in the United Kingdom and Chile.
The latest generation of neighborhood-effects studies suggest three lessons for housing voucher policies that provide portable rental support to low-income families. First, designing vouchers so that families are encouraged and helped to move to low-poverty or otherwise more advantaged areas is a crucial program feature. US housing voucher recipients typically do not use their vouchers to move to high-opportunity areas (Collinson and Ganong 2018). Evidence from the Moving to Opportunity demonstration, the Baltimore Regional Housing Program (DeLuca and Rosenblatt 2017), and the more recent Creating Moves to Opportunity program in Seattle (Bergman et al. 2020) indicates that housing mobility counseling services that provide customized assistance and encouragement can notably increase the rate at which voucher recipients move to higher-opportunity areas.\(^\text{[1]}\)

Second, the social benefit–cost ratio (or the marginal value of public funds) for housing voucher programs are likely highest if the vouchers are targeted to families with young children (Hendren and Sprung-Keyser 2020). Children who move to higher-opportunity areas at younger ages have longer potential childhood exposure, which consistently leads to improved long-run outcomes. This implies that the common use of voucher waitlists—where eligible families may wait years while their children age—may be ineffective relative to prioritizing families with younger children.

What are the estimated benefits and costs to targeting housing vouchers to families with young children and encouraging moves to better neighborhoods? Chetty, Hendren, and Katz (2016) provide an assessment of this question from the perspective of the public housing families that participated in the Moving to Opportunity experiment. They find that the experimental vouchers increased annual earnings by $3,477 for children whose families moved before they were age 13. Using relatively conservative assumptions, they estimate that using a voucher to move to a high-opportunity neighborhood for a typical public housing family with two young children would increase the children’s lifetime earnings by $198,000 and tax revenue by $22,400 (in present value). On the cost side, their estimate is based on the cost of providing housing mobility counseling because the fiscal costs of housing vouchers are equivalent to or less than those of providing place-based public housing (Olsen 2000). In the Moving to Opportunity program, the average cost of mobility counseling was $3,789 per family who took up a voucher (Goering et al. 1999). The findings suggest that the benefits substantially exceed the cost of providing a targeted voucher with mobility counseling instead of traditional public

\(^{[1]}\)Recent studies show that several alternatives to intensive mobility counseling (such as financial incentives or low-intensity counseling) are much less effective in increasing the share of voucher holders moving to high-opportunity neighborhoods (Bergman et al. 2020; Schwartz, Mihaly, and Gala 2017). For example, one prominent approach, termed Small Area Fair Market Rents (SAFMRs), is to encourage families to move to higher-opportunity areas by offering higher voucher payment standards in high-rent ZIP codes. Collinson and Ganong (2018) and Bergman et al. (2020) find that SAFMRs induced modest increases in moves to higher-quality neighborhoods in Dallas and in Seattle-King County, but not nearly as large an impact as when SAFMRs are combined with customized mobility counseling as in the Creating Moves to Opportunity demonstration.
housing support, both for taxpayers and for the low-income families with young children themselves.

Finally, a third lesson is that using vouchers to facilitate low-income households to move to higher-opportunity neighborhoods within the same metropolitan area is unlikely on its own to improve the economic outcomes of adults in the relocating households. Macroeconomic or regional policies that increase overall local economic activity and labor market tightness appear more promising. Much research has found that economic conditions at the commuting zone (or state) level have strong impacts on the employment outcomes of minorities and those with less education (Hoynes, Miller, and Schaller 2012). Recent literature also uncovers persistent effects on employment outcomes from commuting zone-level recession shocks (Yagan 2019), declines in manufacturing (Charles, Hurst, and Schwartz 2019), and international trade shocks (Autor, Dorn, and Hanson 2013). Policies that improve the human capital, occupational skills, and connections to employers of low-wage workers living in high-poverty areas also have potential. An experimental evaluation of the Jobs Plus program, an employment program operating in high-poverty public housing projects, found long-lasting positive impacts on earnings (Riccio 2010). In addition, some combination of better access to public transportation and housing opportunities could lower job search and commuting costs, thereby improving work outcomes for residents of disadvantaged neighborhoods. Holzer, Quigley, and Raphael (2003) found such a pattern in the case of the expansion of the Bay Area Rapid Transit (BART) system in the San Francisco Bay Area.

Discussion and Conclusion

In the past two decades, new experimental and quasi-experimental studies have pushed the frontier of research on neighborhood effects. The work surveyed indicates that residential neighborhoods within a metropolitan area matter for adult health and well-being but have little causal impact on contemporaneous adult labor market outcomes (at least for the heads of low-income households). Adult economic outcomes are shaped more by overall commuting zone or regional labor market opportunities. In contrast, the emerging consensus for children is that living in a higher-opportunity neighborhood has substantial beneficial causal impacts on a number of socioeconomic outcomes.

How do the results from the recent studies discussed in this essay change the interpretation of previous studies of neighborhood effects? There are two main implications. First, the findings strongly imply that traditional observational studies of the neighborhood effects are likely to suffer from substantial selection bias leading to overestimates of neighborhood influences on adult economic outcomes within a
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12 Sectoral employment programs also appear particularly promising for disadvantaged workers. Evidence from the WorkAdvance demonstration and the Year Up program show that providing training and placement into higher-wage occupations notably improves worker outcomes (Katz et al. 2020).
metropolitan area. For example, several studies have used non-experimental methods to study adult movers and found large effects on labor market outcomes (Fauth, Leventhal, and Brooks-Gunn 2004; Weinberg, Reagan, and Yankow 2004; Clampet-Lundquist and Massey 2008). Although selection bias is not the only explanation for the discrepancy between earlier observational studies and more recent work based on experiments and plausible quasi-experiments, Harding et al. (2021) provide evidence suggesting that selection bias plays a large role in driving the findings of traditional non-experimental studies of neighborhood effects on adult economic outcomes.

Second, recent findings reshape our understanding of the nature of neighborhood effects for children. Specifically, the analyses by Chetty and Hendren (2018), Chetty, Hendren, and Katz (2016), and Chyn (2018) provide strong evidence that neighborhoods affect outcomes through childhood exposure effects. The Moving to Opportunity experiment generated beneficial impacts on long-run economic outcomes of moves to higher-opportunity areas only for younger children who received a larger “dosage” of childhood exposure to improved neighborhood environments relative to their older counterparts. Disruption costs of moves across different types of neighborhoods could potentially outweigh the small exposure gains for older children.

We conclude by discussing several directions for further research. Future work related to mechanisms remains an ongoing research issue. For example, we know little about the relative importance of the different mechanisms that are typically “bundled” together within a neighborhood. In other words, how much does school quality matter relative to other characteristics of a local area such as peers or neighborhood safety? A better understanding of the weight of each of these neighborhood factors may improve policy responses. The deep integration of qualitative (ethnographic) research into experimental and quasi-experimental research designs, as in the Moving to Opportunity and the Creating Moves to Opportunity projects, also represents a promising direction to generate more nuanced and realistic insights into the mechanisms behind neighborhood effects (Clampet-Lundquist et al. 2011; Bergman et al. 2020).

More work is also needed to understand both the general equilibrium effects of scaling-up housing mobility policies and the impact of other policies that shape residential choice. For example, increases in the share of low-income to high-income residents in high-opportunity neighborhoods could generate aggregate gains, because neighborhoods appear to matter less for outcomes of high-income children (Chetty et al. 2020a) and may be desirable on distributional grounds. Changes in the supply of housing might also occur in the long-run from shifts in housing demand across neighborhoods due to housing mobility programs. These general equilibrium effects could be quantified through research methods combining experimental and quasi-experimental sources of variation in neighborhood choices with more structural approaches as in Galiani, Murphy, and Pantano (2015), Davis, Gregory, and Hartley (2019), Diamond and McQuade (2019), and Chyn and Daruich (2021). In addition, understanding the effects of local land-use regulations (like restrictions on multi-family housing) and housing market discrimination on
access to high-opportunity neighborhoods for low-income and minority families remains a crucial related research area (Glaeser 2017; Rothstein 2017).

A final frontier research area involves the estimation of the impact of place-based policies to improve low-income neighborhoods on the intended beneficiaries—the incumbent (preexisting) adult residents and their children. Place-based policies focusing on business tax incentives such as Enterprise Zones and Opportunity Zones do not appear to be effective in improving job creation and economic opportunities in low-income areas (Bartik 2020). Public housing redevelopment efforts via the federal HOPE VI program have improved the trajectories of high-poverty and racially segregated neighborhoods—but possibly by displacing poorer and non-white residents (Tach and Emory 2017). More comprehensive and community-driven, place-based investment policies such as the federal Empowerment Zones appear to have improved area economic outcomes in repeated cross-section analyses (Busso, Gregory, and Kline 2013), but it is less clear if the gains accrue to preexisting residents or reflect changes in neighborhood sorting and accrue to in-migrants.

Newly available longitudinal administrative data sets should allow future research to examine effects of place-based policies on preexisting residents. Haltiwanger et al. (2020) is a start in this direction, specifically for understanding the impacts of place-based urban renewal programs such as the HOPE VI public housing demolitions. Similarly, Garin and Rothbaum (2020) link individuals from the 1940 Census of Population to their economic outcomes many years later in Social Security earnings data. They exploit quasi-experimental variation across counties in the construction of government-financed manufacturing plants for World War II, finding substantial positive impacts on local economic development and persistent gains in the adult earnings of children who lived in treated counties prior to the war. Further analyses of contemporary place-based policies and community development programs using linked administrative data sets (from the US Census Bureau and for many European countries) would be a valuable addition.

We thank Peter Bergman, Raj Chetty, Nathan Hendren, Jens Ludwig, and Christopher Palmer for helpful suggestions and comments. We also thank Camille Baker and the team at Opportunity Insights for creating the maps that are included in this work.
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In reckoning with the presence and evolution of gender gaps in wages and employment, scholars have identified that occupation matters. One’s occupation reflects the influence of the narrowing effects of both formal barriers presented by the market and an individual’s personal choices and interests. In terms of policy, it would be helpful to understand the extent to which gender gaps in wages and employment are predetermined by sorting that happens before a worker enters the labor market and lands in an occupation.

For many workers, pre-market sorting is unobservable. For college-educated workers, such sorting can be observed in one’s undergraduate major. Before entering the labor market, college-educated workers are faced with a menu of potential undergraduate college majors that is nearly as varied as the opportunities to specialize in an occupation once in the market. Although there has been convergence over time, men and women continue to cluster in different undergraduate majors. In this paper, we show that generations of college-educated women in the United States have sorted into majors that systematically lower their potential wages relative to men. Even when men and women have sorted into the same major, women subsequently sort into occupations with lower potential wages.
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We do not attempt to unravel the underlying dynamics that lead men and women to cluster into different majors and occupations. Instead, we document the extent to which this sorting occurs before and after entry into the market. We define a new set of summary statistics that allow the reader to consider sorting in a price space, better understand the linkages between major and occupation, and assess the independent contributions of major and occupation to gender gaps in wages and employment.

In order to do this, we take advantage of a large multi-cohort data set linking detailed undergraduate major to subsequent occupations in a way that was not available until recently. We use data from the American Community Survey (ACS) that includes questions about undergraduate major for millions of college-educated individuals. Starting in 2009, these questions were asked for people of all ages, which allows us to explore how patterns of sorting into both majors and occupations have changed across cohorts ranging from those born in the 1950s through the early 1990s. The data also include information about individuals’ current labor market status, allowing us to link undergraduate major to occupation and wages for multiple cohorts of men and women.

To weigh the economic implications, we introduce the concept of a “potential wage” as the earnings one would receive, largely absent the effect of market influences such as discrimination or disruptions in job tenure. In other words, the potential wage assigns everyone within a category of occupation or major the same hourly wages—that of the median middle-aged, US-born, White male within the category. In doing so, we hope to better home in on the question: How much of the gender wage gap among college graduates can be explained by sorting into undergraduate majors with different earnings potential?

We find that women are systematically sorted into majors with lower potential wages relative to men. For example, Aerospace Engineering, one of the highest potential wage majors, is 88 percent male, while Early Childhood Education, one of the lowest potential wage majors, is 97 percent female. We also find that such patterns are long-standing and have been slow to converge. Overall, college-educated women born in the 1950s matriculated with majors that had potential wages 12 percent lower than men from their cohort. That gap fell to about 9 percent for the 1990 birth cohort. Even after some convergence in major sorting between men and women during the last 40 years, the youngest birth cohorts of women are still sorted into majors with lower potential wages than their male peers. Intriguingly, much of the convergence in major sorting between men and women occurred between the 1950 and 1975 birth cohorts, with a modest divergence for recent cohorts.

We put this data and a set of new summary statistics to use to address the linkages between pre-market and market specialization. In other words, we answer: how has occupational sorting conditional on major evolved across generations of US college graduates? We find that while women are sorted into occupations with lower potential wages conditional on major, this gap is closing somewhat over time. For the 1950 birth cohort, for example, women on average sorted to occupations with 11 percent lower potential earnings relative to otherwise similar men with the same majors. This gap narrowed to about 9 percent for the 1990 birth cohort.
Almost all of the convergence occurred within highest potential earning majors. For example, women from the 1950 cohort who majored in Engineering—a high potential earning major—sorted into occupations with potential wages that were 14 percent lower than men from the same cohort who also majored in Engineering. For the 1990 birth cohort, however, women who majored in Engineering ended up working in occupations with roughly the same potential wages as their male peers.

We close by assessing within a regression framework the separate impacts of college major and occupation on the gender wage gap among college graduates. Gender differences in major sorting explain a substantive portion of the gender wage gap among college graduates above and beyond what is explained by gender differences in occupational sorting. We also find that occupation has become a less important determinant of gender gaps in wages for US college graduates when we compare older and younger birth cohorts. In contrast, major has remained almost equally important. Overall, our results highlight the importance of understanding the social processes that lead to clustering by gender both for college major and for the occupational sorting that happens after a college major has been chosen.

Gender Differences in College Majors and Occupations

We begin by documenting the presence and evolution of gender gaps in undergraduate major sorting and how those gaps have evolved over time. For comparison, we also document trends in relative occupation for college-educated men and women. Specifically, we highlight: 1) how women from earlier birth cohorts systematically sorted into both majors and occupations that pay less than men; 2) how the gender gap in majors and occupations have narrowed for recent cohorts; and 3) how women from more recent cohorts still sort into to majors and occupations that pay less than men. To do so, we introduce a new index that measures gender differences in sorting in units of potential wage differentials.

Sorting Patterns in the Broad Categories of Majors

Our sample from the 2014–2017 American Community Survey contains information on 134 detailed majors. Figure 1 graphs the ratio of females to males within broad categories of majors. For example, Engineering is a broad major category, while Civil Engineering, Chemical Engineering, and Aerospace Engineering are three of the 17 detailed majors within the broad Engineering major category. In addition, for each survey year between 2014 and 2017, we begin by assigning each

1 Throughout the paper, we restrict our sample to those individuals who obtained a bachelor’s degree. A detailed discussion of our sample restrictions and how we processed the data is found in the online Appendix available with this article at the JEP website.
individual a five-year birth cohort based on current age in the survey year. Pooling the data into five-year birth cohorts has the effect of smoothing annual fluctuations.

Panel A focuses on majors historically dominated by men. Some of these majors have shown substantial gender convergence across birth cohorts. Consider the 1950 birth cohort: Engineering majors contained 20 men for every one woman. In the youngest birth cohorts in our sample, Engineering majors are still male-dominated, but the gap has narrowed. By the 1990 birth cohort, there were five men for every one woman in Engineering majors. These patterns are shown in the solid line in panel A. Similar convergence patterns are seen for Physical Science majors (like Chemistry, Physics, and Astronomy) and for Biology/Life Sciences majors (like Biology, Molecular Biology, Genetics, and Ecology). In fact, Biology/Life Sciences switched from being a major field dominated by men (for the 1950–1970 birth cohorts) to one dominated by women (the 1980–1990 birth cohorts). Business majors display a different pattern: women converged toward men between the 1950–1965 birth cohorts, a period when the Business major itself was expanding. Thereafter, in a period that was marked by a contraction overall in Business majors, women and men once again diverged. The History major has been male-dominated and experienced little convergence or divergence over subsequent birth cohorts.

We center the five-year birth cohorts around years that are multiples of five: for example, the 1950 birth cohort includes all individuals born between 1948 and 1952.
Similar heterogeneity appears in historically female-dominated majors, shown in panel B. Education majors saw little convergence or divergence between women and men over the last 50 years. The fraction of all women majoring in Education declined substantially, but the decline among males was slightly larger. Likewise, there was little gender convergence over time in Nursing/Pharmacy majors. Conversely, some gender convergence was seen in both Foreign Language and Fine Arts majors. Psychology majors were more likely to be populated by women in the 1950 cohort and became even more female-dominated by the 1990 cohort.

The broad patterns presented here are not new. For example, England and Li (2006) and Blau, Ferber, and Winkler (2014, ch. 8) use nationally representative data from the National Center on Education Statistics to document how gender differences in detailed undergraduate majors have diminished over time for a nationally representative sample of undergraduates. Black et al. (2008) document these patterns using the 1993 National Survey of College Graduates. Other studies like Dickson (2010) and Zafar (2013) have looked at gender differences in major sorting using administrative data from a few universities.

A Summary Measure of Sorting Patterns across Majors

We now use an existing method to summarize overall trends in sorting patterns across all detailed major categories. We compute an inverse Duncan-Duncan index of undergraduate major sorting patterns by gender and cohort. Separately, we compute an inverse Duncan-Duncan index of occupation sorting patterns by gender and cohort.

The classic Duncan-Duncan index for majors (or occupations) is computed by: 1) calculating the absolute within-major (or within-occupation) difference between the share of the relevant male sample in a major (or occupation) and the share of the relevant female sample in a major (or occupation); 2) summing up absolute differences over all majors (or occupations); and 3) scaling by one-half to account for the comparison of two distributions. The classic Duncan-Duncan index values range from 0 to 1. If there are no differences across majors (occupations), the index would be zero. If there is complete segregation across majors (occupations), the index would be 1. To gain some intuition for this index, consider a very simple example. Say there are two majors, A and B. For men, 50 percent graduated with major A and 50 percent of men graduated with major B. For women, 70 percent graduated with major A and 30 percent of women graduated with major B. In this

---

3 The broad major field referred to as “Nursing/Pharmacy” represents a combination of health-related majors: Nursing, Pharmacy, Treatment Therapy Professions, Community and Public Health, and Miscellaneous Health Medical Professions. Nursing and Pharmacy are the two largest of the combined majors.

4 For more information on the classic Duncan-Duncan index, see Duncan and Duncan (1955).
For our discussion, we renormalize these classic Duncan-Duncan indices by subtracting them from one. This step allows the reader to make easy visual comparisons with the indices introduced later in the paper: an increasing slope of any index in this paper represents a movement toward gender parity. Thus, in the simple example presented above, the inverse Duncan-Duncan index value equals 0.8 while the classic Duncan-Duncan value equals 0.2.

The solid line in Figure 2 shows the trend in the inverse Duncan-Duncan index in major sorting across different birth cohorts as computed using all 134 detailed major fields in the 2014–2017 American Community Survey. The index increased from 0.55 for the 1950 birth cohort to 0.64 for the 1990 birth cohort. There is

For further discussion of this shift, see Becker, Hubbard, and Murphy (2010), Charles and Luoh (2003), DiPrete and Buchmann (2006), Goldin, Katz, and Kuziemko (2006), and Jacob (2002).
a systematic convergence in undergraduate major sorting by gender occurring between the 1950 and 1965 birth cohorts. We document a surprising new fact that there is a slight reversal in the index for recent cohorts. We also see evidence of this reversal in Figure 1 if we look at patterns among the Business and Psychology majors which experienced gender divergence in recent cohorts.

In thinking about this divergence, it is important to keep in mind a macro trend with respect to college: overall college enrollments and completions in the United States have increased, and that increase was driven by women. In our sample in the 2014–2017 American Community Survey, 30 percent of women and 34 percent of men in the 1950 birth cohort had completed at least a bachelor’s degree. By the 1960 birth cohort, women had overtaken men in completion. In the 1990 birth cohort, 38 percent of women and 29 percent of men had completed at least a bachelor’s degree. As more women entered college, this likely broadened in a compositional sense the set of female college graduates that naturally would be reflected in their subsequent majors. Nevertheless, the recent divergence is small relative to the convergence that occurred for older cohorts.

Sorting Patterns across Occupations

Next, we explore sorting patterns with respect to the occupations of the college graduates in our sample. In doing so, we provide a benchmark for the convergence in sorting that we see in the major space. Specifically, Figure 3 replicates the exercise from Figure 1 for a selection of male-dominated broad occupations (panel A) and female-dominated broad occupations (panel B).

We begin with male-dominated occupations as shown in panel A. College educated women from the 1950 birth cohort were 20 times less likely than men to work in the Engineering occupation. College-educated women from the 1950 birth cohort were also much less likely to work in Executive/Manager, Sales, Physician, and Lawyer occupations relative to comparable men. In all of these broad occupations, the male–female gap narrowed substantively for more recent birth cohorts.6 By the 1985 birth cohort of college graduates, the male–female gap in the Physician and Executive/Manager broad occupations was eliminated. The gender convergence in male-dominated occupations shown in panel A of Figure 3 is consistent with the gender convergence in male-dominated majors shown in panel A of Figure 1.

We see different patterns for the female-dominated occupations in panel B of Figure 3, namely, less convergence than in the male-dominated occupations. Historically, Psychologist was a slightly more prevalent occupation for college-educated women. For recent cohorts, this occupation became increasingly more female-dominated as college women became 2.5 times more likely than men to work as Psychologists. Nurses, Health Technicians, Teachers, and Administrative Support occupations have remained female-dominated during the last 50 years.

6These results are consistent with the occupational sorting patterns documented in Hsieh et al. (2019).
Thus, we do not see gender turnover from female-to-male dominance in these occupations among college graduates.

We return now to Figure 2, which moves us beyond a description of a select set of broad occupations as presented in Figure 3 to a summary of overall sorting patterns across all detailed occupation categories. For this exercise, we compute an inverse Duncan-Duncan index for occupations using the 251 distinct occupation codes reported in the 2014 to 2017 American Community Survey. As seen in Figure 2, the occupational segregation index (dashed line) is roughly similar in both level and overall trend to the major segregation index (solid line). Both indices start at a level of around 0.55 for the 1950 cohort and end at a level of around 0.65 for the 1990 cohort.

While there has been a modest divergence in major sorting across genders for recent cohorts, convergence in occupation increased monotonically throughout.7 The results in Figure 3 highlight that some of the convergence in the Duncan-Duncan occupation index among college graduates has been driven by relative entry of

---

7 We have replicated the gender convergence in occupation using data from the historical US Censuses. This allows us to control for both cohort and age. Even conditional on age, the convergence in occupation is nearly identical to what is shown in Figure 2. See the online Appendix for additional details.
women into previously male-dominated occupations. We will explore the implications of this observation later in the paper.

The Wage Differentials of Sorting

Segregation indices such as the Duncan-Duncan index have notable shortcomings. Importantly, the Duncan-Duncan index is invariant to the earnings rank of the major field or occupation. In other words, this index tells us to what extent college-educated men and women have sorted into similar majors or occupations, but would take on the same value if all men were Physical Education majors and all women were Fine Arts majors as it would if all men were Physical Education majors and all women were Biomedical Engineering majors. These scenarios would yield vastly different earnings implications. Thus, the units of the Duncan-Duncan index do not lend themselves easily to an economic interpretation.

As an alternative measure, we develop an index that compares the impact of undergraduate major on “potential wages” by gender. In contrast to the Duncan-Duncan index, the units of the potential-wage index allow for an economic interpretation of the impact of gender differences in sorting by major. The inputs of this index also prove useful in the ensuing empirical analysis of the college gender wage gap.

A crucial input is a potential wage based on major \( m \) that is related only to differences in sorting. Specifically, we define the potential wage \( \tilde{Y}_{\text{male}}^m \) to be the median within-major labor market log wage of a group we assume faces minimal post-educational frictions in the labor market: native-born, White men between the ages of 43 and 57 with strong attachment to the labor market. For example, for anyone (male or female) who majored in Economics, we assign as their potential wage the median log wage of middle-aged, native White men who majored in Economics. In our sample, the highest potential wage majors include the broad major categories of Engineering, Mathematics and Statistics, Computer and Information Sciences, Physical Sciences, and Biology and Life Sciences. For the 1968–1977 birth cohort, women represent 16 percent, 46 percent, 24 percent, 41 percent, and 54 percent respectively of these majors in our sample in the 2014–2018 American Community Survey. The lowest potential wage majors include the broad major categories of Philosophy and Religious Studies, Education Administration and Teaching, Cosmetology Services and Culinary Arts, Fine Arts, and Public Affairs, Policy and Social Work. For the 1968–1977 birth cohort, women represent 31 percent, 77 percent, 43 percent, 58 percent, and 82 percent respectively of these majors in our sample.

This approach is intended to answer the specific question: how much would wages by gender differ based just on sorting by major, not on other market factors related to age, race, nativity, or gender. For example, this index shuts down the direct effect of mothers or caregivers experiencing more disruptions in their job tenure. Likewise, it would shut down the direct effect of discrimination with respect to promotion opportunities and other confounding factors such as potential productivity differences by gender. However, our index will necessarily absorb the fact that
men and women who choose the same major may very likely end up working in different occupations; we will return to that issue later in the paper.

We formally define the potential wage index for major as:

\[
I_{c, \text{Major}} = \frac{\sum_{m=1}^{M} s_{\text{female}, c}^{m} \bar{Y}_{\text{female}, c}^{m}}{\sum_{m=1}^{M} s_{\text{male}, c}^{m} \bar{Y}_{\text{male}, c}^{m}} - 1.
\]

Here, \( I_{c, \text{Major}} \) is an index that measures the differential potential log wage of women of cohort \( c \) given their major \( m \) relative to the majors of men from a similar cohort. A value of \( I_{c, \text{Major}} = 0 \) means that the majors of women yield the same potential log wage as their male counterparts. Any deviations from zero necessarily implies that women and men sorted into different undergraduate majors. For example, a potential wage index value of \(-0.12\) implies that women sort into majors with a potential wage that is 12 percent lower relative to males from a similar cohort.\(^8\)

As with the inverse Duncan-Duncan index, we replicate the same exercise with respect to occupations calculating a potential wage index based on occupation, \( I_{c, \text{Occ}} \), for college graduates. For anyone—male or female—who work in a given occupation, such as Registered Nurse, we assign as their potential wage the median log wage of older native White men who work in that occupation. Again, this index will by definition have a value of zero if men and women sort into occupations that, weighted by the numbers of men and women in each occupation, have the same potential pay. When \( I_{c, \text{Occ}} < 0 \), women are sorting into occupations with lower potential wages than men from a similar cohort.

In our sample, the highest potential wage occupations include the broad occupation categories of Physicians, Lawyers and Judges, Executive, Managerial and Administrative Services, Other Technicians, and Engineers. In the 1968–1977 cohort, women account for 43 percent, 43 percent, 44 percent, 28 percent, and 14 percent respectively of the college employment in these occupations. The lowest potential wage occupations include the broad occupation categories of Housekeeping, Personal Appearance, Child Care, Food Prep and Service, and Buildings, Maintenance and Keeping. Women account for 85 percent, 81 percent, 95 percent, 58 percent, and 23 percent respectively of the college employment in these occupations in our sample.\(^9\)

The solid line in Figure 4 shows the trend in the potential wage indices across cohorts. Notice that the vertical axis of Figure 4 includes only negative values, implying that in both major and occupation space, women have systematically sorted into fields with lower potential wages than men. As with the inverse Duncan-Duncan index, a positive slope to our potential wage indices would imply convergence between men

---

\(^8\)This is similar to an index developed in Bertrand (2017). Using a similar methodology to rank undergraduate majors in the American Community Survey, Bertrand (2017) notes gender convergence at the 90th percentile, 80th percentile, and mean of log earnings across birth cohorts.

\(^9\)We use the broad occupational categories to summarize the heterogeneity of occupations, but we calculate the index using detailed occupational codes.
and women—and that is what we see for both majors and occupations in Figure 4. For the 1950 birth cohort, women sorted into majors that reduced their potential wage by 12.5 percent relative to their male counterparts. Notably, like the time series pattern in the Duncan-Duncan segregation index, this potential wage index diverges slightly for the most recent birth cohorts. Even for the 1990 cohort, women are systematically sorted into majors associated with per-hour wages that are 9.5 percent lower than men. Figure 4 shows strong convergence in occupational segregation as measured by the potential wage index for occupations—the dashed line. College women from the 1950 birth cohort were in occupations that systematically had potential wages that were 14 percent lower than the occupations of their male counterparts. The potential wage gap in occupations fell to 10 percent for the 1990 cohort.

Collectively, these results highlight four facts about gender differences in undergraduate majors and occupations. First, the gap in potential wages based on major has declined somewhat across cohorts. Second, even for the most recent set
of college graduates, a large gender gap in potential wages based on major still exists. Third, the gender gap in potential wages based on occupation is larger for all birth cohorts than the gender gap in potential wages based on major (the dashed line is always below the solid line). Finally, among college graduates, the convergence in the gap in potential wages based on major is of the same magnitude as the convergence in the gender gap in potential wages based on occupation.

Mapping Majors to Occupations

Our discussion to this point has documented sorting patterns in majors independent of sorting patterns in occupations. There are inevitable linkages between major and occupation. For example, college-educated nurses are more likely to be drawn from a pool of undergraduate Nursing or Science majors than Humanities majors. However, the overlap is not complete and those who complete the same college major need not end up in the same occupation. In this section, we explore the connections between pre-market and market specialization by documenting gender differences in the mapping between undergraduate major and occupation. We find that, conditional on major, women systematically sort into occupations with lower potential wages relative to men from the same cohort.

Occupational Mapping Patterns within Majors

Empirically, we find motivation for the idea of forking paths from majors to occupation in Figure 4 discussed above. The potential wage index based on occupation (dashed line) is consistently lower than the potential wage index based on major (solid line). This implies that conditional on being sorted into the same major as men, women systematically work in lower-pay occupations.

Table 1 shows the broad occupational distribution for men and women born between 1968 and 1977 for selected broad major categories. We summarize the occupational distribution by showing the four most common occupations associated with each major. Unlike undergraduate major, occupation may vary over an individual’s lifetime. Thus, for Table 1 we measure occupations for the birth cohort from 1968 to 1977, at ages 38–47, using data from the 2014–2017 American Community Survey.

There are clearly large differences in occupational sorting between men and women who majored in the same subject. For example, among Education majors in the 1968–1977 birth cohort, 68 percent of all women and just 50 percent of all men who majored in Education worked as Teachers. Such patterns are robust across all birth cohorts. Again, for Education majors, 72 percent of women from the 1978–1987 birth cohort, 63 percent of women from the 1958–1967 birth cohort, and 52 percent of women from the 1948–1957 birth cohort worked as Teachers. The comparable numbers for men from the various birth cohorts were 58 percent, 43 percent, and 28 percent respectively.

Importantly, Table 1 shows evidence of rank effects. In all the broad majors in Table 1, women are less likely to be Executives and Managers and more likely to work
Table 1
Gender Differences in Occupation for Selected Majors, 1968–1977 Birth Cohort

Panel A. Education majors

<table>
<thead>
<tr>
<th></th>
<th>Teachers</th>
<th>Executive/Manager</th>
<th>Sales</th>
<th>Administrative Support</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.50</td>
<td>0.18</td>
<td>0.06</td>
<td>0.03</td>
<td>0.29</td>
</tr>
<tr>
<td>Women</td>
<td>0.68</td>
<td>0.09</td>
<td>0.03</td>
<td>0.07</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Panel B. Nursing/Pharmacy

<table>
<thead>
<tr>
<th></th>
<th>Nurses/ Health</th>
<th>Executive/Manager</th>
<th>Sales</th>
<th>Health Technicians</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.46</td>
<td>0.15</td>
<td>0.07</td>
<td>0.06</td>
<td>0.25</td>
</tr>
<tr>
<td>Women</td>
<td>0.63</td>
<td>0.09</td>
<td>0.03</td>
<td>0.05</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Panel C. Social Sciences

<table>
<thead>
<tr>
<th></th>
<th>Executive/ Manager</th>
<th>Sales</th>
<th>Lawyers/ Judges</th>
<th>Administrative Support</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.26</td>
<td>0.13</td>
<td>0.11</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>Women</td>
<td>0.20</td>
<td>0.07</td>
<td>0.08</td>
<td>0.13</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Panel D. Business

<table>
<thead>
<tr>
<th></th>
<th>Executive/ Manager</th>
<th>Sales</th>
<th>Accountant/ Underwriter</th>
<th>Administrative Support</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.31</td>
<td>0.18</td>
<td>0.12</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td>Women</td>
<td>0.24</td>
<td>0.11</td>
<td>0.17</td>
<td>0.18</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Panel E. Engineering

<table>
<thead>
<tr>
<th></th>
<th>Executive/ Manager</th>
<th>Engineer</th>
<th>Other Technicians</th>
<th>Architects/ Civil Engin.</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.28</td>
<td>0.23</td>
<td>0.09</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>Women</td>
<td>0.27</td>
<td>0.18</td>
<td>0.05</td>
<td>0.07</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Panel F. Biology/Life Sciences

<table>
<thead>
<tr>
<th></th>
<th>Physicians</th>
<th>Executive/ Manager</th>
<th>Scientists/ Actuaries</th>
<th>Sales</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.26</td>
<td>0.16</td>
<td>0.10</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>Women</td>
<td>0.18</td>
<td>0.14</td>
<td>0.08</td>
<td>0.04</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Panel G. Physical Sciences

<table>
<thead>
<tr>
<th></th>
<th>Executive/ Manager</th>
<th>Scientists/ Actuaries</th>
<th>Physicians</th>
<th>Sales</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.20</td>
<td>0.15</td>
<td>0.08</td>
<td>0.07</td>
<td>0.09</td>
</tr>
<tr>
<td>Women</td>
<td>0.15</td>
<td>0.10</td>
<td>0.07</td>
<td>0.06</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Panel H. Psychology

<table>
<thead>
<tr>
<th></th>
<th>Executive/ Manager</th>
<th>Teachers</th>
<th>Sales</th>
<th>Psychologists/ Social Workers</th>
<th>HHI_{G,\text{Mission}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>0.21</td>
<td>0.11</td>
<td>0.11</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>Women</td>
<td>0.16</td>
<td>0.21</td>
<td>0.06</td>
<td>0.13</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Note: Table 1 shows the occupational distribution of men and women born between 1968 and 1977 for different majors. We use both broad major categories and broad occupational categories for this table. Each panel shows a different undergraduate major. The cells of the panel show the fraction of men (women) who majored in that occupation who subsequently worked in different broad occupations in the 2014–2017 American Community Survey. For each major, we show the four largest occupational categories based on where men with that major in that age range worked.
in Administrative Support occupations. Men from the 1968–1977 birth cohort who majored in Education are twice as likely as women (18 percent versus 9 percent) to be Executives or Managers—including principals and superintendents. Women who majored in Education are more than twice as likely as men (7 percent versus 3 percent) to work in Administrative Support roles—including teachers’ aides, administrative assistants, and office supervisors. This effect is smallest among Engineering majors, where men and women are almost equally likely (28 percent versus 27 percent) to be Executives and Managers. Even in this case, male Engineering majors are more likely than female Engineering majors to work as Engineers (23 percent versus 18 percent).

**Occupational Mapping Patterns across All Majors**

Even when men and women have completed the same college major, they systematically end up in different occupations. Here, we explore whether women subsequently sort into a broader (less concentrated) or narrower (more concentrated) set of occupations than men with the same major. We find that women sort into a narrower set of occupations when 1) the major is female-dominated and 2) the major has a lower level of potential income. Throughout, we highlight that these patterns are consistent with men systematically moving towards higher earning occupations relative to women conditional on a given undergraduate major.

To summarize these patterns, we create a cross-occupation Herfindahl-Hirschman Index for each gender \( g \) and cohort \( c \) for every major. We calculate this index by: 1) calculating the share employed in an occupation of the relevant gender-major-cohort group; 2) squaring those shares; and 3) summing up over all occupations. For example, for a given cohort of History majors, let’s say that 50 percent of the male History majors work in occupation \( A \) and 50 percent work in occupation \( B \). Let’s say that 95 percent of the female History majors work in occupation \( A \) and 5 percent work in occupation \( B \). For men, the Herfindahl-Hirschman Index would equal 0.5; for women, it would equal 0.91. Our occupational concentration index ranges from 0 to 1, and higher levels imply that occupational sorting is more concentrated.\(^{10}\)

Which majors differ the most or least by gender with respect to occupational concentration? Returning to Table 1—that is, the cohort born in 1968–1977 and then evaluated by their occupation from ages 38 to 47—the broad major categories with the largest gender difference in terms of occupational concentration are: 1) Education, Administration, and Teaching, 2) Nursing, Medical, and Health Services, 3) Public Affairs, Policy, and Social Work, 4) Construction Services, and 5) Criminal Justice and Fire Protection. For the Education, Administration, and Teaching; Nursing, Medical, and Health Services; and Public Affairs, Policy, and

\(^{10}\) Formally, we define the index: 

\[
HHI_{g,c}^{\text{Major}} = \sum_{o \in O} (s_{g,c,o|m})^2
\]

where \( s_{g,c,o|m} \) is the share of group \( g \) from cohort \( c \) working in occupation \( o \) conditional on having major \( m \). For each gender and cohort who matriculate with a given major, \( \sum_{o \in O} s_{g,c,o|m} = 1 \) where \( O \) is the total number of potential occupations. This index measures the occupational concentration for individuals in each major separately by gender.
Social Work majors, women sort into a narrower set of occupations than their male peers. For the Construction Services and Criminal Justice and Fire Protection majors, men sort into a more concentrated set of occupations. The majors with the most similar occupational concentration between men and women are: 1) Environment and Natural Resources, 2) Business, 3) Social Sciences, and 4) Physical Sciences.

In Figure 5, we compute a Herfindahl-Hirschman index using the 134 detailed major categories focusing again on the 1968–1977 birth cohort. Figure 5 highlights two notable patterns pertaining to gender differences in occupational concentration using the detailed major categories. Panel A plots the relationship between the extent to which the major is female-dominated (x-axis) and gender differences in occupational concentration for graduates with that major. In female-dominated majors, women systematically sort into a narrower set of occupations than men. Likewise, in male-dominated majors, men sort into a narrower set of occupations than women. Thus, panel A suggests strong relationship between the extent to which a major is dominated by one gender and the extent to which that gender sorts into a narrower set of occupations.

For example, consider the Elementary Education major that occupies the upper right quadrant of Figure 5. Women outnumber men in the major by 77 percentage points. The wedge in the Herfindahl-Hirschman index between women and men who major in Elementary Education is 0.15, which means that women with this major are much more likely to matriculate into a narrower set of occupations than comparable men. Consistent with the patterns for broad major categories in Table 1, almost all women who major in Elementary Education become teachers while more of the men become executives/managers (such as school principals). As an alternative example, consider the Theology major that occupies the lower left quadrant of Figure 5, Panel A. Male Theology majors outnumber women by 53 percentage points. The female-to-male difference in the Herfindahl-Hirschman Index is equal to −0.10 for Theology majors, which means that men who major in Theology are much more likely to matriculate into a narrower set of occupations than comparable women.

The anecdotal patterns underlying the results in Table 1 and panel A of Figure 5 suggest that women tend to sort into lower-paying occupations conditional on major. Panel B of Figure 5 provides additional evidence of this pattern. In particular, the figure highlights a strong and significant negative relationship between the potential income of a major, as we defined it above, and the female-to-male difference in occupational concentration for individuals graduating with that major. When the potential returns to a major are low, men disperse into a wider set of occupations than women, presumably to avoid the wage penalty of a low-return major. When the potential returns to a major are high, however, men sort into a narrower set of occupations than women. This is consistent with

---

11 When computing the concentration measures for detailed majors, we still measure occupational sorting using our broad occupation categories.
women migrating to lower income occupations (relative to men) when the potential income of a major is high.

For example, consider the Health and Medical Preparatory Programs that is the detailed major with the highest potential wage in the lower right quadrant of panel B. The female-to-male difference in occupational concentration is equal to –0.09, which means that men in this major are more likely to matriculate into a narrower set of occupations than comparable women. Many more men in this major end up being doctors relative to women in this major. The results in this section so far: 1) document that conditional on major men and women sort into different occupations; and 2) provide suggestive evidence that women systematically sort into lower earning occupations. In the next sub-section, we provide more specific evidence for the second result.

Cross-Cohort Patterns in Occupational Mapping

A shortcoming of our above occupational concentration index is that, like the Duncan-Duncan index, it does not take the earnings rank of occupations into account. Yet rank effects are quite evident in the descriptive exercise in Table 1. Consider two scenarios: in one, all male and female Finance majors sort into the same high-paying occupation: Executive or Manager. In the other scenario, all male Finance majors sort into the Executive or Manager occupation and all female
Finance Majors sort into the Administrative Support occupation. In both scenarios, men and women will have the same value of occupational concentration ($HHI_{g,c}^{Major}$). In other words, the concentration index is not in a price space and therefore does not account for men and women with the same major sorting into occupations with different potential wages.

In order to account for the true economic significance of differential major-to-occupation sorting patterns by gender, we introduce a summary statistic, $I_c^{occ|m}$, that measures the gender gap in potential occupational wages for men and women graduating with the same major. Consistent with this exercise throughout this paper, a potential wage refers to the log wages of native-born, White men, age 43 to 57 with strong attachment to the labor market. In the case of the potential occupational wage ($I_c^{occ|m}$), we calculate the potential wage within an occupation conditional on matriculating with a given major. Each birth cohort, major, and gender in our sample has its own value of this index. Within a cohort and major, if these values differ by gender, it means that conditional on major, men and women have sorted into occupations with a different earnings ordering (rank). A negative value of the index implies that women with a certain major are systematically working in occupations with lower potential wages relative to men from the same major and cohort.

To build intuition, consider an example with a single major: Let’s assume 70 percent of male Zoology majors work in occupation A and 30 percent work in occupation B while 30 percent of female Zoology majors work in occupation A and 70 percent work in occupation B. Recall, these distributions would yield the same concentration index for occupation. However, let’s say the potential wage for occupation A (in logs) is 4.79 (the potential wage for the highest paid broad occupation in our sample—Physicians) and the potential wage for occupation B (in logs) is 2.71 (the potential wage for the lowest paid broad occupation in our sample—Housekeeping). In this example, the index would have a value of $-0.83$. This implies women Zoology majors choose occupations that are associated with 83 percent lower earnings on average relative to male Zoology majors.

Conditional on graduating with the same major, do women systematically sort into occupations with lower potential wages? Figure 6 provides an initial answer to this question by examining the index value for the same broad categories of majors and cohorts shown earlier in Figure 1. The y-axis—the female-male difference in potential wages as determined by occupation conditional on major—contains mostly negative values, implying that for both male-dominated majors (panel A) and female-dominated majors (Panel B), women in each birth cohort are sorted

---

12 As in the previous indices, we subtract the weighted sum for men of the potential wage as determined by occupation from the weighted sum for women of the potential wage as determined by occupation. The weights are the shares of men and women, respectively, who work in each occupation conditional on having majored in the same subject. Formally, we define our index as:

$$I_c^{occ|m} = \sum_{m=1}^{M} s_{female,m}^{occ|c} Y_{male}^{occ|m} - \sum_{m=1}^{M} s_{male,m}^{occ|c} Y_{male}^{occ|m}$$

where $s_{g,c}^{occ|m}$ is the share of gender $g$ choosing occupation $occ$ conditional on major $m$ from cohort $c$. 
Figure 6
Within-Major Gender Differences in Potential Wage by Occupation, by Gender and Cohort

A: Male-dominated majors

B: Female-dominated majors


Note: These figures show the trends in the occupational sorting based on the occupation’s potential log wage conditional on having graduated with a given major (\(I_{c|m}^{o|w}\)). Panel A are male-dominated majors. Panel B are female-dominated majors. As with Figure 4, occupational potential log wage is computed in the 2014–2017 American Community Survey using the log wages of native-born, white men aged 43–57 with strong attachment to the labor market who work in a given occupation.

into lower pay occupations conditional on major. There is evidence of convergence across cohorts. Take, for example, the Engineering major (solid line, panel A). For the 1950 birth cohort, the gender gap in potential wages based on occupation was large—female Engineering majors sorted into occupations that, on average, had potential wages that were 14 percent lower than their male peers. For the 1990 birth cohort, this difference fell to a 2 percent difference. Business majors saw this gap reduced by almost one-half although they experienced less convergence than Engineering majors.

The gender convergence in occupation within majors is seen in many but not all of the occupations in Figure 6. Many of the historically female-dominated majors like Education, Foreign Languages, and Fine Arts (panel B) saw more modest convergence across cohorts in the occupations taken by women relative to men (as measured by potential wages) conditional on major. Collectively, the patterns in Figure 6 highlight that for many broad majors, women sort into occupations with lower potential earnings relative to men, conditional on major, and that the extent of such differential sorting has diminished somewhat for recent cohorts.

The cross-cohort trends in Figure 6 are somewhat limited in that they describe just a few broad major categories in a taxonomic fashion by name and gender endowment (panel A versus panel B). In the online Appendix, we discuss in detail
an exercise both to show these patterns for all majors in our sample and to provide a meaningful economic ordering of majors. In particular, we show the mapping to occupations, conditional on major, for two cohorts of college graduates who are likely to be settled into their careers: the 1955 birth cohort and the 1975 birth cohort. We know from earlier in the paper that compared to the 1955 cohort, women in the 1975 cohort have sorted into majors that were more similar to men. In this exercise, we show that compared to the 1955 birth cohort, women in the 1975 birth cohort also work in occupations that are more similar to their male peers conditional on major.

This convergence is non-trivial. For example, conditional on major, women from the 1955 birth cohort sorted into occupations that had potential earnings roughly 11 percent less than otherwise similar men. By the 1975 cohort, women sorted into occupations—conditional on major—that earned roughly 9 percent less than otherwise similar men. The convergence is driven by cross-cohort changes in occupation among those majoring in the highest paid majors. This change in the mapping of majors to occupations is one of the key findings of the paper.13

It is important here to note that our data from the 2014–2017 American Community Survey observes birth cohorts at different points in the life cycle. Recall that major in our study refers to undergraduate major of college graduates, not current college students. As such, major is fixed and will not change over time for an individual. In contrast, occupation is likely to change over one’s life cycle. Because occupation is dynamic over the life cycle and increasingly dynamic across generations, this will complicate the interpretation of cross-cohort differences in occupation-based results. This limitation is particularly salient when considering the evolution of occupational sorting across cohorts. For this reason, the discussion in this section focused on birth cohorts who are likely settled in their occupations.

Analyzing the Wage Gap among College Workers

How much of the gender gap in college-graduate wages can be explained by controlling for both undergraduate major and for current occupational sorting? How have these relationships evolved over time? Previous scholarly work has grappled with these questions. In a classic reference, Brown and Corcoran (1997) use data from the 1984 Survey of Income and Program Participation (SIPP) and the National Longitudinal Study of High School Class of 1972 (NLS72) to document how coursework differences between men and women are associated with gender wages gaps. For

13 In the online Appendix, we discuss a mapping result in an hours-worked space. In doing so, we show systematic sorting of women into occupations with lower potential hours worked than their male peers who graduated with the same major. In particular, over all majors and across all cohorts, conditional on major, women are in occupations that have a work requirement (based on male hours) that is about 3 percent less than comparable men. There is little trend in this gap across cohorts.
older cohorts born prior to 1960 (and thus, prior to the female overtaking in college completion), they find that undergraduate major accounts for 8 or 9 percentage points of the 20 percentage point college gender wage gap (where majors are divided into 20 broad categories). In related work, Loury (1997) uses data from the National Longitudinal Study of 1972 and the High School and Beyond Senior Cohort (Class of 1980) to document that controlling for grade point average and four broad major categories reduces the gender wage gap. Black et al. (2008) use data from the 1993 National Survey of College Graduates to examine the extent to which pre-labor market factors—including broad undergraduate major—explain differences in wages across various race-gender groups of college graduates. Within a broader analysis of factors contributing to the gender wage gap such as psychological attributes and demands for flexibility, Bertrand (2017) uses data from the 2012–2015 American Community Survey to document cross-cohort convergence in potential wages based on degree attainment and major.

Returning to our sample from the 2014–2017 American Community Survey, we explore these issues, both for all cohorts pooled together and also separately by 10-year birth cohorts. The latter analysis lends itself to a decomposition exercise to assess how much of the change in gender wage gaps can be explained by changes in the distribution of undergraduate majors and occupations. Specifically, we estimate regressions of the following form:

\[
\ln(\text{Wage})_i = \alpha + \beta \text{Female}_i + \delta_m \text{Major}_i + \delta_o \text{Occ}_i + \Gamma X_i + \epsilon_i
\]

where \(\ln(\text{Wage})_i\) is a measure of individual \(i\)'s log wage and \(\text{Female}_i\) is a dummy variable equal to 1 if the individual is female. Our estimated variable of interest is \(\beta\) that measures the gender gap in log wages. The variables \(\text{Major}_i\) and \(\text{Occ}_i\) are summary measures of the individual’s chosen undergraduate major and observed occupation. We summarize an individual’s major and occupation with the potential log wage variables \(Y^m_i\) and \(Y^o_i\). In all specifications, we include a vector of demographic controls summarized in the vector \(X_i\). Specifically, we control for five-year birth cohort, race, state of residence, educational attainment beyond a bachelor’s degree, survey year, and marital status. Standard errors are clustered by state of residence.

Table 2 summarizes the basic results. In the top panel we show results pooling together individuals from all the birth cohorts in our sample. In column 1, we use only demographic controls for highest degree completed, age, race, and state of residence to estimate the gender gap in wages for all college-educated cohorts. The gap is estimated at 23 percent, meaning college women in our sample earn about 77 cents on a dollar compared to college men.

\footnote{In the online Appendix, we report results from an alternate specification where we do not include demographic controls. We also report results from two alternate specifications where we aggregate majors and occupations to broader categories and instead include dummies for each broad major and occupation category. These exercises yield results that are very similar to those in Table 2.}
In the rest of the analysis, we consider the effects of specialization on the gender wage gap. The \( \text{Female}_i \) coefficient in column 3 reports the gender wage gap when only controlling for demographic characteristics and occupation. This gap is estimated at 14.3 percent or about 86 cents on a dollar. Consistent with the existing literature on the gender wage gap, this estimate tells us that market specialization (occupation) matters.

How much predictive power does major have above and beyond controlling for just occupation? In column 4, we report results from a regression that fully controls for demographics, occupation, and college major. Adding undergraduate major further reduces the gender wage gap to 11 percent—a reduction of about one-half from our model with no specialization controls in column 1. Adding major to our model accounts for an additional 3 percent of the college gender wage gap above and beyond a model that only accounts for market specialization. In this calculation, major independently accounts for one-quarter of the reduction in the college

<table>
<thead>
<tr>
<th>Variable</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Female}_i )</td>
<td>(-0.233)</td>
<td>(-0.158)</td>
<td>(-0.143)</td>
<td>(-0.114)</td>
</tr>
<tr>
<td>( \text{Y}^{\text{na}}_i )</td>
<td>(0.807)</td>
<td>(0.408)</td>
<td>(0.015)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>( \text{Y}^{\text{na}}_i )</td>
<td>(0.757)</td>
<td>(0.677)</td>
<td>(0.011)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.22</td>
<td>0.27</td>
<td>0.36</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Note: Table 2 shows estimates from regression (3). See text and online Appendix for additional details. Sample size for panel A columns 1–4 is 1,135,196. Sample size for panel B columns 1–3 is 266,674. Sample size for panel B columns 4–6 is 307,053.
gender wage gap. In other words, college women earn 89 cents on a dollar earned by college men who have sorted into similar majors and occupations.

How has the gender gap evolved across generations of US college graduates? In the bottom panel of Table 2, we compare recent (1978–1987) birth cohorts to older cohorts (1958–1967). In the most basic models that control only for demographics, we see a reduction in the gender wage gap among college graduates from 32.2 percent for the older cohort to 15.5 percent for the younger birth cohort. These results can be found in columns 1 and 4. We find that in our fully controlled models, there is a further reduction in the gender wage gap between the older cohort (column 3) and the younger cohort (column 6). Controlling for demographics, occupation, and major, the 1958–1967 birth cohort had a 16.8 percent gap, or about 83 cents on a dollar. By the 1978–1987 birth cohort, this gap fell to 6.5 percent or about 94 cents on a dollar. The role of college major in these cohorts increased modestly, but there was a sharp reduction in the importance of occupation. Overall, we find that controlling jointly for major and occupation explains roughly 40 percent of the cross-birth cohort decline in the wage gap.

In the 1950 birth cohort, men completed bachelor’s degrees at a higher rate than women, but for all subsequent birth cohorts, women surpassed men in bachelor’s completion. In a counterfactual exercise, we equalize the male and female distributions. Upon doing this, we can bound the above estimates of the college gender wage gap. If the number of male and female college graduates in each five-year cohort was the same, the gender wage gap after controlling for simple demographics was between 21 and 27 log points. Once we control for demographics, occupation, major and equalize the distributions, the college gender wage gap was between 11 and 12 log points.

In additional work, we conducted a wage decomposition exercise to better understand the power of our explanatory variables within cohort. A detailed discussion including a table of results can be found in the online Appendix. We find occupational specialization explains the largest share of the gender wage gap for college graduates. For example, occupation explains 36.9 percent of the gender wage gap in the youngest cohort (1978–1987). Sorting by major is also important and explains 27.9 percent of the gender wage gap in that same cohort. Notably, human capital attainment above and beyond a bachelor’s degree (such as a graduate degree) explains considerably less of the college gender wage gap. These results suggest that properly accounting for human capital decisions above and beyond schooling attainment and occupational specialization is centrally important in understanding the causes of the gender wage gap among the highly skilled.

Separately, we document that undergraduate major does not have any effect on extensive margin labor market participation for college graduates. While undergraduate major is informative about gender wage differentials, it is not informative with respect to explaining extensive margin gender differences in labor supply. However, we document heterogeneous effects by gender on intensive margin participation.
Specifically, we find that conditional on undergraduate major, women sort into occupations with lower potential annual hours worked than men.\footnote{A full discussion of these results can be found in the online Appendix.}

**Discussion**

A gendered specialization of human capital and labor has primitive roots. A division of labor in the early home-based economy was largely influenced by biological differences between the sexes, particularly with respect to manual tasks. As workers wandered beyond the home and field to factory employment, many tasks remained manual, and biological differences continued to dictate a division of labor. We see historical evidence of this in US manufacturing at the end of the 19th century: women worked in mostly precision manufacturing occupations such as tobacco, textile, apparel, paper, and rubber, with men dominating most other manufacturing occupations including heavy machinery manufacturing used in the production and fabrication of metal.\footnote{According to the 1890 US Manufacturing Census, tobacco, textile, apparel, paper, and rubber were 31.9 percent, 40.8 percent, 60.2 percent, 39.9 percent, and 48.8 percent female respectively (Goldin 1990, p. 80).} Modern US history has seen improved knowledge of and access to family planning, a subsequent decline in fertility, and a sustained growth in occupations that require relatively fewer manual tasks and relatively more cognitive tasks (for discussion, see Bailey 2006; Blau, Ferber, and Winkler 2014; Autor and Dorn 2013). Such factors would erode a physicality-based male comparative advantage in the labor market.

Further, as technology was altering the occupational landscape with respect to task demands, changes were afoot with respect to college education. For the US birth cohorts from 1870 to 1910, the male and female college graduation rates were close and paralleled in trend. For the birth cohorts from the mid-1910s to the mid-1950s, the male series pulled away from the female series creating a sustained period of male comparative advantage on average with respect to tasks requiring a college degree. The late 1950s birth cohorts saw a male–female convergence in college completion with women eventually surpassing men, giving cohorts of younger women both in the United States and globally a comparative advantage on average in a global labor market that was experiencing upskilling—a trend that has not reversed (Becker, Hubbard, and Murphy 2010; Charles and Luoh 2003; DiPrete and Buchmann 2006; Goldin, Katz, and Kuziemko 2006; Jacob 2002).

The shifting comparative advantage also seems to have affected women’s investments while at university. Using the 1993 National Survey of College Graduates, Black et al. (2008) report that among women with a bachelor’s degree born in the 1930s, 38.3 percent majored in Education and 12 percent majored in the Humanities. For women born between 1960 and 1965, only 14.8 percent majored in Education and only 6.8 percent majored in the Humanities. As we documented
in Figure 4, women’s majors converged in terms of potential wages until about the 1975 birth cohort and then experience a puzzling reversal. Since then, the gap in potential wages between women and men has increased, although it is important to keep in mind that in this era relatively more women graduated from college. During this time, overall college enrollments grew, with much of that growth coming from increased female enrollments. Thus, as college enrollments ballooned, we may expect marginal students to select less challenging majors, which may be associated with lower potential wages.

For college graduates, success in the labor market is not determined by pre-market specialization (college major) alone, but is also influenced by specialization that happens in the market (occupation). Unlike field of study, occupational specialization requires workers and firms to match on the assignment. Using a potential wage index for occupation constructed in the same way as the one for major, we document strong male–female convergence in potential wages. Importantly, we see a flattening but do not see a reversal in the trend as we do in the major series.

Despite the convergence in potential wages based on both occupation and major, the gender wage gap among college graduates remains substantial. Controlling for major and occupation sorting explains roughly 60 percent of this gap. These patterns are a highly salient topic for future research. The sustained importance of major in explaining the gender wage gap—a specialization outcome set in motion before workers even enter the market and face market frictions such as tenure disruptions due to family demands or employer discrimination—highlights the need to better understand the mechanisms driving pre-market investments. Whether women choose a major in anticipation of future family demands, based on individual preferences, under the burden of restrictive social norms, or for any other reason may be best explored in an experimental setting or with access to data where preferences and not solely outcomes are observed.

In closing, our thoughts return to the home sector. As work outside the home has evolved to involve fewer manual tasks, there should be a subsequent narrowing of female comparative advantage in home production. If this comparative advantage does not completely disappear, we may expect sustained gender differences with respect to specialization before and in the market, which will result in disparities in labor market outcomes. In a model in which men and women are equally productive in the market but women have a comparative advantage at home, Lazear and Rosen (1990) predict tougher promotion standards for women than men. If there is any investment feedback effect, we may anticipate different educational and specialization decisions by workers who have a smaller probability of promotion—in this case, female workers. Recent empirical evidence, summarized in Cortés and Pan

---

17 For those who wish to explore the literature documenting both changes in occupational sorting by gender over time and the contribution of occupation to gender labor market disparities, useful starting points include Blau, Ferber, and Winkler (2014); Cortés and Pan (2018); Hsieh et al. (2019), and the references cited therein.
(2020), points to sustained gender wage gaps among all workers. With respect to the influence of home production, particularly child-rearing, the paper reports a long-term earnings loss of 39 percent for working mothers relative to the birth year of their first child. Understanding the relationship between anticipated demands at home and specialization decisions that occur both before and in the market is central to understanding gender disparities in outcomes.

We thank seminar participants at the University of Chicago and conference participants and discussants at SOLE/EALE and the NBER Summer Institute Gender Studies program for helpful comments. A longer version of this paper circulated as “A Cross-Cohort Analysis of Human Capital Specialization and the College Gender Wage Gap.”
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Recommendations for Further Reading

Timothy Taylor

This section will list readings that may be especially useful to teachers of undergraduate economics, as well as other articles that are of broader cultural interest. In general, with occasional exceptions, the articles chosen will be expository or integrative and not focus on original research. If you write or read an appropriate article, please send a copy of the article (and possibly a few sentences describing it) to Timothy Taylor, preferably by e-mail at taylort@macalester.edu, or c/o Journal of Economic Perspectives, Macalester College, 1600 Grand Ave., Saint Paul, MN 55105.

Smorgasbord

The Bank of International Settlements, in its Annual Economic Report 2021 report, devotes a chapter to “CBDCs: an opportunity for the monetary system” (June 2021, https://www.bis.org/publ/arpdf/ar2021e.htm). “Central bank digital currencies (CBDCs) offer in digital form the unique advantages of central bank money: settlement finality, liquidity and integrity. They are an advanced representation of money for the digital economy. . . . The ultimate benefits of adopting a new payment technology will depend on the competitive structure of the underlying payment system and data governance arrangements. The same technology that can encourage a virtuous circle of greater access, lower costs and better services might equally induce a vicious circle of data silos, market power and anti-competitive practices. CBDCs

- Timothy Taylor is Managing Editor, Journal of Economic Perspectives, based at Macalester College, Saint Paul, Minnesota.

For supplementary materials such as appendices, datasets, and author disclosure statements, see the article page at https://doi.org/10.1257/jep.35.4.249.
and open platforms are the most conducive to a virtuous circle . . . CBDCs built on digital identification could improve cross-border payments . . . .

The McKinsey Global Institute has published “The economic state of Black America: What is and what could be” (June 2021, https://www.mckinsey.com/featured-insights/diversity-and-inclusion/the-economic-state-of-black-america-what-is-and-what-could-be). “Dismantling the barriers that have kept Black Americans from fully participating in the US economy could unleash a tremendous wave of growth, dynamism, and productivity . . . Today the median annual wage for Black workers is approximately 30 percent, or $10,000, lower than that of white workers . . . We estimate a $220 billion annual disparity between Black wages today and what they would be in a scenario of full parity, with Black representation matching the Black share of the population across occupations and the elimination of racial pay gaps within occupational categories. . . . The racial wage disparity is the product of both representational imbalances and pay gaps within occupational categories—and it is a surprisingly concentrated phenomenon. . . . The median Black household has only about one-eighth of the wealth held by the median white household. The actual dollar amounts are striking: while the median white household has amassed $188,000, the median Black family has about $24,000. . . . We estimate a $330 billion disparity between Black and white families in the annual flow of new wealth, some 60 percent of which comes from inheritances. . . . The gap in inheritances between Black and white recipients is some $200 billion annually . . . .”

The Credit Suisse Research Institute discusses “The global food system: identifying sustainable solutions” (June 2021, downloadable at https://www.credit-suisse.com/about-us-news/en/articles/news-and-expertise/sustainable-food-as-an-investment-opportunity-202106.html). “A sustainable global food system benefits human health as well as the global ecosystem. However, this is far from the reality at present as almost 700 million people are undernourished, while at the same time around 1.8 billion people globally are overweight or obese. The need to change appears obvious to us as the impact of malnutrition alone costs the global economy USD 13.6 trillion annually. . . . Malnutrition is not the only reason why the global food system needs to change. Food production and consumption already contribute well over 20% to global greenhouse gas emissions and account for more than 90% of the world’s freshwater consumption. . . . The likely growth in the world’s population to around ten billion people by 2050 coupled with a further shift in diets, especially across the growing emerging middle class, could increase emissions by a further 46%, while demand for agricultural land could increase by 49%.”

Edited E-books

Narine Nersesyan lays out some of the overall issues in “The Current International Tax Architecture: A Short Primer.” “When a business activity crosses national borders, the question arises as to where the profits resulting from that activity should be taxed. In principle, there are at least three possibilities for assigning a taxing right: • Source: the countries where production takes place • Residence: the countries where a company is deemed to reside • Destination: the countries where sales take place. The generally applied tax architecture for determining where profits are taxed is now nearly 100 years old—designed for a world in which most trade was in physical goods, trade made a less significant contribution to world GDP, and global value chains were not particularly complex. . . . The current international tax framework is based on the so-called ‘1920’s compromise’ . . . [in which] the primary right to tax active business income is assigned where the activity takes place—in the ‘source’ country—while the right to tax passive income, such as dividends, royalties and interest, is given up to the ‘residence’ country—where the entity or person that receives and ultimately owns the profit resides. The system has, however, evolved in ways that considerably deviate from this historic ‘compromise,’ and international tax arrangements currently rest on a fragile and contentious balance of taxing rights between residence and source countries . . . ”

Ana Margarida Fernandes, Nadia Rocha, and Michele Ruta have edited an e-book of 16 essays titled The Economics of Deep Trade Agreements (CEPR Press, June 2021, https://voxeu.org/content/economics-deep-trade-agreements-new-ebook). From their Introduction: “Pascal Lamy, former Director General of the World Trade Organization (WTO), recently wrote: ‘More than tariffs, trade agreements today are about regulatory measures and other so called ‘non-tariff measures’, that were once the exclusive domain of domestic policy-making. For these reasons, ‘deep’ trade agreements, as trade experts refer to this new class of agreements, are fundamentally different than the previous generation of trade agreements.’ . . . Starting in the early 1990s, the number of PTAs [preferential trade agreements] has increased from 50 to more than 300 within three decades. While WTO rules still form the basis of most trade agreements, PTAs have in some sense run away with the trade agenda. . . . While the average PTA in the 1950s covered 8 policy areas, in recent years they have averaged 17 . . . At the same time, the number of commitments that governments have taken in trade agreements has largely increased, along with provisions requiring stronger transparency . . . ”

Alain Samson has edited the The Behavioral Economics Guide 2021 (Behavioral Science Solutions, 2021, https://www.behavioraleconomics.com/be-guide/the-behavioral-economics-guide-2021). It includes 15 short chapters by authors summarizing their recent work, along with a 30+ page glossary with short essays (and citations) on behavioral science concepts, starting with “action bias” and ending with the “zero price effect.” John A. List contributes an introductory essay on “The Voltage Effect in Behavioral Economics:” “Indeed, most of us think that scalable ideas have some ‘silver bullet’ feature, i.e., some quality that bestows a ‘can’t miss’ appeal. That kind of thinking is fundamentally wrong. There is no single quality
that distinguishes ideas that have the potential to succeed at scale with those that do not do so. In this manner, moving from an initial research study to one that will have an attractive benefit cost profile at scale is much more complex than most imagine. And, in most cases, scaling produces a voltage drop—the original BE [behavioral economics] insights lose considerable voltage when scaled. The problem, ex ante, is determining whether (and why) that voltage drop will occur. . . . What this lesson inherently means is that scaling, in the end, is a weakest link problem: the endeavor is only as strong as the weakest link in the chain.”

**Interviews**

David A. Price has interviewed “Ayşegül Şahin: On wage growth, labor’s share of income, and the gender unemployment gap” (*Econ Focus*: Federal Reserve Bank of Richmond, Second/Third Quarter 2021, pp. 18–22, https://www.richmondfed.org/publications/research/econ_focus/2021/q2-3/interview). “What was striking about the Great Recession was its persistence. Everybody kept saying at the time that inflation is around the corner, the labor market is getting tighter, but it took a very long time for the labor market to heal. We are not seeing that this time. This was a very different shock. It was sharp, but it was transitory compared to the Great Recession. So the effect was great, but the recovery has been faster as well. I think that’s the main difference. Another big difference is that the Great Recession was a big shock to the construction sector, and we are seeing the opposite now. We’ve been spending more time at our houses and people want to improve their houses and they want bigger houses. . . . But the biggest difference is the persistence. After the Great Recession, it took quits rates five or six years to recover. Today, the quits rate is already back to where it started from before the pandemic hit. . . . During the Great Recession, this aversion to quitting lasted for a long time. As a result, people were stuck in jobs that they were not necessarily happy about or they were not very productive at. But in this recession, quits rates bounced back quickly. One reason is because there are a lot of job openings; the second is that people want to go back and find jobs that they are better matched at.”

Luis Garicano serves as interlocutor in *Capitalism after COVID: Conversations with 21 Economists* (June 2021, CEPR Press, https://voxeu.org/content/capitalism-after-covid-conversations-21-economists). As one example, here’s Jesús Fernández-Villaverde in an interview called “Economists and the pandemic:” “One thing that I find disappointing for societies is that either you work eight hours a day or you work zero. Some societies, especially in the north of Europe, have made progress in terms of solutions, but it’s something we should push very hard. . . . So, imagine we are in a society where we have more flexible forms of work. Thanks to Zoom, I can go from being expected to work eight hours a day, to being expected to work six hours and half hours, to say a random number. Then, it’s much easier to reconcile work with family. . . . A lot of what we do is about coordination. I want to be in the office at 9:00 because someone else is going to be at there at that time.
You just need to have a focal point, and governments can help to coordinate us in good focal points. I can imagine many people who are aged 65 or 66 and are reluctant to work eight hours a day, but at the same time they are not very happy working zero hours a day. If we could get to a society where you can flexibly work four or five hours a day, maybe we could extend the working life of many people, contributing to GDP and helping us a lot to transition. . . . Thanks to telecommuting and Zoom, we may be able to do that much better than in the past.”

The Centre for Development and Enterprise has published “Lant Pritchett in Conversation with Ann Bernstein” (June 2021, https://www.cde.org.za/wp-content/uploads/2021/06/Lant-Pritchett-in-conversation-with-Ann-Bernstein.pdf). “Development is a process that happens at the level of countries. The four transformations a country should make are: (1) to a productive economy, (2) to a capable state, so that it is able to do what it sets out to do, (3) to a government responsive to the needs and wishes of citizens, and (4) to a society where equal treatment of all before the law and of each other is a bedrock principle. I think those four characterise the transformation that takes a country from chaos and poverty to the levels of prosperity and well-being that we see in developed countries. . . . You often hear the phrase ‘this or that isn’t a panacea.’ My argument is: national development is a panacea. If your country manages to undergo the four transformations of national development, then all problems get solved because that is a machinery for nominating and solving problems. Yet the current focus in development is on what I call ‘kinky development,’ which involves tinkering on the margins to help the poorest of the poor. That is the wrong focus. If you achieve national development, you will solve poverty and provide prosperity for the general population, whereas focusing on poverty alone often is at odds with getting you to desirable levels of prosperity. . . . No country has high levels of human wellbeing without having achieved national development; and every country that has high national development achieves very high levels of human well-being. So, the only path to high human well-being is through national development.”

Michael Chui and Anna Bernasek of the McKinsey Global Institute discuss “Forward Thinking on technology and political economy with Daron Acemoglu” (July 14, 2021, https://www.mckinsey.com/featured-insights/future-of-work/forward-thinking-on-technology-and-political-economy-with-daron-acemoglu). “[I]f you look at the way that economists think about technology, it’s this latent variable that makes you just more productive. But very few technologies actually do that. Electricity didn’t make workers more productive. It made some functions in factories more feasible, and some few items more productive. . . . The example of spinning and weaving machinery that I gave, or the factory system, or, more recently, databases, software, robots, numerically controlled machines, they are mostly about replacing workers in certain tasks that they used to perform. . . . [I]n fact, one of the striking but very robust features of the last 40 years of economic development in the United States and the United Kingdom has been that many groups, especially low-education or middle-education men, have actually seen their earnings fall, some groups by as much as 25 percent, in real terms, since 1980. . . . In the traditional
economics approach . . . it is something that doesn’t really fit into this technology as augmenting framework. But when technology, at least in part, is about automation, replacing, displacing workers from their tasks, then this happens quite often. You can have productivity improvements—capital benefits, firms benefit, but workers, especially some types of workers, all workers overall can lose out in real terms. . . . [O]nce you go to this micro level, then the direction of technology, the future of technology looked at through the perspective of what type of technologies we’re going to build on, that becomes much richer and much more interesting. . . . [W]e have to come back to a world in which we put as much effort in increasing human productivity, both in the tasks that they already produce, but also creating new tasks in entertainment, in healthcare. . . . There are many, many things ranging from judgment, social skills, flexibility, creativity, that humans are so much better at than machines. But we’re not empowering them right now.”

Bill Kerr interviews Erica Groshen in “Infrastructure: Upgrading the US labor statistics system” (Harvard Business School podcast, June 30, 2021, https://www.hbs.edu/managing-the-future-of-work/podcast/Pages/podcast-details.aspx?episode=19653416, transcript and audio). “[S]tate unemployment insurance agencies that, as part of running the program, collect worker wage records every quarter from every employer that lists the wages of workers for every month during that quarter. They also collect claims records from people who apply for claims. And these data are generally not available to BLS [Bureau of Labor Statistics] to augment or replace its current data collections. And that’s basically a shame, because it would be quite useful for statistical purposes. And employers, of course, have to report the same or slightly different data to a number of different government agencies. Our economics statistics are also not as good as they could be as a consequence of this. UI [unemployment insurance] wage records include who the person’s employer is and their earnings—that’s what’s in there. They should have job title, because that is closely associated with the person’s occupation. . . . And this would enable us to track workforce supply and demand much more closely, make better projections about the future of work. You also would want the number of hours worked for the wages that are being reported so that you know if someone is full time or part time, so you can get hourly rates, and really follow that dimension on which wages vary. Another thing you want is the actual work location of the people. . . . And then, the last thing, particularly in these times of understanding demographic inequities—racial inequities, in particular, but also gender inequities, things like that—you want to have demographics so that you can track social justice issues and advances and understand how the world of work is affecting demographic outcomes. These data should also, of course, be curated—by which I mean, they have to clean them up so that you can really analyze them and made accessible to the statistical agencies, for particular with the BLS, so that they can create better statistics. You could get better, cheaper, and more-frequent program-policy evaluations so that policy makers could make better decisions.”
Ellis P. Monk Jr., Michael H. Esposito, and Hedwig Lee discuss “Beholding Inequality: Race, Gender, and Returns to Physical Attractiveness in the United States” (American Journal of Sociology, July 2021, pp. 194–241, https://www.journals.uchicago.edu/doi/abs/10.1086/715141). “While a one-standard-deviation increase in ability is associated with 3%–6% higher wages, attractive or very attractive individuals earn 5%–10% more than average-looking individuals. Another study even finds that returns to perceived attractiveness unfold over the life course and are robust to a wide array of potentially relevant controls, such as educational attainment, parental background, personality traits, IQ, and so on. . . . Perceived physical attractiveness is a major factor of inequality and stratification regardless of one’s race or gender. In fact, our analyses suggest that the magnitude of the earnings gap among White men along the perceived attractiveness continuum rivals that of the canonical Black-White wage gap and the attractiveness earnings gap among White women actually exceeds, in real dollars, the Black-White wage gap. . . . We find that while the returns to perceived physical attractiveness are similar for most race-by-gender combinations, the slope of the returns to perceived physical attractiveness is steepest among Black women and Black men. . . . Among Black women and Black men, the wage penalties associated with perceived physical attractiveness are also so substantial that, taken together, the earnings disparity between the least and most physically attractive exceeds in magnitude both the Black-White wage gap and the gender gap.”

Mary Brooks and Paul Rosenzweig describe a modest resurgence in prediction markets in “Let’s Bet on the Next Big Policy Crisis—No, Really” (Lawfare blog, July 13, 2021, https://www.lawfareblog.com/lets-bet-next-big-policy-crisis-no-really). “Metaculus offers a platform for a quasi-prediction market, in which the currency of exchange is prestige points, and anyone can submit a question for inclusion in the market. . . . [T]here is significant demand for internal corporate prediction markets and crowd-forecasting. Google, Ford, Yahoo, Hewlett-Packard, Eli Lilly and a number of other prominent corporations have operated or continue to operate a corporate market. . . . From 2011 to 2015, the Intelligence Advanced Research Projects Activity (IARPA)—the intelligence-minded sister of DARPA—ran the Aggregative Contingent Estimation (ACE). ACE was a project designed to ‘dramatically enhance the accuracy, precision, and timeliness of intelligence forecasts . . . [by means of] techniques that elicit, weight, and combine the judgments of many intelligence analysts.’ Today, IARPA still runs the Hybrid Forecasting Competition, which “develop[s] and test[s] hybrid geopolitical forecasting systems.” . . . Kalshi—a San Francisco-based startup currently operating in beta—is the first fully regulated (CFTC-approved) prediction market. Because Kalshi is regulated, more significant amounts of money can be wagered than in many other markets, enabling them to build out a new asset class of events futures. The implications for this are obvious: An asset class like this could serve as an alternative or a supplement to more traditional insurance, allowing companies and individuals to hedge against crop failures, cyberattacks or floods.”
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