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ONLINE APPENDIX

Suppose a Bayesian adversary wants to learn the record R belonging to individual i, from a confidential
database, x. She has auxiliary information E that includes traditional identifiers (e.g., name and address) along
with other variables that can be used to match against data published via differential privacy. The adversary
has prior µ over the space of possible data vectors D . A data custodian uses a bounded ε-differentially private
mechanism M to publish output M(x) = ω . Bounded differential privacy mechanisms treat the total number of
records in the confidential database as public. Unbounded differential privacy mechanisms inject noise into the
total record count as well. The algorithms under consideration for use with the 2020 Census are in the class of
bounded differential privacy mechanisms. Upon observing ω and E, the adversary updates her beliefs about
R, the record of an individual i, using Bayes law. By the law of total probability,

µ(R = r|ω,E) = ∑
z∈D

µ(R = r,z|ω,E)

Note that

µ(R = r,z|ω,E) =
µ(R = r,ω,E|z)µ(z)

µ(ω,E)

=
µ(R = r,E|z)Pr[M(z) = ω]µ(z)

∑y∈D µ(ω,E|y)µ(y)

=
µ(R = r,E|z)Pr[M(z) = ω]µ(z)
∑y∈D µ(E|y)Pr[M(y) = ω]µ(y)

,

where the second equality follows under the assumption that ω is conditionally independent from R and E
given z. The probability of observing ω given z is completely determined by the coin flips of the mechanism.
Hence,

µ(R = r|ω,E) =
∑z∈D µ(R = r,E,z)Pr[M(z) = ω]

∑y∈D µ(E,y)Pr[M(y) = ω]
.

Now consider a hypothetical counterfactual where the mechanism M does not use i’s record, and the ad-
versary knows it. Instead M runs on x̃ = x−i ∪ r f the data vector in which i’s record is removed from x and
replaced by an arbitrary default record, r f . In this case, the adversary’s updated beliefs are:

µ−i(R = r|ω,E) =
∑z∈D µ(R = r,E,z)Pr[M(z̃) = ω]

∑y∈D µ(E,y)Pr[M(ỹ) = ω]
.

The notation µ−i characterizes beliefs over x̃ derived from µ and knowledge that R has been removed and
replaced by r f . We conclude the following:
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µ(R = r|ω,E)
µ−i(R = r|ω,E)

=
∑z∈D µ(R = r,E,z)Pr[M(z) = ω]/∑y∈D µ(E,y)Pr[M(y) = ω]

∑z∈D µ(R = r,E,z)Pr[M(z̃) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

=
∑z∈D µ(R = r,E,z)Pr[M(z) = ω]/∑z∈D µ(R = r,E,z)Pr[M(z̃) = ω]

∑y∈D µ(E,y)Pr[M(y) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

≤ ∑z∈D µ(R = r,E,z)eεPr[M(z̃) = ω]/∑z∈D µ(R = r,E,z)Pr[M(z̃) = ω]

∑y∈D µ(E,y)Pr[M(y) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

(M is bounded ε-differentially private so Pr[M(z) = ω]≤ eεPr[M(z̃) = ω].)

=
eε

∑z∈D µ(R = r,E,z)Pr[M(z̃) = ω]/∑z∈D µ(R = r,E,z)Pr[M(z̃) = ω]

∑y∈D µ(E,y)Pr[M(y) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

(Factor out eε .)

=
eε

∑y∈D µ(E,y)Pr[M(y) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

(The summations in the numerator ratio cancel out; i.e., the ratio equals 1.)

≤ eε

∑y∈D µ(E,y)e−εPr[M(ỹ) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

(M is bounded ε-differentially private so Pr[M(y) = ω]≥ e−εPr[M(ỹ) = ω].)

=
eε

e−ε ∑y∈D µ(E,y)Pr[M(ỹ) = ω]/∑y∈D µ(E,y)Pr[M(ỹ) = ω]

(Factor out e−ε)

= e2ε

(The summations in the denominator ratio cancel out; i.e., the ratio equals 1.)

Similarly, µ(R=r|ω,E)
µ−i(R=r|ω,E) ≥ e−2ε .
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SOURCE CODE FOR FIGURE 1

\ b e g i n { c e n t e r }
\ c a p t i o n s e t u p { t y p e = f i g u r e }

\ b e g i n { t i k z p i c t u r e }
\ s m a l l
\ c o l o r { b l a c k }
\ b e g i n { a x i s } [

% a x i s l i n e s middle ,
xmin = 0 ,
xmax = 5 ,
domain = 0 : 5 ,
ymin =0 ,
ymax =1 ,
sample s =100 ,
x l a b e l = { P r i v a c y Loss ($\ v a r e p s i l o n $ )} ,

y l a b e l n e a r t i c k s ,
x l a b e l n e a r t i c k s ,
y l a b e l = {Accuracy } ,

x t i c k ={0 , 10} ,
x t i c k pos= l e f t ,
y t i c k pos= l e f t
]

% \ a d d p l o t [ b lue , u l t r a t h i c k ] ( x , 0 .3∗ l n ( x + (1+ x ˆ 2 ) ˆ ( . 5 ) ) ) ;
\ a d d p l o t [ b lue , u l t r a t h i c k ] ( x ,(1− e ˆ(−x ) ) ) ;
\ a d d p l o t [ b lack , u l t r a t h i c k , dashed , domain = 1 . 7 5 : 4 ] ( x , . 8 0 0 8 5 2 + .049787068∗ x ) ;
\ a d d p l o t [ b lack , u l t r a t h i c k , d o t t e d , domain = 0 . 0 5 : 1 ] ( x , . 0 9 0 2 0 4 + 0.60653066∗ x ) ;
\ a d d p l o t [ mark = ∗ ] c o o r d i n a t e s { ( 0 . 5 , 0 . 3 9 3 4 6 9 )} node [ p i n =0:{Data C u s t o d i a n s } ]{} ;
\ a d d p l o t [ mark = ∗ ] c o o r d i n a t e s { ( 3 , 0 . 9 5 0 2 1 3 )} node [ p i n =268:{Data Use r s } ]{} ;

\end{ a x i s }
\end{ t i k z p i c t u r e }

\ c a p t i o n {The t r a d e−o f f be tween p r i v a c y l o s s and a c c u r a c y i n d a t a p u b l i c a t i o n }
\ l a b e l { f i g : t r a d e o f f }
\end{ c e n t e r }
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Figure B1. : The trade-off between privacy loss and accuracy in data publication


