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Abstract

We develop a structural credit risk model, which allows us to price equity/credit indices and their options through the asset dynamics of index constituents. We estimate the model via MLE and find that equity and credit index option prices are well explained out-of-sample. Contrary to recent empirical findings, the two option markets are not inconsistently priced through the lens of our model. Returns on both options, while extreme, do not indicate any evidence of mispricing. Our analysis suggests that jointly addressing the pricing of various instruments requires a balance between three sources of systematic risk: asset, variance, and jump risks.
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1 Introduction

Option pricing theory, after its emergence in the seventies, not only spawned a new field of research on derivatives pricing but also a new approach to valuing corporate securities. Set forth by Merton (1974), structural credit risk models view corporate securities as option contracts on the issuing firm’s assets. Equity can be seen as a long call and debt as a short put. By extension, options written on corporate securities, such as equity options, can be viewed as options on options or compound options (Geske, 1979). This simple idea provides us with a general framework to study the prices and returns on corporate securities and their options jointly.

Recently, this compound option pricing framework has received renewed attention in light of new empirical evidence on the pricing consistency between different index option markets. Collin-Dufresne, Junge, and Trolle (2022) find that it is difficult to reconcile the pricing of options on an equity index (SPX) and those on a credit index (CDX), even with a state-of-the-art structural model. They leave us with a new relative pricing puzzle and conclude that equity and credit markets are not fully integrated. This is a striking finding given a significant body of work suggesting a close link between equity options and various credit instruments.\(^1\)

Another question on which such a pricing framework can be brought to bear is on the debate about the magnitude of option returns: are high option returns evidence of mispricing? Bondarenko (2014) documents remarkably high returns from writing SPX put options and argues that these indicate mispricing.\(^2\) Subsequent work by Broadie, Chernov, and Johannes (2009) calls into question the interpretation that options are mispriced on the basis of their high returns and highlights the importance of jump and volatility risk premia. Building on this work, Chambers, Foy, Liebner, and Lu (2014) argue, in the same setting but with a longer sample, that put returns are too low to be explained by standard option pricing models after all. On top of the seemingly conflicting results for SPX options, which have been the primary focus of the literature to date, our knowledge about the prices and returns on other


\(^2\)This paper became public in 2003, although it was eventually published in 2014.
derivatives and their consistency across different markets remains limited. This is especially so for CDX options, relatively new products that have gained popularity and started actively trading since 2012.

In this paper, we revisit the question of mispricing and seek to broaden the discussion. To this end, we develop a structural credit risk model that enables us to consistently price equity, credit, and associated derivative contracts from the ground up. The model allows firms’ assets to exhibit systematic stochastic variance and Poisson jumps. We consider a large cross-section of firms by incorporating idiosyncratic shocks and construct equity and credit indices, which are the model counterparts of the SPX and CDX. Not only does our model link the pricing of equity and credit indices via the asset dynamics of their constituents, but it also endogenously relates the two indices with their options. Furthermore, our framework allows us to compute model-implied returns for these securities as well as to decompose them into compensation for three sources of systematic risk: asset growth risk, variance risk, and jump risk.

We then bring the model to the data. In principle, if we wished to keep track of index constituents one by one, the model would have more state variables than firms in the index. To alleviate this computational burden, we follow the literature and approximate the index with a homogeneous pool of ex-ante identical firms. This so-called large homogeneous pool approximation leads to only two state variables governing the prices of the indices and their options: (i) the asset value of the representative firm and (ii) systematic asset variance. We filter out the time series of these two state variables and estimate the model parameters via maximum likelihood.

Our estimation procedure takes the time series of CDX spread term structures and physical SPX volatility as sole inputs. We observe that the model fits these variables well in-sample. Moreover, the signs and magnitudes of the estimated parameters are economically plausible, as are the time series patterns of the filtered state variables. We also confirm that the estimated model implies reasonable physical metrics such as market leverage, asset Sharpe ratios, and cumulative default probabilities, which provides further confidence in our estimation results. In our model, we specify both the physical and risk-neutral firm asset dynamics and estimate
them using both time series and cross-sectional data. As a result, the estimated model is capable of determining not only price levels but also returns and risk premia.

Next, we examine SPX and CDX options as an out-of-sample exercise based on the estimated parameters and filtered state variables. Although our estimation procedure does not rely on any option data, the empirical implied volatilities are explained well out-of-sample. The model successfully captures the levels of implied volatilities in both option markets. In the moneyness dimension, the model generates a negative volatility skew for SPX options and a positive volatility skew for CDX options that are similar to their empirical counterparts. In both cases, the model-implied volatilities closely track the time series fluctuations in the data, resulting in relatively small pricing errors. The correlations between the model and data are high, around 80% or higher across the board. Importantly, we do not find any significant evidence of absolute or relative mispricing across the two option markets.

We reach a similar conclusion for option returns. Through the lens of our model, realized option returns, while very large, do not appear to suggest any mispricing. We cannot statistically distinguish the data estimates from the model predictions for any option class. The contribution we make is twofold. First, our analysis with SPX options supports and corroborates an earlier conclusion of no mispricing from Broadie, Chernov, and Johannes (2009), using a richer model featuring priced variance and jump risks. Second, we confirm the same finding for CDX options, whose realized and predicted returns are even higher in absolute terms. We note that in this market, prior evidence on prices is scarce and that on returns virtually non-existent.

In sum, the pricing of the SPX and CDX indices as well as their options can jointly be reconciled within our structural option pricing framework. How does our model achieve this? To answer this, we study how exposures to the three sources of systematic risk vary across different instruments. These exposures are important not only for the price dynamics but also for the decomposition of risk premia. While the asset risk premium has the same sign as the exposure to asset growth risk, variance and jump risk premia have opposite signs to their respective exposures because both risks are priced negatively.$^{3}$

$^{3}$Since investors dislike either risk, an instrument that pays more in bad times with high variance or jump
Consider first exposures to asset growth risk. Both the SPX and CDX indices have a positive exposure to asset growth risk because the values of equity and debt rise with the firm’s asset value. In terms of magnitude, the SPX exhibits a greater exposure than the CDX, as equity, being more junior than debt, is more leveraged and thus more sensitive to asset fluctuations. In the case of options, SPX calls and CDX puts load positively on asset growth risk, whereas SPX puts and CDX calls load negatively. This is intuitive. Since a negative shock to the equity market (low equity return) is likely to coincide with a positive shock to credit spreads, SPX puts (calls) and CDX calls (puts) pay off in similar states of the world. The signs of exposures to jump risk are the exact opposites to those to asset growth risk because jumps are on average negative in our model, reducing the firm’s assets.

What is more noteworthy are the exposures to variance risk. Perhaps surprisingly, we find that the exposure of the CDX to variance risk is significantly more negative than that of the SPX. This is a result of the interplay between two channels. (i) A rise in asset variance leads to higher discount rates, pushing down the values of both equity and debt. (ii) At the same time, a rise in asset variance raises the values of options written on the firm’s assets, regardless of whether they are calls or puts, through a “vega effect.” Thus, equity (long call) increases and debt (short put) decreases in value. In the case of debt, the two channels lead in the same direction, making the exposure heavily negative. In the case of the SPX, the two channels work in opposite directions, offsetting each other. This may explain the seemingly puzzling empirical finding that selling CDX straddles provides much higher returns than selling SPX straddles (Collin-Dufresne, Junge, and Trolle, 2022); the CDX is more sensitive to variance risk than the SPX. This property is inherited by CDX options, resulting in interesting patterns in their exposures to variance risk.

Next, we revisit the relative pricing puzzle posed by Collin-Dufresne, Junge, and Trolle (2022). In essence, they find that their model generates too low implied volatilities for CDX options when it is fitted to match the CDX spread and implied volatilities for SPX options. Similar to their calibration, we take our estimated model and search for the values of the two risk (i.e., a positive exposure) serves as a hedge; investors are willing to take a negative risk premium for such an instrument.
state variables that match the median CDX spread and at-the-money SPX implied volatility. We find that our model generates a CDX implied volatility that is close to and slightly larger than its data counterpart.

Why do we obtain such different results? While our model and theirs differ in the precise assumptions about capital structure and default, both models assume identical asset dynamics with stochastic variance and jump risks. Hence, we are able to map the parameters of Collin-Dufresne, Junge, and Trolle (2022) into ours. When we repeat the fitting exercise under their parametrization, we do recover the underpricing issue, which suggests that differences in parametrization play a role.

Overall, our analysis suggests that jointly addressing the pricing of CDX, SPX options, and CDX options requires finding the right balance between different sources of risk. There are two tensions at play. The first is between systematic risk and idiosyncratic risk, whose shares of total risk have important implications for index options but have less to do with the CDX spread. The second tension exists among different sources of systematic risk, as asset growth risk, variance risk, and jump risk disproportionately affect different instruments based on their exposures. In conclusion, the way in which the model is configured with different sources of risk is pivotal for capturing the joint pricing of various market instruments.

Related literature

Our work is related to several strands of literature. The first consists of recent studies that link credit and equity derivative markets. Cremers, Driessen, and Maenhout (2008) use equity and option prices to estimate jump risk premia in order to predict credit spreads. Collin-Dufresne, Goldstein, and Yang (2012) use a model fitted to long-dated SPX options and CDX term structures to value CDX tranches out-of-sample. Culp, Nozawa, and Veronesi (2018) convert option prices into credit spreads by hypothesizing pseudo firms in a model-free setting. What all of these papers have in common is that they price corporate credit instruments out-of-sample using a model estimated from the data on other markets. There are at least two key differences between this prior work and ours. First, our estimation goes in a different direction in the sense that we use the data on credit spreads (CDX term structures) to obtain out-of-
sample predictions for options. Second, we link four markets consistently: the SPX and CDX markets together with their corresponding option markets. Like much of previous studies, we find that the four markets are closely related.

Our paper contributes to the extensive literature on option pricing. The empirical option literature has primarily been based on a reduced-form approach, which exogenously specifies the underlying process and focuses on modeling the joint dynamics of the underlying and derivative prices. Notable examples include, but are not limited to, Bakshi, Cao, and Chen (1997), Pan (2002), Bates (2003), Eraker (2004), and Christoffersen, Jacobs, Ornthanalai, and Wang (2008). Our approach significantly differs from theirs as we rely on a structural framework à la Geske (1979) where both the underlying and derivative prices endogenously derive from the firm’s asset dynamics. An advantage of using a structural approach in our paper is that the indices that underlie SPX and CDX options are themselves contingent claims. For example, the CDX is, just like CDX options, a contingent claim on the assets of the constituent firms. Hence, using the time series of CDX spreads in the estimation is informative not just for the physical dynamics but also for the risk-neutral dynamics. This allows us to estimate our model without using any option-based information and study the two option markets out-of-sample. Achieving this is difficult, if not impossible, in a standard reduced-form model where the underlying dynamics are specified exogenously. In this case, realizations of the underlying are only informative about the physical measure, and thus the use of option data is necessary for estimating the risk-neutral dynamics.

Several studies demonstrate that more general non-affine option pricing models provide a better fit to the cross-section of equity option prices. See, for instance, Jones (2006) who develops a non-affine stochastic volatility model to study index option prices, and Eraker and Wang (2015) who develop a nonlinear model of the variance premium. Because equity and credit derivatives are compound options in our model, their dynamics are highly nonlinear and display non-affine features. The main distinction from previous studies is that nonlinearities in the index dynamics within our framework arise endogenously as a function of leverage and unlevered asset dynamics.
Lastly, our work concerns the literature studying the magnitudes and properties of variance, jump, and tail risk premia in financial securities. For seminal contributions to this literature, see, among others, Bates (2000), Coval and Shumway (2001), Pan (2002), Eraker, Johannes, and Polson (2003), Carr and Wu (2009), Todorov (2010), Andersen, Fusari, and Todorov (2020), and Andersen, Todorov, and Ubukata (2021). Most existing studies in this literature focus on equity index and index option markets. Our contribution is to broaden the study of variance and jump risk premia to multiple markets simultaneously and to trace the sources of risk premia in these markets back to those of the underlying assets of the firm.

The rest of the paper proceeds as follows. Section 2 describes our model. Section 3 details the data and estimation approach. Section 4 provides comparative statics to help understand the model mechanism. Importantly, the relative pricing puzzle of Collin-Dufresne, Junge, and Trolle (2022) is replicated and resolved. Section 5 reports on our model’s empirical validation in-sample and out-of-sample and provides implications for option returns. Section 6 concludes.
2 Model

In this section, we develop a structural credit risk model which allows us to consistently price equity, credit, and associated derivative contracts from the ground up. We first introduce the asset dynamics for individual firms and the economy’s stochastic discount factor (Section 2.1). The pricing of corporate securities follows (Section 2.2). We then construct the equity and credit indices and study the pricing of index options (Section 2.3). Lastly, we show that the expected returns on these indices and options can be decomposed into compensation for the three systematic risk exposures in our model (Section 2.4).

2.1 Asset and variance risk

We consider a cross-section of firms \( j \in \{1, \ldots, N\} \) whose asset dynamics under the physical measure \( \mathbb{P} \) are driven by the systematic asset factor \( A_t^m \) as well as two types of idiosyncratic shocks:

\[
\frac{dA_t^j}{A_t^j} = \frac{dA_t^m}{A_t^m} + \sigma_j dW_t^j + \nu^j dN_t^j - \lambda^j \nu^j dt, \tag{1}
\]

where \( dW_t^j \) is a standard Brownian motion and \( dN_t^j \) is a Poisson process. We use \( \sigma_j \) to denote the time-invariant volatility parameter for diffusive idiosyncratic risk. The idiosyncratic jump intensity is also, in the interests of parsimony, constant with \( \mathbb{E}_t[dN_t^j] = \lambda^j dt \), where \( \mathbb{E}_t[\cdot] \) denotes a time-\( t \) conditional physical expectation. The relative change in asset value caused by the occurrence of an idiosyncratic jump is deterministic with a value of \( \nu^j = (e^{\nu^j} - 1) \).

As in Du, Elkamhi, and Ericsson (2019), the dynamics of the systematic asset factor \( A_t^m \) and its stochastic variance \( V_t \) are characterized by the following equations under \( \mathbb{P} \):

\[
\frac{dA_t^m}{A_t^m} = (\mu_t - q) dt + \sqrt{V_t} dW_t^A + \nu_t^m dN_t^m - \lambda_t^m \nu^m dt, \tag{2}
\]

\[
dV_t = \kappa(\theta - V_t)dt + \delta \sqrt{V_t} dW_t^V, \tag{3}
\]

where \( \mu_t \) is the expected return on the unlevered “market” and \( q \) is the corresponding payout.
rate. The systematic diffusive variance $V_t$ follows a square-root process where $\kappa$, $\theta$, and $\delta$ represent the mean-reversion speed, long-run mean, and volatility of variance, respectively. To model the correlation between systematic asset return and variance shocks, we assume that $dW_t^A = \rho dW_t^V + \sqrt{1-\rho^2}dW_t^{AV}$ where $dW_t^V$ and $dW_t^{AV}$ are two mutually independent Brownian motions. When $\rho < 0$, systematic asset variance is high when systematic asset return is low. This case implies a negative skewness in the distribution of unlevered market returns, consistent with empirical evidence.\(^4\)

In addition to systematic diffusive risk, we allow for systematic jumps captured by the jump process $\nu_t^m dN_t^m$, where $dN_t^m$ is another Poisson process counting the occurrence of systematic jumps. Its intensity, $\mathbb{E}_t[dN_t^m] = \lambda_t^m dt$, is time-varying and assumed to be proportional to $V_t$ such that $\lambda_t^m = \eta_m V_t$. As a result, systematic jumps are more likely to occur during market downturns when systematic variance is relatively high. Conditional on a systematic jump, the relative change in asset value is a random variable defined as $\nu_t^m = (e^{Z_t^m} - 1)$. We assume that $Z_t^m$ is normally distributed with time-invariant parameters $Z_t^m \sim N(z_m, \gamma_m^2)$. Accordingly, the expected systematic jump size is calculated as $\overline{\nu}^m = \mathbb{E}_{Z_t^m}[e^{Z_t^m} - 1]$, where $\mathbb{E}_{Z_t^m}[:]$ represents an expectation taken with respect to the time-invariant distribution of $Z_t^m$.

In the absence of arbitrage, there exists a stochastic discount factor (SDF), which allows us to price firms’ financial claims. Following the literature on variance and jump risks, we assume that the SDF is exponentially affine in aggregate risks:

$$
\frac{d\phi_t}{\phi_t} = -r_f dt - \xi_{AV} \sqrt{V_t} dW_t^{AV} - \xi_V \sqrt{V_t} dW_t^V + (e^{\xi_m Z_t^m} - 1) dN_t^m - \lambda_t^m \overline{\nu}^m dt, \quad (4)
$$

where $r_f$ is the risk-free rate and $\xi_{AV}$, $\xi_V$, and $\xi_m$ represent the market prices of diffusive asset growth, variance, and jump risks, respectively. The expected jump size of the SDF is denoted by $\overline{\nu}^m = \mathbb{E}_{Z_t^m}[e^{\xi_m Z_t^m} - 1]$. Note that firms’ idiosyncratic risks are deliberately not priced in the model.

According to Girsanov’ theorem, this SDF implies the following dynamics of $A_t^m$ and $V_t$

\(^4\)For discussions on the presence of negative skewness in the distribution of systematic risks, see Berger, Dew-Becker, and Giglio (2020), among others.
under the risk-neutral measure \( Q \):

\[
\frac{dA^m_t}{A^m_t} = (r_f - q) \, dt + \sqrt{V_t} dW_t^{A,Q} + \nu_t^{m,Q} dN^m_t - \lambda_t^{m,Q} \bar{\nu}^m_t \, dt, \tag{5}
\]

\[
dV_t = \kappa^Q (\theta^Q - V_t) \, dt + \sigma \sqrt{V_t} dW_t^{V,Q}, \tag{6}
\]

where \( dW_t^{A,Q} = \rho dW_t^{V,Q} + \sqrt{1 - \rho^2} dW_t^{A^{LV},Q} \), \( \kappa^Q = \kappa + \delta \xi_V \), and \( \theta^Q = \kappa \theta / \kappa^Q \).

When systematic jump risk is priced, it simultaneously shifts the intensity and the mean of systematic jumps under \( Q \). Specifically, the risk-neutral jump intensity becomes \( \lambda_t^{m,Q} \) and the random jump size is \( \nu_t^{m,Q} = (e^{Z_t^{m,Q}} - 1) \) with \( Z_t^{m,Q} \sim N(z_m^{Q}, \gamma_m^2) \) for which \( z_m^{Q} = z_m + \xi_m \gamma_m^2 \).

Given that idiosyncratic risk is not priced, the risk-neutral dynamics of \( A^j_t \) are obtained by inserting equations (5) and (6) into equation (1).

Given equations (2) and (5), the unlevered asset risk premium, or the difference between the \( \mathbb{P} \)- and \( \mathbb{Q} \)-expected asset return, is given by:

\[
(\mu_t - r_f) \, dt = \left( \sqrt{1 - \rho^2} \xi_{LV} + \rho \xi_V \right) V_t \, dt + \lambda_t^m \mathbb{E}_m \left[ (1 - e^{Z_t^{m,Q}}) (e^{\xi_m Z_t^{m,Q}} - 1) \right] \, dt. \tag{7}
\]

The first term captures the compensation for diffusive asset growth and variance risks while the second corresponds to the systematic asset jump risk premium.

### 2.2 Pricing of corporate securities

Following Leland (1994), we assume that each firm issues a consol bond. Firm \( j \) declares bankruptcy when the firm’s asset value falls to a certain threshold. In the model, the timing of the firm’s default \( \tau_j \) corresponds to the first time at which the asset value \( A^j_t \) in equation (1) hits the default barrier \( A^j_D \): \( \tau_j = \inf \{ s \geq t | A^j_s \leq A^j_D \} \).

Prices of a firm’s securities and contingent claims depend on the risk-neutral distribution of \( \tau_j \) and are a function of two key quantities: (i) the present value of a dollar received at default \( P_D(A^j_t, V_t) = \mathbb{E}_t^Q \left[ e^{-r_f (\tau_j - t)} \right] \) and (ii) the cumulative risk-neutral default probability \( G(A^j_t; V_t, T) = \mathbb{E}_t^Q [1_{\tau_j \leq T}] \) over the next \( T \) years. Equipped with these, we are able to price any

---

\(^5\)Applying Girsanov’s theorem, we have \( dW_t^{A^{LV}} = dW_t^{A^{LV},Q} - \xi_{A^{LV}} \sqrt{V_t} \, dt \) and \( dW_t^V = dW_t^{V,Q} - \xi_V \sqrt{V_t} \, dt \).
security issued by the firm as well as associated derivative contracts. The Internet Appendix contains details about the estimation of $P_D(A_t^j, V_t)$ and $G(A_t^j, V_t, T)$ for a given set of structural parameters in our setup.\footnote{More precisely, our estimation strategy builds on Du, Elkamhi, and Ericsson (2019) who develop a simulation approach to obtain the smooth mapping from a given pair of state variables $(A_t^j, V_t)$ to $P_D(\cdot)$ and $G(\cdot, T)$ using two-dimensional Chebyshev polynomials.}

To begin, we calculate the firm’s debt value $D(A_t^j, V_t)$ as the present value of future coupon payments plus the recovery value of the firm upon default:

$$D(A_t^j, V_t) = \frac{c}{r_f} \left[ 1 - P_D(A_t^j, V_t) \right] + (1 - \alpha) A_D P_D(A_t^j, V_t),$$

where $c$ is the coupon and $\alpha$ is the liquidation cost. For simplicity, we assume that firms have the same coupon, liquidation cost, default barrier, and idiosyncratic diffusive and jump risk parameters. With leverage, a firm’s value deviates from its unlevered counterpart $A_t^j$ for two reasons. First, the firm enjoys tax benefits arising from its debt. If the tax rate is $\zeta$, the present value of future tax shields is $\frac{\zeta c}{r_f} \left[ 1 - P_D(A_t^j, V_t) \right]$. However, this benefit comes with a cost. The debt exposes the firm to the risk of default, and the present value of future bankruptcy costs is $\alpha A_D P_D(A_t^j, V_t)$. Hence, the levered firm value can be expressed as:

$$L(A_t^j, V_t) = A_t^j + \frac{\zeta c}{r_f} \left[ 1 - P_D(A_t^j, V_t) \right] - \alpha A_D P_D(A_t^j, V_t).$$

Since the firm’s equity is a residual claim, its value is calculated as the difference between the levered firm value and the debt value, $L(A_t^j, V_t) - D(A_t^j, V_t)$. It is given by:

$$E(A_t^j, V_t) = A_t^j - \frac{(1 - \zeta)c}{r_f} \left[ 1 - P_D(A_t^j, V_t) \right] - A_D P_D(A_t^j, V_t).$$

We also consider the pricing of a CDS contract, which involves two parties: the protection buyer and the protection seller. The protection buyer makes quarterly premium payments to the protection seller until the maturity of the contract ($T$) or until the firm’s default, whichever comes first. Upon default, the protection seller must buy the defaulted bond at par from the
protection buyer, thus absorbing the default loss.\footnote{In practice, this settlement is often done instead as a cash payment based on a post-default market value determined by a third party.}

For every basis point (bp) spread per annum, the present value of future premium payments (or premium leg) is known as the risky PV01, or RPV01. In exchange for making premium payments, the protection buyer acquires a promise to make him whole in the event of losses arising in default. We denote the present value of a contingent protection payment (or protection leg), ProtLeg. By definition, the CDS spread is the fair market spread that equates the premium leg with the protection leg. It satisfies

\[
S(A_t^j, V_t, T) = \frac{\text{ProtLeg}(A_t^j, V_t, T)}{\text{RPV01}(A_t^j, V_t, T)}. \tag{10}
\]

We refer the reader to Appendix A for details about the computation of the premium leg, protection leg, and fair market CDS spread.

\section{2.3 Equity and credit indices and their options}

So far, we have defined the dynamics of a firm’s asset value and described the valuation of corporate securities and CDS contracts. Ultimately, our goal is to value equity and credit indices as well as option contracts written on them. To this end, we first define the value of an index and then discuss how it can be mapped to study the S&P 500 index (in short, SPX) or the CDX North American Investment Grade Index (in short, CDX).\footnote{The CDX tracks an equally-weighted basket of investment-grade single-name CDS contracts.} We then elaborate on the pricing of SPX and CDX options.

Consider an equally weighted index \( I_t \) with \( N \) constituents, which is defined as

\[
I_t = I(A_t^1, \ldots, A_t^N, V_t) = \frac{1}{N} \sum_{j=1}^{N} f(A_t^j, V_t), \tag{11}
\]

where \( f \) is defined by equation (9) for the SPX and by equation (10) for the CDX. In our implementation, we consider a cross-section of 500 firms (\( N = 500 \)), constituting each index.\footnote{We make an implicit assumption that the equity index and the credit index are both based on the same pool of underlying firms. In practice, the SPX consists of 500 firms while the CDX is composed of 125 firms.}
Without any further assumptions, modeling the dynamics of an index composed of 500 firms would require keeping track of 501 state variables over time (i.e., $A^j_t$ for $j = 1, ..., 500$ and $V_t$).

To alleviate this computational challenge, we follow the literature and approximate the index with a homogeneous pool of ex-ante identical firms (see, e.g., Vasicek, 2002; Collin-Dufresne, Goldstein, and Yang, 2012; Seo and Wachter, 2018; Collin-Dufresne, Junge, and Trolle, 2022). We hypothesize a firm that represents the average of the firms in the index and denote it by superscript $r$, instead of $j$. Like other firms, its asset dynamics are described by equation (1). At each pricing date $t$, the homogeneity assumption, $A^j_t = A^r_t$ for all $j \in \{1, \ldots, N\}$, implies that the index satisfies $I_t = \frac{1}{N} \sum_{j=1}^{N} f(A^r_t, V_t) = f(A^r_t, V_t)$. This leaves us with only two state variables to keep track of: the representative asset value, $A^r_t$, and the common factor variance, $V_t$. It is important to note the distinction between levels and dynamics. The representative asset value dynamics are obtained from equation (1) with $j = r$ and are impacted by idiosyncratic shocks. However, the dynamics of the index will see idiosyncratic shocks diversified away. See the Internet Appendix for further details about index dynamics.

In our empirical analysis below, we use call and put option contracts on the SPX and the CDX. The values of calls and puts written on one of these indices can be calculated as:

$$c(A^r_t, V_t, K, T) = e^{-rT} \mathbb{E}_t^\mathbb{Q} \left[ \max(I_{t+T} - K, 0) \right],$$  \hfill (12)

$$p(A^r_t, V_t, K, T) = e^{-rT} \mathbb{E}_t^\mathbb{Q} \left[ \max(K - I_{t+T}, 0) \right],$$  \hfill (13)

where $I_t$ represents either the SPX or the CDX. To calculate option prices at time $t$, we simulate forward 5,000 paths of 500 ex-ante homogeneous firms and systematic variance under the risk-neutral measure. While all of the firms are given the same initial value ($A^j_t = A^r_t$ for $j = 1, ..., 500$), their simulated asset values in the future can deviate from one another due to distinct idiosyncratic shocks ($W^j$ and $N^j$). For each path, we obtain 500 simulated asset values $A^j_{t+T}$ together with the simulated systematic variance $V_{t+T}$ from which a given index

\[\text{However, Collin-Dufresne, Junge, and Trolle (2022) show by comparing various key characteristics, such as ratings, leverage, and total/idiosyncratic asset volatility, that modeling the two indices assuming the same number of constituents is relatively innocuous in a setting such as ours.}\]
value is determined using equation (11). We then calculate the conditional expectations in equations (12) and (13) as the averages across the simulated paths.

2.4 Expected returns and risk premia

Our valuation framework enables us to derive how exposures to asset, variance, and jump risks determine expected returns on corporate securities and options. As we argue next, jointly analyzing credit and equity index options will prove to be informative about how the three sources of systematic risk drive derivatives returns across the two markets.

To lay out the main prediction of our model, consider an arbitrary instrument \( g_t \equiv g(A_t^r, V_t) \). This could be a tradeable unit of an index \( (g = I) \) or an option contract written on such an index \( (g = c \text{ or } p) \). By Ito’s lemma, we can show that

\[
E_t \left[ \frac{dg_t}{g_t} \right] - E_t^Q \left[ \frac{dg_t}{g_t} \right] = \Delta_{A,t} (\mu_t - r_f) dt + \Delta_{V,t} (\delta \xi V_t) dt + \lambda_m^m E_{Z_m} [-\Delta_{N,t} (e^\xi Z_m^m - 1)] dt, \tag{14}
\]

where \( \Delta_{A,t} = \frac{\partial g_t}{\partial A_t} / g_t \), \( \Delta_{V,t} = \frac{\partial g_t}{\partial V_t} / g_t \), and \( \Delta_{N,t} = \frac{\partial g_t}{\partial N_t} / g_t = g(A_t^r e^{z_m^m V_t} - g_t) / g_t \) are the exposures of the instrument to asset, variance, and jump risks, respectively. Under the risk-neutral measure, the total expected return on any tradeable instrument equals the risk-free rate:

\[
E_t \left[ \frac{dg_t}{g_t} \right] + q_g dt = r_f dt \quad \text{where} \quad q_g \text{ is a dividend/income yield from the instrument, if any.}
\]

Hence, the left-hand side of equation (14) equals \( E_t \left[ \frac{dg_t}{g_t} \right] + q_g dt - r_f dt \), which represents the instantaneous expected excess return or risk premium on \( g \). Note that \( \Delta_{N,t} \) is a random variable, which depends on the random jump size \( Z_m^m \). The expectation in the last term is thus taken with respect to the time-invariant distribution of \( Z_m^m \). For notational convenience, we denote \( E_{Z_m} [\Delta_{N,t}] \) by \( \Delta_{N,t} \).

Equation (14) reveals that the expected excess return can be decomposed into three terms, which correspond to the three sources of systematic risk. The first term, which we label as asset risk premium, captures the compensation for the instrument’s exposure to asset value fluctuations. By definition, \( \Delta_{A,t} \) is the elasticity of the instrument price \( g_t \) with respect to the asset value \( A_t^r \). When the asset value moves by 1%, the instrument price moves by \( \Delta_{A,t} \%, \) If
the instrument price increases with the asset value ($\Delta_{A,t} > 0$), the instrument earns a positive asset risk premium $\Delta_{A,t}(\mu_t - r_f)$ given $\mu_t - r_f > 0$.

The second term, which we call variance risk premium, arises due to the instrument’s exposure to variance risk. Since investors’ marginal utility (equivalently, the SDF in equation (4)) rises in bad times with high variance, the market price of variance risk $\xi_V$ is typically negative. Consequently, an instrument that is positively exposed to aggregate variance risk ($\Delta_{V,t} > 0$) bears a negative variance risk premium ($\Delta_{V,t}(\delta \xi_V V_t) < 0$). This is intuitive. An instrument that pays more in high SDF periods (when $V_t$ is high) serves as a hedge. Hence, investors are willing to pay a premium to hold such an instrument, leading to a negative variance risk premium.

The third and last term contributing to the expected excess return is referred to as jump risk premium. Like any risk premium, this term originates from the comovement between the instrument price and the SDF. In fact, the two variables simultaneously change when a systematic jump occurs: the relative decrease in the instrument price is $-\Delta_{N,t}$ whereas the relative increase in the SDF is $(e^{\xi_m Z_{it}^m} - 1)$. Therefore, conditional on the occurrence of a jump, the tendency of the two variables to move together is captured by $E_{Z^m}[-\Delta_{N,t}(e^{\xi_m Z_{it}^m} - 1)]$. The jump risk premium in equation (14) is obtained from this expression multiplied by the jump intensity $\lambda_{t}^m$, taking into account the likelihood of a jump. In a typical setup where investors dislike jumps that are on average negative ($\xi_m < 0$), the jump risk premium is positive for an instrument with a negative exposure ($\Delta_{N,t} < 0$). An instrument that performs poorly in high SDF periods (with systematic jump realizations) makes investors more exposed to business cycle fluctuations. Investors are reluctant to hold such an instrument, inducing a positive risk premium.
3 Data and estimation

3.1 Data

The model estimation is based on the daily time series of the following five variables: the CDX spreads with 3-, 5-, 7-, and 10-year maturities and the physical SPX volatility. The data on the CDX are obtained from Markit. The physical volatilities of the SPX are proxied by the conditional volatilities obtained from fitting an NGARCH model (with a skewed student t-distribution) to daily SPX returns.\(^{10}\) The daily time series of the SPX are from the CRSP dataset. For estimation purposes, our sample period begins in June 2004, from which the CDX data become available, and ends in November 2020.

We also collect pricing data on 1-month SPX options and CDX options. These data serve two purposes: (i) to conduct an out-of-sample analysis of model performance and (ii) to revisit the puzzle documented by Collin-Dufresne, Junge, and Trolle (2022) that the two option markets are inconsistently priced. We download SPX option prices from OptionMetrics. For a given trading day, we convert SPX option prices into Black-Scholes-implied volatilities and construct the volatility surface via polynomial interpolation. Then, we keep implied volatilities at 95, 100, and 105% moneyness values as measured by the ratio of strike price to underlying index value. The sample period for SPX options spans the same period covered by our estimation, beginning in June 2004 and ending in November 2020. The quotes on CDX options are provided by Markit. CDX options are essentially credit swaptions, which provide the holder the right to enter into an index credit default swap (i.e., CDX) either as the protection buyer (payer swaptions or CDX calls) or as the protection seller (receiver swaptions or CDX puts). These options are quoted in terms of Black-implied volatilities, and we select implied volatilities whose strikes correspond to 95, 100, and 105% of the current CDX spread.\(^{11}\) CDX options in our data are based on the 5-year CDX. The sample period for

\(^{10}\)Our estimation results are robust to using different proxies for the conditional SPX volatility. For instance, we obtain similar results when the conditional SPX volatility is estimated by smoothing realized variance measures based on high-frequency return time series.

\(^{11}\)For details on the pricing and market conventions about CDX options, we refer to Chen, Doshi, and Seo (2023) and Collin-Dufresne, Junge, and Trolle (2022).
CDX options starts in March 2012, which is when these contracts begin to trade in meaningful volumes.

3.2 Estimation strategy

In total, the model features 20 structural parameters and 2 latent variables. To reduce the dimensionality of the parameter space, we fix the values of some parameters following Feldhütter and Schaefer (2018) and Du, Elkamhi, and Ericsson (2019), among others. More precisely, we set the bankruptcy cost $\alpha$ to 25%, corporate tax rate $\zeta$ to 20%, and CDS/bond-specific recovery rate $R$ to 51% when computing the protection leg of a CDS contract (see Appendix A). Considering our sample period, we choose the risk-free rate to be 1% and the asset payout ratio to be 2%. We normalize the amount of book liabilities to 25 and set the coupon $c$ to $r \times 25 = 0.25$. Consistent with evidence that the default threshold is located significantly below the book value of liabilities, the default barrier $A_D$ is chosen to be 78% of 25, or 19.50.\(^\text{12}\)

In an attempt to further reduce the estimation dimensionality, we fix the idiosyncratic jump intensity $\lambda_j$ to 1%, as simultaneously identifying the jump intensity and jump size is often challenging.\(^\text{13}\) This idiosyncratic jump intensity implies that, in expectation, about one idiosyncratic jump happens every 100 years per firm. Idiosyncratic jumps in the model are thus infrequent, but their size will be estimated to be very large, making a default highly likely when they occur. We also set the systematic jump intensity parameter $\eta_m$ equal to $1/\theta$. Given that the physical jump intensity is defined by $\lambda^m_t = \eta_m V_t$, this value implies that about one systematic jump occurs on average per year. While idiosyncratic jumps are assumed to be rare in the model, systematic jumps on the other hand are assumed to be more frequent. This way, their expected size will be estimated to be less consequential for firms’ defaults. Panel A of Table 1 summarizes and reports our calibration choices.

This leaves us with 11 structural parameters $\Theta \equiv \{\kappa, \theta, \delta, \rho, z_m, \gamma_m, \xi_{A\perp V}, \xi_V, \xi_m, \sigma_j, z_j\}$ to estimate and two latent variables $(A^t, V_t)$ to filter. To do so, we adopt a daily observation

\(^\text{12}\)This number is broadly consistent with the estimates in Davydenko (2012).
\(^\text{13}\)Note that our assumed idiosyncratic jump intensity is of the same magnitude as the one in Collin-Dufresne, Junge, and Trolle (2022).
<table>
<thead>
<tr>
<th>Panel A: Calibrated parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Distress costs ($\alpha$)</td>
</tr>
<tr>
<td>2-Corporate tax rate ($\zeta$)</td>
</tr>
<tr>
<td>3-Recovery rate ($R$)</td>
</tr>
<tr>
<td>4-Risk-free interest rate ($r_f$)</td>
</tr>
<tr>
<td>5-Asset payout rate ($q$)</td>
</tr>
<tr>
<td>6-Coupon ($c$)</td>
</tr>
<tr>
<td>7-Systematic jump intensity loading ($\eta_m: \lambda_t^m = \eta_m V_t$)</td>
</tr>
<tr>
<td>8-Idiosyncratic jump intensity ($\lambda^j$)</td>
</tr>
<tr>
<td>9-Default barrier ($A_D$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Estimated parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Mean reversion speed ($\hat{\kappa}$)</td>
</tr>
<tr>
<td>2-Long run mean ($\hat{\theta}$)</td>
</tr>
<tr>
<td>3-Volatility parameter for asset variance ($\hat{\delta}$)</td>
</tr>
<tr>
<td>4-Correlation between asset value and variance shocks ($\hat{\rho}$)</td>
</tr>
<tr>
<td>5-Market price of asset specific risk ($\hat{\xi}_{A^1V}$)</td>
</tr>
<tr>
<td>6-Market price of variance risk ($\hat{\xi}_V$)</td>
</tr>
<tr>
<td>7-Systematic jump size mean ($\hat{\gamma}_m$)</td>
</tr>
<tr>
<td>8-Systematic jump size standard deviation ($\hat{\gamma}_m$)</td>
</tr>
<tr>
<td>9-Market price of systematic jump ($\hat{\xi}_m$)</td>
</tr>
<tr>
<td>10-Idiosyncratic volatility ($\hat{\sigma}_j$)</td>
</tr>
<tr>
<td>11-Idiosyncratic jump size ($\hat{\gamma}_j$)</td>
</tr>
</tbody>
</table>

Table 1: Structural parameters. The table reports the calibrated and estimated values for the structural model parameters. Panel A presents the parameters that are calibrated, and Panel B presents the parameters that are obtained via maximum likelihood estimation. The estimation sample period is from June 2004 to November 2020.

frequency and assume that the 5-year CDX spread ($S_{5,t}^{CDX}$) and the physical conditional SPX volatility ($\sigma_t^{SPX}$) are observed without errors (see, e.g., Duffee, 2002; Aı̈t-Sahalia and Kimmel, 2010). We then filter out $\hat{A}_t^r$ and $\hat{V}_t$ from $S_{5,t}^{CDX}$ and $\sigma_t^{SPX}$, on each day $t$, by solving the following two equations:

$$
S_{5,t}^{CDX} = S(\hat{A}_t^r, \hat{V}_t, 5, \Theta) \quad \text{and} \quad \sigma_t^{SPX} = \sqrt{\sigma_{E,t}^2(\hat{A}_t^r, \hat{V}_t, \Theta)},
$$

(15)

where $S$ is defined by equation (10) and the expression for $\sigma_{E,t}^2$ is provided by

$$
\sigma_{E,t}^2 = \left[ \left( \frac{A_t^r \partial E_t}{E_t \partial A_t^r} \right)^2 + \left( \frac{\delta E_t}{E_t \partial V_t} \right)^2 + 2\rho \frac{A_t^r \partial E_t \partial E_t}{(E_t)^2 \partial A_t^r \partial V_t} \right] V_t + \lambda_t^m \mathbb{E}_t V_t \left( \frac{E(A_t^r e^{Z_t^m}, V_t)}{E_t} - 1 \right)^2.
$$

We provide the detailed derivation in the Internet Appendix. On the one hand, risk-neutral
pricing implies that the term structure of CDX spreads embeds relevant information about the model’s $Q$-dynamics. On the other hand, the time series of the conditional SPX volatility and CDX spreads help us identify the model’s $P$-dynamics. Since there are inherent differences in the payoffs of the claims constituting the SPX and CDX, diffusive and jump risks impact the pricing of credit and equity indices differently. Thus, fitting the CDX level jointly with the physical SPX volatility is not only informative about $P$- and $Q$-dynamics but also about the decomposition of the total asset risk into its respective components.

Our estimation strategy further postulates that the relative pricing errors on 3-, 7-, and 10-year CDX spreads are observed with Gaussian errors such that

$$\frac{S_{CDX}^{T,t} - S(A_t^p, V_t, T; \Theta)}{S_{CDX}^{T,t}} = e_{T,t}, \quad \text{for } T = 3, 7, 10,$$

where $S_{CDX}^{T,t}$ is the $T$-year maturity quoted spread at time $t$ and $e_{T,t} \sim N(0, \sigma^2_e)$. Based on these assumptions, we estimate $\Theta$ via maximum likelihood by solving the following maximization problem

$$\hat{\Theta} = \arg\max_{\Theta} \log L(\Theta) = \arg\max_{\Theta} \sum_{t=2}^{T} \log P(Y_t \mid Y_{t-1}; \Theta),$$

where $Y_t = \{S_{CDX}^{3,t}, S_{CDX}^{5,t}, S_{CDX}^{7,t}, S_{CDX}^{10,t}, \sigma_{SPX}^{t} \}$ is the vector of observables on day $t$. Note that the distribution of the filtered state variables and the mapping from $\{A_t^p, \tilde{V}_t\}$ to the vector of observables $Y_t$ are taken into account when computing $P(Y_t \mid Y_{t-1}; \Theta)$. Details about the construction and computation of the likelihood function in our framework are provided in the Internet Appendix.

### 3.3 Parameter estimates

Panel B of Table 1 presents the 11 structural parameters that are obtained via maximum likelihood estimation following the strategy outlined in the previous section. The first four rows of Panel B report the parameters governing systematic asset variance dynamics. The estimated mean reversion speed ($\hat{\kappa}$) is 2.6637. This value corresponds to a daily persistence of
1 - 2.6637/365 = 0.9927, which is comparable to the persistence of variance reported for large equity indices (see, e.g., Bates, 2000; Pan, 2002). The long-run mean of systematic variance \( \hat{\theta} \) is 0.0089, which translates into a yearly volatility level of \( \sqrt{0.0089} = 9.41\% \).

The volatility of variance parameter is 21.49\% and the correlation \( \hat{\rho} \) between the two systematic Brownian motions \( W_t^{A, V} \) and \( W_t^V \) is -0.6004. Apart from the level of systematic asset variance, which is lower than that of an equity index due to the firms’ financial leverage, the remaining estimates for systematic asset variance are comparable to the parameters reported in Bates (2000), Pan (2002), and Christoffersen, Fournier, and Jacobs (2018) for the dynamics of the SPX variance.

The next two parameters reported in rows 5-6 capture diffusive risk compensation. The estimated market price of asset diffusive risk (\( \hat{\xi}_{A, V} \)) is equal to 0.4759 while the market price of variance risk (\( \hat{\xi}_V \)) is -6.1029. Combined, \( \hat{\rho}, \hat{\xi}_{A, V}, \) and \( \hat{\xi}_V \) imply that the estimated risk premium attributable to diffusive risk is \( \left( \sqrt{1 - \hat{\rho}^2} \hat{\xi}_{A, V} + \hat{\rho} \hat{\xi}_V \right) V_t = 4.0449 \times V_t \) in equation (7). Unconditionally, this translates to 4.0449 \times \hat{\theta} = 3.58\% annually. Moreover, the estimated risk-neutral mean reversion speed and unconditional variance are \( \hat{\kappa}_Q = \hat{\kappa} + \delta \hat{\xi}_V = 1.3522 \) and \( \hat{\theta}_Q = \hat{\kappa} \hat{\theta}/\hat{\kappa}_Q = 0.0174 \), respectively. The negative \( \hat{\xi}_V \) estimate thus translates into a more persistent variance process and a higher unconditional level of variance under \( Q \) than under \( \mathcal{P} \). This finding is consistent with a wealth of evidence on the presence of a negative variance risk premium.\(^{14}\)

The parameters reported in rows 7-9 in Panel B govern the systematic jump distribution and the market price of systematic jump risk. The mean (\( \hat{z}_m \)) and volatility (\( \hat{\gamma}_m \)) of systematic jumps are -3.24\% and 1.17\%, respectively. The market price of systematic jump risk \( \hat{\xi}_m \) is negative and equals -3.0010. This estimate implies that the average systematic jump size is more negative under \( Q \) than under \( \mathcal{P} \). We have \( \hat{z}_m = \hat{z}_m + \hat{\xi}_m \hat{\gamma}_m = -3.28\% \).\(^{15}\) In terms of contribution to the total asset risk premium (\( \mu_t - r \)), the unconditional systematic jump

\(^{14}\) See, among many others, Carr and Wu (2009) or Todorov (2010).

\(^{15}\) The systematic jump intensity \( \lambda_t^{m, Q} = \eta_m^{Q} V_t \) is also higher under the risk-neutral measure. There are two reasons. First, the risk-neutral loading \( \eta_m^{Q} = \eta_m e^{\xi_m z_m + \frac{1}{2} (\xi_m)^2 \gamma_m^2} \) is larger than the physical loading \( \eta_m \) (124.51 vs. 112.92). Second, the level of \( V_t \) under the risk-neutral measure \( \theta^{Q} = \kappa \theta / (\kappa + \delta \xi_V) \) is larger than its physical counterpart \( \theta \) (1.352 vs. 0.0089).
component, obtained by setting $\lambda^m_t$ to $\tilde{\eta}_m \hat{\theta}$ in $\lambda^m_t \mathbb{E}[(1 - e^{-Z_t^m})(e^{\xi^m_t Z_t^m} - 1)]$, is equal to 0.37%. This number amounts to a 9.37% relative contribution to the total asset risk premium of $(3.58\% + 0.37\%) = 3.95\%$. Finally, in rows 10-11, we report two idiosyncratic/firm-specific parameters. The estimated diffusive idiosyncratic volatility $\tilde{\sigma}_j$ is 9.08% and the estimated idiosyncratic jump size $\tilde{z}_j$ is -77.01%.

A well-known shortcoming of a misspecified structural model is that it implies an excessive asset Sharpe ratio or market leverage when it is estimated to fit the data (in particular, the credit spread). In the same spirit, the estimated level of asset volatility gains economic relevance only if the model implies a reasonable asset Sharpe ratio and market leverage; a low level of asset volatility could be compensated by excessive leverage or other sources of risk, leading to an unrealistically large asset Sharpe ratio. Thus, it is important to check if the two aforementioned measures are reasonable in our model. First, the asset Sharpe ratio of the representative firm is 23% under our parametrization, which compares well with other values reported in the literature. For instance, Chen, Collin-Dufresne, and Goldstein (2009) discuss the importance of the asset Sharpe ratio in structural models and obtain a 22% asset Sharpe ratio estimate for a representative Baa firm. Second, the market leverage of the representative firm implied by the model is 44.18%, which is of the same order of magnitude as the empirical estimates for our sample of firms. According to Choi, Doshi, Jacobs, and Turnbull (2019), the market leverage of CDX firms, measured as the ratio of total liabilities (Compustat item LTQ) to market equity plus total liabilities, ranges from 44.90% to 63.10% on average across firms. These results establish consistency between our model and the data and provide further confidence in our estimated parameters.

4 Understanding the model mechanisms

Before presenting the filtered state variables and discussing the model’s time series implications, we seek to provide insights into the mechanisms at play in our model. We first examine the relation between the state variables and key model quantities (Section 4.1). We then study how the exposures to the three sources of systematic risk vary across indices and derivative
instruments (Section 4.2). Lastly, we show that our estimated model can consistently price
the CDX, SPX options, and CDX options, addressing the puzzle posed by Collin-Dufresne,
Junge, and Trolle (2022) (Section 4.3).

4.1 The role of the state variables

Equipped with the parameter estimates from Section 3, we evaluate the model at various
combinations of the state variables \( (A^r_t, V_t) \) to understand how it operates. In our model, the
first state variable \( A^r_t \) is only identified up to its ratio with the default barrier \( A_D \). So we
select the following levels for the relative default barrier:

\[
\frac{A_D}{A^r_t} \in \left\{ 0.35022, 0.38298, 0.49218 \right\}.
\]

The three values above are selected based on empirical estimates of market leverage. Specif-
ically, the lower value of 0.35022, the mid value of 0.38298, and the upper value of 0.49218
correspond to 78% of the lower bound, time series mean, and upper bound of the average
market leverage for CDX firms documented by Choi, Doshi, Jacobs, and Turnbull (2019).

We also choose three values of the second state variable \( V_t \) based on its stationary distri-
bution under the physical measure:

\[
V_t \in \left\{ 0.00097, 0.00619, 0.02028 \right\},
\]

which correspond to the 10th, 50th (median), and 90th percentile values. Note that since \( V_t \)
follows a Cox, Ingersoll, and Ross (1985) process, its stationary distribution is gamma with
shape parameter \( 2\kappa\theta/\delta^2 \) and scale parameter \( \delta^2/(2\kappa) \).

We calculate the 5-year CDX spread as well as 1-month SPX/CDX implied volatilities
based on the \( 3 \times 3 = 9 \) pairs of the state variables. Table 2 reports the results obtained.
Panel A shows that the CDX spread sharply increases with the relative default barrier. At
the median \( V_t \), the CDX spread is only 43.78 bp for the low level of \( A_D/A^r_t \) but rises to
64.36 bp and to 148.64 bp for the mid and high values. This is intuitive. A higher default
barrier corresponds to a shorter distance to default, leading to a larger default probability and CDX spread. We observe that the CDX spread is also monotonically increasing with asset variance $V_t$ independently of the level of the relative default barrier. If the asset dynamics become more volatile, the asset value is more likely to hit the default barrier and trigger a default. Consistent with this intuition, for the middle value of $A_D/A_r$, the CDX spread goes up from 58.38 to 73.71 as $V_t$ moves from its lowest to highest decile.

<table>
<thead>
<tr>
<th></th>
<th>(A) CDX</th>
<th>(B) SPX options</th>
<th>(C) CDX options</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95%</td>
<td>100%</td>
<td>105%</td>
</tr>
<tr>
<td>Low relative default barrier $A_D/A_r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_t$ Median</td>
<td>43.78</td>
<td>15.50</td>
<td>13.13</td>
</tr>
<tr>
<td>10th</td>
<td>41.65</td>
<td>10.01</td>
<td>6.48</td>
</tr>
<tr>
<td>90th</td>
<td>50.67</td>
<td>24.81</td>
<td>23.19</td>
</tr>
<tr>
<td>Mid relative default barrier $A_D/A_r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_t$ Median</td>
<td>64.36</td>
<td>16.21</td>
<td>13.81</td>
</tr>
<tr>
<td>10th</td>
<td>58.38</td>
<td>10.38</td>
<td>6.81</td>
</tr>
<tr>
<td>90th</td>
<td>73.71</td>
<td>26.07</td>
<td>24.40</td>
</tr>
<tr>
<td>High relative default barrier $A_D/A_r$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_t$ Median</td>
<td>148.64</td>
<td>19.33</td>
<td>16.78</td>
</tr>
<tr>
<td>10th</td>
<td>141.38</td>
<td>11.97</td>
<td>8.26</td>
</tr>
<tr>
<td>90th</td>
<td>161.89</td>
<td>31.49</td>
<td>29.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Model results as functions of the state variables. The table reports the 5-year CDX spread (Panel A) and 1-month SPX and CDX implied volatilities (Panels B and C) from the model. We evaluate the model at the following nine combinations of the two state variables: $(A_D/A_r, V_t) \in \{0.35022, 0.38298, 0.49218\} \times \{0.00097, 0.00619, 0.02028\}$. The CDX spread is expressed in basis points. The SPX and CDX implied volatilities are calculated at the 95, 100, and 105% moneyness values and are expressed in percentages.

Panel B finds similar monotonic patterns for the SPX implied volatility, which unambiguously rises with both state variables. In a structural credit risk model, equity is a residual claim on the issuing firm’s asset. Thus, both higher asset variance and financial leverage translate into higher equity volatility. If financial leverage (equivalently, the relative default barrier) rises, the sensitivity of the equity to assets increases, making the equity return more volatile. This, in turn, makes equity options more valuable, as reflected in the increasing patterns of the SPX implied volatility. Additionally, our model generates a pronounced negative volatility skew consistent with empirical stylized facts; at any given combination of the two state variables, the SPX implied volatility decreases with moneyness ($K/I_t$). The negative skewness
in SPX returns, which results in a downward sloping implied-volatility skew, is induced by: (i) asymmetric asset volatility generated through a negative correlation coefficient $\rho$ and (ii) downward systematic asset jumps $\nu_t^m dN_t^m$. In addition, the asymmetry in unlevered asset risk implied by (i) and (ii) endogenously generates a higher market leverage of constituting firms in bad times, further increasing index volatility in the left tail.

Panel C, however, presents quite different patterns for the CDX implied volatility. A few remarks are in order. First, the model generates a positive volatility skew. Intuitively, a left tail event in the equity market (low equity return) is associated with a right tail event in the credit market (high credit spread). Hence, a downward sloping volatility skew for SPX options is consistent with an upward sloping volatility skew for CDX options. Second, the CDX implied volatility does not vary monotonically with the relative default barrier $A_{D}/A_{rt}$. For example, for the low $V_t$ value, at-the-money volatilities display a hump-shaped pattern (26.01, 27.73, and 19.64 bp) as $A_{D}/A_{rt}$ increases.

To understand this, it is important to note that the CDX implied volatility captures the volatility of the relative change in the CDX spread through the Black (1976) formula. Thus, all else equal, the CDX implied volatility tends to decline when the level of the CDX spread rises. Simply put, a 40 bp standard deviation in the CDX spread corresponds to a 100% volatility when the CDX spread is 40 bp but corresponds to a 50% volatility when the CDX spread is 80 bp. This makes it clear that the hump-shaped pattern is the result of two opposite forces. (i) On the one hand, higher market leverage leads to higher default risk, raising the CDX implied volatility. (ii) On the other hand, higher market leverage boosts the level of the CDX spread, decreasing the CDX implied volatility. Depending on which force dominates the other, the CDX implied volatility can go up or down.

Interestingly, we do not observe any non-monotonicity when changing $V_t$ for a given relative default barrier: the CDX implied volatility always rises with asset variance $V_t$, similar to the SPX implied volatility case. When we increase asset variance, the CDX spread rises with a relatively small magnitude (Panel A). As a result, the negative force (through the spread level) is always dominated by the positive force, preserving the monotonicity in the CDX implied
volatility along $V_t$.

### 4.2 Heterogeneity in systematic risk exposures

In our model, the expected return on a given corporate security is determined by the product of aggregate risk premia times its risk exposures (see equation (14)). As a result, cross-sectional differences in expected returns are entirely driven by heterogeneity in the three systematic risk exposures $\Delta_{A,t}$, $\Delta_{V,t}$, and $\Delta_{N,t}$ across different securities. In this section, we develop economic insights into how these exposures differ across the two market indices and their option contracts.

To estimate exposures for the CDX, we consider a fully collateralized contract from the protection seller’s point of view. In this case, the value of the CDX contract is equivalent to the value of a synthetic corporate bond (Chen, Doshi, and Seo, 2023). Putting down the collateral corresponds to paying for the bond, the premium leg captures the value of receiving a credit spread on the bond, and the protection leg reflects the loss in the event of default. In what follows in this section, we refer to this fully collateralized CDX position when we use the term CDX or CDX value. See Appendix A for details.

Figure 1 graphs the exposures to the three sources of risk implied by the model for the SPX/CDX (Panels A, B, and C), for SPX options (Panels D, E, and F), and for CDX options (Panels G, H, and I). For both types of options, we consider 1-month calls and puts with moneyness of 95, 100, and 105%. To facilitate comparison, we normalize the exposures so that they capture the response to a one standard deviation change in one of the three sources of systematic risk. Specifically, the left panels plot the normalized asset risk exposure $\Delta_{A,t} \times \text{Std}_t(\frac{\Delta A_t}{A_t}) = \Delta_{A,t} \sqrt{V_t}$, the center panels plot the normalized variance risk exposure $\Delta_{V,t} \times \text{Std}_t(dV_t) = \Delta_{V,t} d\sqrt{V_t}$, and the right panels plot the normalized jump risk exposure $\Delta_{N,t} \times \text{Std}_t(dN_t) = \Delta_{N,t} d\sqrt{\lambda_t}$. The results are produced by setting the two state variables $(A_D/A_t, V_t)$ to their mid values selected in Section 4.1.

Panel A shows that the SPX and CDX values are both positively exposed to asset growth risk. This is intuitive. When the firm’s asset value increases (i.e., $\partial A_t^r/A_t^r > 0$), equity (SPX)
Figure 1: Exposures to three sources of systematic risk. The figure graphs the three exposures implied by the model for the SPX/CDX (Panels A, B, and C), for SPX options (Panels D, E, and F), and for CDX options (Panels G, H, and I). For both types of options, we consider 1-month calls and puts with moneyness of 95, 100, and 105%. To facilitate comparison, we normalize the exposures so that they capture the response to a one standard deviation change in one of the three sources of systematic risk. Specifically, the left panels plot $\Delta A_t \sqrt{V_t}$, the center panels $\Delta V_t \delta \sqrt{V_t}$, and the right panels $\Delta N_t \sqrt{V_t}$, and debt (CDX), both claims on the firm’s assets, should also increase in value. Notably, the SPX has a greater exposure than the CDX. This is due to inherent disparities in cash flow contingencies between equity vs. debt; equity is a more junior claim than debt, offering more upside and embedded leverage.

Moving on to options, we observe from Panel D that SPX calls load positively and SPX puts load negatively on asset growth risk, as expected. We also find that out-of-the-money options (105% for calls and 95% for puts) have generally larger exposures than at-the-money or in-the-money options because of their higher embedded leverage. For CDX options in Panel G, intuitively, calls load negatively and puts load positively on asset growth risk. Since
the credit spread generally rises in bad times and falls in good times, CDX calls (puts) are similar to SPX puts (calls) with respect to the economic states they span.

The exposures to jump risk in Panels C, F, and I present the exact opposite signs to those for asset growth risk. This is because systematic jumps are on average negative in our model, reducing the firm’s asset value. Naturally, the exposure to jump risk $\Delta_{N,t}$ takes the opposite sign compared to $\Delta_{A,t}$. Therefore, while the SPX still has a greater exposure in magnitude than the CDX, both are negatively exposed. SPX calls and CDX puts load negatively on jump risk whereas SPX puts and CDX calls load positively.

An intriguing prediction of our model is that exposures to variance risk $\Delta_{V,t}$ vary, both in size and sign, across markets and instruments. In Panel B, we see that the exposure of the CDX to variance risk is significantly larger in magnitude than that of the SPX, although both are negative. Why do the two indices exhibit such a drastic difference in exposures? There are two channels at play here. (i) When asset variance $V_t$ rises, investors’ marginal utility or the SDF goes up. Consequently, the values of corporate securities, whose cash flows are lower in bad times when $V_t$ is high, decline. Thus, under this channel, equity and debt values fall together. (ii) In a structural credit risk model like ours, corporate securities are implicitly option contracts on the firm’s assets: equity is a long call whereas debt embeds a short put. When asset variance $V_t$ rises, the value of an option, regardless of whether it is a call or a put, also rises as the chance of expiring in-the-money increases. This so-called “vega effect” raises the equity value (i.e., long call) but lowers the debt value (i.e., short put).

As a result, the exposures of the SPX and CDX to variance risk in Panel B are determined by the net effect of these two channels. In the case of the SPX, which is an equity index, channels (i) and (ii) have opposite effects, partially offsetting each other. At the given state variables, channel (i) slightly dominates channel (ii), leading to a marginally negative exposure. However, in the case of the CDX, which is based on debt securities, channels (i) and (ii) go in the same direction, making the CDX exposure heavily negative. The CDX is thus much more sensitive to variance risk than the SPX.

Understanding the intuition behind Panel B, it is clear how the exposures of options to
variance risk in Panels E and H are determined. Again, we need to consider the interplay of two channels. Starting with SPX options in Panel E, consider a situation where asset variance $V_t$ rises. On the one hand, the value of the underlying (i.e., SPX) slightly falls, as can be seen in Panel B, making SPX calls less valuable and SPX puts more valuable (underlying channel). On the other hand, an increase in asset variance leads to an increase in SPX variance, and due to the associated vega effect, both SPX calls and puts become more valuable (vega channel). The underlying channel is weak for the SPX and is dominated by the vega channel. This explains why we have positive exposures to variance risk for all SPX options.

In contrast, Panel H reveals that CDX calls and puts carry exposures with opposite signs. Specifically, the exposures of CDX puts turn negative. To illustrate why, recall that the value of the CDX falls more substantially than the SPX in Panel B. This implies that for CDX options, the underlying channel can dominate the vega channel, depending on the contract. For CDX calls, when asset variance $V_t$ rises, the CDX value falls, and equivalently, the CDX spread rises. Thus, both the underlying and vega channels go in the same direction, making CDX calls heavily and positively exposed to variance risk. For CDX puts, the underlying channel reduces the put value and goes against the vega channel. In fact, for CDX puts, the underlying channel dominates the vega channel under our parametrization, resulting in negative exposures, as can be seen in Panel H.

Comparing the magnitudes of at-the-money exposures to variance risk, we see that CDX calls offer the largest exposures among all options by an order of magnitude. Thus, although CDX put options are negatively exposed to variance risk, the substantially large positive exposures of CDX calls imply that selling at-the-money CDX straddles can generate high average returns. This rationalizes the empirical finding documented by Collin-Dufresne, Junge, and Trolle (2022) that selling at-the-money CDX straddles produce much higher returns than selling at-the-money SPX straddles. The key economic intuition is clear. As evident in Panel B, the CDX is simply more sensitive to variance risk than the SPX.

16Shorting straddles, or selling volatility insurance, generates a positive premium arising from a negative exposure to (negatively priced) variance risk. Our model predicts that CDX straddle returns should be about twice as high as SPX straddle returns. This is broadly in line with the empirical ratio between the two returns in their paper.
4.3 Comparison with Collin-Dufresne, Junge, and Trolle (2022)

An important aspect of our model is that it can shed light on the puzzle documented by Collin-Dufresne, Junge, and Trolle (2022) (henceforth, CJT in this section). CJT argue that even with a state-of-the-art structural model of credit risk, it is difficult to reconcile the pricing of SPX and CDX options simultaneously. Specifically, they find that when their model is fitted to match the CDX spread and implied volatilities for SPX options, it generates too low implied volatilities for CDX options.\footnote{Equivalently, when their model is fitted to match the CDX spread and implied volatilities for CDX options, it implies too high implied volatilities for SPX options.} Based on this inherent inconsistency between the two types of option contracts, CJT conclude that equity and credit option markets are not fully integrated.

Before we investigate this issue through the lens of our model, it is worth highlighting that our paper takes a different empirical approach compared to CJT. In our model, we specify both the physical and risk-neutral firm dynamics and estimate them not only by using the risk-neutral information from asset prices but also by exploiting the physical information embedded in the time series. The state variables are filtered so as to preserve the assumed dynamics of our model. In contrast, CJT exclusively model risk-neutral dynamics; the model state variables are treated as extra parameters and fitted to asset prices along with other parameters every 6 months. In this section, we revisit the fitting exercise in the spirit of CJT using our model. The formal empirical results based on the filtered state variables are provided in Section 5.

Table 3 shows the results from our fitting exercise. In Panel A, we report the data median for the CDX spread as well as for the at-the-money SPX and CDX implied volatilities. The sample period is from March 2012 to November 2020, during which the data on both options are available. In Panel B, we search for the values of the two state variables so that our estimated model generates the same CDX spread (67.50 bp) and SPX implied volatility (13.27\%) as in the data. The fitted values of the state variables are \((A_D/A_{It}, V_t) = (0.3880, 0.0056)\), which are within the range discussed in Section 4.1. Surprisingly, the panel shows that our model, together with the fitted state variables, implies a CDX implied volatility of

\[\text{CDX Implied Volatility} = \frac{1}{2} \left( \sqrt{V_t^2 + 2 \times 0.3880 \times V_t} \right)\]
Table 3: Pricing consistency. The table revisits the relative pricing puzzle posed by CJT based on our model. Panel A reports the data median for the CDX spread as well as for the at-the-money SPX and CDX implied volatilities. The sample period is from March 2012 to November 2020, during which the data on both options are available. The other two panels calculate the CDX implied volatility from the model when the two state variables are chosen to exactly fit the CDX spread and the SPX implied volatility from the data under our benchmark parametrization (Panel B) and under CJT’s parametrization (Panel C). Reported together are three key model inputs. To understand why the two parametrizations produce different results, in Panel B, we begin with our benchmark parametrization and gradually change the values of the parameters and state variables until we reach CJT’s parameterization.

### Data median (Mar 2012 - Nov 2020)

<table>
<thead>
<tr>
<th></th>
<th>CDX</th>
<th>Implied volatility</th>
<th>Model inputs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SPX</td>
<td>CDX</td>
</tr>
<tr>
<td>(A)</td>
<td>67.50</td>
<td>13.27</td>
<td>41.74</td>
</tr>
<tr>
<td>(B)</td>
<td>67.50</td>
<td>13.27</td>
<td>46.35</td>
</tr>
<tr>
<td>+ (1)</td>
<td>67.50</td>
<td>9.90</td>
<td>25.83</td>
</tr>
<tr>
<td>+ (2)</td>
<td>67.50</td>
<td>13.42</td>
<td>32.43</td>
</tr>
<tr>
<td>+ (3)</td>
<td>67.50</td>
<td>13.27</td>
<td>33.44</td>
</tr>
<tr>
<td>(C)</td>
<td>67.50</td>
<td>13.27</td>
<td>33.44</td>
</tr>
</tbody>
</table>

46.35%. The model value is close to and even slightly larger than the data value of 41.74%. Unlike the findings of CJT, the model does not underprice CDX options under our benchmark parametrization, although the model is fitted to perfectly match the CDX spread and SPX implied volatility.

Why don’t we reproduce the relative pricing puzzle posed by CJT? Our model differs from CJT’s in two dimensions. First, the two models make different assumptions about capital structure and firms’ defaults. In our model, firms issue console bonds and go bankrupt when the asset value falls below an exogenously specified default boundary (i.e., first-passage-time model in the spirit of Black and Cox, 1976). In CJT’s model, however, firms maintain a lumpy debt structure by issuing a 1-year short-term bond and a 5-year longer-term bond. At year 1, the default boundary is endogenously determined based on the continuation value of equity. At year 5, the default boundary is simply set to be the face value of the 5-year bond as in the standard Merton (1974) setup. Despite these differences, the two models are still comparable because they share identical asset dynamics with stochastic variance and jump risks. In fact, we are able to map the parameters associated with firms’ asset dynamics under CJT’s model exactly into ours. This naturally points toward the second difference between the two models: parameter values.
To understand the impact of differences in parametrization, Panel C now evaluates our model with the parameters reported by CJT. Like in Panel B, the values of the two state variables are found to match the CDX spread and SPX implied volatility. In this case, the model leads to only a 33.44% CDX implied volatility, nearly 10% points (or 20% in relative terms) lower than the data. Hence, we do recover the underpricing issue documented by CJT if we use their parametrization.

Then, why do the two parametrizations deliver such different results? In Panel B, we begin with our benchmark parametrization and gradually change the values of the parameters and state variables until we reach CJT’s parameterization. Most noticeably, CJT adopt a larger idiosyncratic volatility $\sigma_j$ (28.40% vs. 9.80%) but instead a lower relative default threshold $A_D/A_r$ (0.1712 vs. 0.3880). In row (1) of Panel B, we set $A_D/A_r$ to 0.1712 and increase $\sigma_j$ to match the CDX spread. Although the total credit risk remains the same (i.e., identical CDX spread), the proportion of idiosyncratic (diversifiable) risk rises. Consequently, the implied volatilities for both index options fall significantly. In row (2) of Panel B, we additionally raise the asset variance $V_t$ from 0.0056 to 0.0108, the average systematic variance reported in CJT. At the same time, we slightly lower $\sigma_j$ to keep the CDX spread unaffected. We observe that the SPX implied volatility goes up to 13.42% as a result, returning to the data level. However, the CDX implied volatility, at 32.43%, remains lower than the data value of 41.74%. Note that row (2) already closely replicates the results from the CJT parametrization in Panel C. In fact, other parameter differences, such as the frequency/severity of jumps or persistence/long-run mean of asset variance, cancel one another and generate little net effect.

This exercise demonstrates that jointly explaining the pricing of the CDX, SPX options, and CDX options requires the right balance between different sources of risk. There are two tensions to be considered. The first tension is between systematic risk and idiosyncratic risk.

\footnote{Since they estimate their model every 6 months, we use the average parameter estimates. Also, note that CJT only specify risk-neutral dynamics, and their parameters should be interpreted as risk-neutral ones. We correctly map their parameters into the risk-neutral parameters of our model. The Internet Appendix reports the CJT parameters used in this exercise along with our benchmark parametrization for comparison purposes.}

\footnote{This degree of underpricing is somewhat smaller than what CJT report (around 30% in relative terms). This small discrepancy could potentially be due to (i) other differences between the two models such as capital structure and default assumptions, or (ii) larger model pricing errors outside of “average” market conditions.}
The relative contribution of systematic vs. idiosyncratic risk does not affect the level of the CDX spread, as it only depends on the total risk of the constituent firms. However, through diversification, this relative contribution matters for index dynamics and therefore influences index option prices. The second tension comes from different origins of systematic risk. As explored in Section 4.2, asset risk, variance risk, and jump risk have differential impacts on SPX and CDX options. Therefore, depending on their relative contributions, the three sources of systematic risk can lead to different pricing implications.

5 Empirical analysis

The empirical evaluation of our model’s goodness-of-fit is composed of three parts. In Section 5.1, we examine the model’s in-sample fit for the term structure of CDX spreads and the conditional SPX volatility. We then turn to the out-of-sample analysis. In Section 5.2, we analyze the performance of the model in jointly explaining the pricing of SPX and CDX options. Model implications for expected option returns and risk premia are discussed in Section 5.3.

5.1 In-sample fit

Recall that we filter the state variables from the 5-year CDX spread \( S_{5,t}^{\text{CDX}} \) and the physical SPX volatility \( \sigma_t^{\text{SPX}} \) by solving \( S_{5,t}^{\text{CDX}} = S(\hat{A}_t, \hat{V}_t, 5, \hat{\Theta}) \) and \( \sigma_t^{\text{SPX}} = \sqrt{\sigma_E^2(\hat{A}_t, \hat{V}_t, \hat{\Theta})} \) for \( \hat{A}_t \) and \( \hat{V}_t \). Figure 2 presents the filtered time series of the relative default barrier \( \hat{A}_D \) and systematic asset variance \( \hat{V}_t \) backed out by our estimation procedure. From the figure, we see that the two state variables behave as expected. The asset value \( \hat{A}_t \) displays procyclical patterns, making the relative default barrier \( \hat{A}_D / \hat{A}_t \) in Panel A countercyclical. Panel B shows that the filtered asset variance \( \hat{V}_t \) also displays countercyclicality. Notably, the relative default barrier rises at the onset of the Global Financial Crisis. Around the same period, asset variance increases abruptly, reflecting the adverse economic climate during the crisis; the 5-year CDX spread increased as high as 250 bp and the SPX volatility shot up to nearly 75%. In 2020, we observe similar patterns for the two state variables at the beginning of the
COVID-19 crisis, which is sensible.

Figure 2: Filtered state variables. The figure presents the time series of the two filtered state variables: the relative default barrier $A_D/\hat{A}_t$ (Panel A) and systematic asset variance $\hat{V}_t$ (Panel B). The measurement frequency is monthly, where the values of the two filtered state variables are sampled at the end of each month. The sample period is from June 2004 to November 2020.

We now examine the in-sample fit of our model implied by the filtered state variables and parameter estimates. In Figure 3, we plot the time series of the 3-, 5-, 7-, and 10-year CDX spreads and the physical SPX volatility in the data (yellow solid lines) and in the model (blue dotted lines). Since the model is estimated to exactly match the 5-year CDX spread and the SPX volatility, the data and model series perfectly coincide for these two variables in Panels B and E. Thus, the main variables of interest to assess the quality of in-sample model fit are the CDX spreads with 3-, 7-, and 10-year maturities. Panels A, C, and D show that the model captures time variation in the CDX spreads well for these maturities. The figure reveals that most pricing errors cluster around the Global Financial Crisis period, which is not surprising. Outside of this period, the model tracks the data quite closely.

More formally, Panels A and B of Table 4 compare the means and standard deviations of the variables calculated from the data and model. From Panel A, we see that the empirical term structure of CDX spreads is upward sloping on average. The spread monotonically rises from 56.25 bp for the 3-year maturity to 108.45 bp for the 10-year maturity. Another interesting observation is that long-term spreads are less volatile than short-term spreads. While the standard deviation is 42.66 bp for the 3-year maturity, the 10-year spread has a volatility of 25.95 bp. Our model captures these stylized facts relatively well, as can be seen from Panel B. The model implied averages and standard deviations are close to their data counterparts. The 3-year CDX spread is 48.84 bp on average in the model, which is slightly lower than the empirical average of 56.25 bp. For the long end of the term structure, the
Figure 3: CDX spreads and SPX physical volatility. The figure plots the monthly time series of the 3-, 5-, 7-, and 10-year CDX spreads and the physical SPX volatility in the data (yellow solid lines) and in the model (blue dotted lines). The CDX spreads are expressed in basis points. The SPX volatility is expressed in percentages. The sample period is from June 2004 to November 2020.

model values are slightly higher than in the data (e.g., 118.37 vs. 108.45 bp for the 10-year maturity). In terms of standard deviations, the model estimates are of the same order of magnitude as the empirical values, but their term structure is somewhat flatter in the model than in the data.

To provide further insight into our model’s goodness of fit, Panel C of Table 4 provides two diagnostic metrics: the correlation between the data and the model as well as the root mean square error (RMSE). First of all, the data and model series are highly correlated. The correlation estimates range from 0.86 to 0.97, which indicates that the model is able to capture time series fluctuations well. In terms of pricing errors, the RMSE estimates range from 12.68 to 20.11 bp. Considering the structural nature of our approach, these estimates are reasonable and comparable to the magnitude of pricing errors reported in the literature.\textsuperscript{20}

\textsuperscript{20}Unlike reduced-form frameworks where price dynamics are exogenously specified to fit the data best, our structural approach is relatively less flexible, as price dynamics are endogenously determined from the firm’s asset dynamics.
Panels A and B report the sample means and standard deviations of the 3-, 5-, 7-, and 10-year CDX spreads and the physical SPX volatility in the data and in the model. In Panel C, we present two goodness of fit metrics to assess model performance: the time-series correlation between the data and the model as well as the root mean squared error (RMSE). The measurement frequency is monthly, where the data and model values are sampled at the end of each month. The sample period is from June 2004 to November 2020.

<table>
<thead>
<tr>
<th></th>
<th>(A) Data Mean</th>
<th>(B) Model Mean</th>
<th>(C) Fit Corr.</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Std.</td>
<td>Std.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDX 3-year</td>
<td>56.25</td>
<td>48.84</td>
<td>0.97</td>
<td>13.23</td>
</tr>
<tr>
<td>CDX 5-year</td>
<td>79.85</td>
<td>79.85</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CDX 7-year</td>
<td>94.93</td>
<td>99.83</td>
<td>0.96</td>
<td>12.68</td>
</tr>
<tr>
<td>CDX 10-year</td>
<td>108.45</td>
<td>118.37</td>
<td>0.86</td>
<td>20.11</td>
</tr>
<tr>
<td>SPX volatility</td>
<td>15.46</td>
<td>15.46</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4: In-sample model goodness of fit. The table examines the in-sample model goodness of fit. Panels A and B report the sample means and standard deviations of the 3-, 5-, 7-, and 10-year CDX spreads and the physical SPX volatility in the data and in the model. In Panel C, we present two goodness of fit metrics to assess model performance: the time-series correlation between the data and the model as well as the root mean squared error (RMSE). The measurement frequency is monthly, where the data and model values are sampled at the end of each month. The sample period is from June 2004 to November 2020.

It is worth emphasizing that our in-sample results are only meaningful if the model implies reasonable $\mathbb{P}$-dynamics for defaults. If the model were to generate large CDX spreads while predicting excessively high physical default probabilities, then, the model would fall into the trap of the credit spread puzzle. In-sample, the average 10-year cumulative physical default probability generated by the model is 4.55%, which is close to the historical 10-year default rate for the Baa grade entities reported in Moody’s credit report (3.70% for 1970-2018 and 5.50% for 1920-2018). This result, combined with the fact that the fitted asset Sharpe ratio and market leverage are reasonable (see Section 3.3), provides evidence that our model is able to match not only the risk-neutral dynamics but also the physical dynamics and risk premia individually.

5.2 Out-of-sample fit

We now turn to a much more stringent test of model performance: the analysis of goodness-of-fit for equity and credit index derivative markets out-of-sample.

5.2.1 SPX options

Most approaches in the option literature consist of fitting reduced-form option pricing models directly to the data, on which they are subsequently evaluated. In contrast, our model is estimated using the term structure of CDX spreads and physical SPX volatility, without any
price information from options. It is thus natural to ask how well the model performs in pricing SPX options. The out-of-sample nature of this exercise contrasts with the standard approach, and a strong performance here could be seen as a contribution in itself.

We calculate the prices of SPX options using our estimated model with the filtered state variables displayed in Figure 2. For comparison with the data, the model prices are converted into Black-Scholes-implied volatilities. Panel A of Figure 4 plots the time series of at-the-money implied volatilities in the data (yellow solid line) and in the model (blue dotted line). It is clear that the model-implied volatilities match the overall magnitude of the data-implied volatilities well. Paying closer attention, we see that the model-implied volatilities also closely track empirical time series fluctuations. The timings of the spikes in implied volatilities predicted by the model during the Global Financial Crisis, the European sovereign debt crisis, and the COVID-19 crisis coincide almost perfectly with the data. There are a few observations where the magnitudes of the model and data estimates diverge. Yet, the results suggest that our model is able to address not only the level but also the overall time series variation of SPX option prices.

![Figure 4: SPX implied volatilities](image)

Figure 4: SPX implied volatilities. The figure compares the Black-Scholes-implied volatilities for SPX options in the data and in the model. Panel A plots the time series of at-the-money SPX implied volatilities in the data (yellow solid line) and in the model (blue dotted line). Panel B presents the average SPX implied volatilities with moneyness of 95, 100, and 105% in the data (yellow bars) and in the model (blue bars). The implied volatilities are expressed in percentages. The data frequency is monthly, where the data and model values are sampled at the end of each month. The implied volatilities are expressed in percentages. The sample period is from June 2004 to November 2020.

Next, we check if our model can explain the cross-section of SPX implied volatilities across different moneyness values, which is commonly referred to as the implied volatility skew. In Panel B of Figure 4, we juxtapose the average implied volatilities for SPX options with
moneyness of 95, 100, and 105% in the data (yellow bars) and in the model (blue bars). Granted, the model fit is not perfect, which is to be expected given the out-of-sample nature of the exercise; the predicted slope is slightly less steep than what is observed empirically. However, the model generates a negative volatility skew that is close to the data. The economic magnitude of the discrepancy between the data and the model is relatively small on average.

To quantify model performance, Table 5 reports the means and standard deviations of SPX implied volatilities in the data (Panel A) and in the model (Panel B). The magnitude of the pricing errors varies across moneyness. The model tends to underprice out-of-the-money puts (moneyness of 95%), contracts that are notoriously hard to explain. In contrast, the model overprices in-the-money puts (moneyness of 105%) on average. Yet, the model fits at-the-money options well. The standard deviations of the model-implied volatilities are also fairly close to those found in the data. This observation is reinforced by the high correlations between the data and the model and the small magnitudes of the RMSEs reported in Panel C.

<table>
<thead>
<tr>
<th>$K/I_t$</th>
<th>(A) Data</th>
<th>(B) Model</th>
<th>(C) Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>95%</td>
<td>21.75</td>
<td>18.32</td>
<td>0.88</td>
</tr>
<tr>
<td>100%</td>
<td>16.98</td>
<td>15.79</td>
<td>0.89</td>
</tr>
<tr>
<td>105%</td>
<td>12.31</td>
<td>14.08</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 5: Out-of-sample model fit for SPX options. The table examines the out-of-sample fit for SPX options. Panels A and B report the sample means and standard deviations of Black-Scholes-implied volatilities for SPX options with moneyness of 95, 100, and 105% in the data and in the model. In Panel C, we present two goodness of fit metrics to assess model performance: the time-series correlation between the data and the model as well as the root mean squared error (RMSE). The measurement frequency is monthly, where the data and model values are sampled at the end of each month. The sample period is from June 2004 to November 2020.

5.2.2 CDX options

Our second out-of-sample exercise is to test whether the estimated model can predict the prices of CDX options. This is of particular interest, given that the model captures the price patterns of SPX options well. So far, the main result documented by Collin-Dufresne, Junge, and Trolle (2022) suggests that the pricing of CDX and SPX options are hard to reconcile,
potentially due to a lack of market integration. However, the exercise in Section 4.3 shows that our model can generate reasonable CDX implied volatilities when the two state variables are freely chosen to fit the CDX spread and SPX implied volatility, in the spirit of Collin-Dufresne, Junge, and Trolle (2022)’s empirical design. This only provides a partial resolution to the relative pricing puzzle. In our setup, the state variables are stochastic processes with their own dynamics. Thus, analyzing the model performance in the time series using the filtered state variables as input could lead to a different conclusion than what we found in the static case.

Figure 5: CDX implied volatilities. The figure compares the Black-implied volatilities for CDX options in the data and in the model. Panel A plots the time series of at-the-money CDX implied volatilities in the data (yellow solid line) and in the model (blue dotted line). Panel B presents the average CDX implied volatilities with moneyness of 95, 100, and 105% in the data (yellow bars) and in the model (blue bars). The implied volatilities are expressed in percentages. The data frequency is monthly, where the data and model values are sampled at the end of each month. The implied volatilities are expressed in percentages. The sample period is from March 2012 to November 2020.

To visualize the model’s prediction over time, Panel A of Figure 5 plots the time series of at-the-money Black-implied volatilities for CDX options in the data (yellow solid lines) and in the model (blue dotted lines). As discussed in Section 3.1, these option contracts are relatively new financial instruments that began trading with significant volumes in 2012. Accordingly, the sample for this exercise is shorter, spanning the period from March 2012 to November 2020. While the model tracks the time series patterns in the data fairly well, we do see a few more outliers than for the SPX. These correspond to episodes with sharp volatility spikes in the equity market. Our model correctly translates these spikes into abrupt increases in CDX implied volatilities but somewhat exaggerates their magnitude. Apart from these outliers, the model fit is generally good.
Most importantly, Panel A suggests that the model successfully captures the level of CDX implied volatilities in the data and that no pervasive mispricing is apparent. This is also clear from Panel B of Figure 5 where we plot the average implied volatilities for CDX options with moneyness of 95, 100, and 105%. The model produces a positive volatility skew that lines up almost perfectly with the data.

Table 6 investigates the pricing performance of our model in further detail. Comparing Panels A and B, we can see that the errors in implied volatilities are small in magnitude across the board, less than 1% in absolute value. The standard deviations of the model-implied volatilities are larger in magnitude than their empirical counterparts, as the model time series occasionally exaggerates extreme movements relative to the data (Panel A of Figure 5). Panel C examines the quality of model fit. The time series fit for CDX options is comparable to that for SPX options but delivers slightly lower correlations with the data. Still, considering that the predictions are out-of-sample, the correlations between the data and the model for CDX options are high (0.77-0.80) and the RMSEs are moderate (around 11%). As a point of reference, the pricing errors for CDX options reported in Collin-Dufresne, Junge, and Trolle (2022) when fitting their model to CDX options are about 30% in relative terms.21

<table>
<thead>
<tr>
<th>K/It</th>
<th>Mean</th>
<th>Std.</th>
<th>Mean</th>
<th>Std.</th>
<th>Corr.</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>95%</td>
<td>42.71</td>
<td>14.18</td>
<td>42.93</td>
<td>19.12</td>
<td>0.77</td>
<td>12.12</td>
</tr>
<tr>
<td>100%</td>
<td>45.18</td>
<td>14.24</td>
<td>45.49</td>
<td>18.20</td>
<td>0.79</td>
<td>11.17</td>
</tr>
<tr>
<td>105%</td>
<td>48.65</td>
<td>13.97</td>
<td>47.42</td>
<td>17.55</td>
<td>0.80</td>
<td>10.65</td>
</tr>
</tbody>
</table>

Table 6: Out-of-sample model fit for CDX options. The table examines the out-of-sample fit for CDX options. Panels A and B report the sample means and standard deviations of Black-implied volatilities for CDX options with moneyness of 95, 100, and 105% in the data and in the model. In Panel C, we present two goodness of fit metrics to assess model performance: the time-series correlation between the data and the model as well as the root mean squared error (RMSE). The measurement frequency is monthly, where the data and model values are sampled at the end of each month. The sample period is from March 2012 to November 2020.

Overall, the model CDX implied volatilities match their empirical counterparts well unconditionally and in the time series. We do not observe clear disparities nor mispricing, contrary

21See Table 5 in Collin-Dufresne, Junge, and Trolle (2022).
to the findings of Collin-Dufresne, Junge, and Trolle (2022).

5.3 Implications for option returns and risk premia

Having validated our model’s performance for the pricing of the CDX and SPX/CDX options, we can now turn to its implications for option returns and risk premia. Previous studies have examined the returns on SPX options, yet the question of whether their levels are reasonable or suggest instances of mispricing remains a topic of debate. Moreover, there is very little work on CDX options, let alone their returns. In addition to studying option returns in two markets jointly and out-of-sample, to the best of our knowledge, we are the first to do so with a structural model.

In Table 7, we compare the average excess returns calculated from the data with the expected excess returns implied by the model. We again consider 1-month SPX and CDX calls and puts with moneyness of 95, 100, and 105%. For the data, we calculate the annualized sample mean of daily excess returns on each option. For the model, we obtain the instantaneous expected excess return by evaluating equation (14) at the average filtered state variables. Reported together are the $p$-values of the null hypothesis that the model is correct. We compute them by simulating the model-implied finite-sample distribution of the average excess return in a similar spirit to Broadie, Chernov, and Johannes (2009). If the average excess returns from the data are unlikely to be obtained from the model simulation, the $p$-values are determined to be small and the model is rejected.

Panel A presents the results for SPX options. As previously documented, average option returns are very large in absolute value. Bondarenko (2014) finds in a sample over 1987-2000 that 1-month at-the-money puts have an annual return of -468%. In an overlapping sample from 1987 to 2005, Broadie, Chernov, and Johannes (2009) calculate the average 1-month ATM put return to be -360%. During our sample period, the average return is -292%, whereas our model predicts it to be -214%. The return on the corresponding call contracts is on average 163% compared to the predicted value of 138%. The panel also shows that the average and predicted returns vary systematically across contracts and moneyness.
Table 7: Average excess returns vs. expected excess returns. The table compares the average excess returns calculated from the data and the expected excess returns implied by the model. Panel A presents the results for SPX options, whereas Panel B presents the results for CDX options. In both cases, we consider 1-month calls and puts with moneyness of 95, 100, and 105%. For the data, we calculate the annualized sample mean of daily excess returns on each option. For the model, we obtain the instantaneous expected excess return by evaluating equation (14) at the average filtered state variables. The \( p \)-value for each option is calculated by simulating the model-implied finite-sample distribution of the average excess return. All returns are annualized and expressed in percentages. The sample period is from June 2004 to November 2020 for SPX options (Panel A) and from March 2012 to November 2020 for CDX options (Panel B).

Calls experience positive returns while average put returns are negative. Out-of-the-money contracts for both calls and puts have higher returns in absolute value than in-the-money contracts. For example, the average return on out-of-the-money calls is almost twice that of in-the-money calls. The model captures these qualitative patterns fairly well, although the quantitative fit does not seem to be perfect.

It is important to bear in mind that the empirical estimates in Table 7 correspond to the average returns from one particular realized path of the economy. To discuss the model fit, we need to take into account the sampling distribution of the average excess return. Since options returns are extreme with high skewness and kurtosis, the apparent gap between the data and the model may not be statistically significant. The \( p \)-values reported in Panel A confirm this intuition. All of the \( p \)-values well exceed 0.1, implying that we cannot statistically distinguish the data estimates from the model predictions for any option class, not just at the 5% but also at the 10% significance level. Put differently, it is not too unlikely to observe average excess returns that are similar to the empirical ones when we simulate the model.

Hence, we find no evidence of a systematic bias in terms of SPX option returns. This echoes Broadie, Chernov, and Johannes (2009) but in the context of a structural model that accounts for risk premia for both stochastic volatility and systematic jumps. They test whether the
data deviate from simulated option returns in the model of Black and Scholes (1973) or Heston (1993) and find no significant evidence of mispricing. More recently, however, Chambers, Foy, Liebner, and Lu (2014) revisit their study with a longer sample and document more mixed results. Our analysis with SPX options can be seen as supporting and corroborating the results from Broadie, Chernov, and Johannes (2009): allowing for priced variance risk and jump risk, we find no support for systematic mispricing.

Now we turn to the results for CDX options in Panel B. As discussed in Section 4.2, CDX calls and SPX puts are downmarket instruments, whereas CDX puts and SPX calls pay out in good economic states. In line with this intuition, we can see that the average excess returns on CDX calls, like on SPX puts, are negative whereas those on CDX puts and SPX calls are positive. Empirically, we find that out-of-the-money CDX calls have higher average excess returns (in absolute value) than out-of-the-money CDX puts. Our model captures these relative patterns across option classes and markets well.

The \( p \)-values reported in Panel B indicate, again, that we cannot reject the model quantitatively. The average excess returns on out-of-the-money calls and puts are -586% and 390% in the data, which is quite a bit higher than the model predictions of -324% and 213%, respectively. Nevertheless, the data values are not statistically different from the model estimates, considering the sampling distribution. Overall, this points to a conclusion similar to the case for SPX options: there is no strong evidence of CDX option mispricing.

Table 8 now decomposes model expected excess returns into risk premia associated with the three sources of systematic risk. We observe that the signs of individual risk premia are consistent with our intuition. First, consider the asset risk premium. On the one hand, SPX calls and CDX puts are instruments that pay out more in good economic times with higher asset values and pay out less in bad economic times with lower asset values (\( \Delta_{A,t} > 0 \) in Figure 1). In other words, these instruments make good times better but bad times worse. All else equal, investors dislike such instruments, demanding a positive risk premium as extra compensation. On the other hand, SPX puts and CDX calls pay out more when asset values fall and pay out less when asset values rise (i.e., \( \Delta_{A,t} < 0 \) in Figure 1). Since they serve as a
Table 8: Risk premium decomposition. The table decomposes the expected excess returns from the model into three risk premia: asset risk premium, variance risk premium, and jump risk premium. Panel A presents the results for the SPX and SPX options, whereas Panel B presents the results for the CDX and CDX options. Reported together in square brackets are percentage shares of individual risk premia to the total risk premium. The decomposition is obtained by evaluating equation (14) at the average filtered state variables. All returns are annual and expressed in percentages.

Similarly, the sign of the variance risk premium depends on the sign of the variance risk exposure $\Delta V_t$ in Figure 1. Instruments that are positively exposed to variance risk, such as SPX calls and puts as well as CDX calls, provide a hedge against variance risk, as they pay out more in bad times with high asset variance. Hence, investors are willing to accept a negative variance risk premium for holding these instruments. In contrast, for CDX puts, the variance risk premium is positive as they are negatively exposed to variance risk.

Note that the jump risk premium has the same sign as the asset risk premium for all options. This is not a coincidence. Jumps directly impact the level of assets. For instance, large negative jumps result in lower asset value. Thus, instruments whose prices decrease in tandem with a firm’s assets will command a positive jump premium. Therefore, the signs of the jump risk premium $\lambda_t^m E_s [\Delta N_t (e^{\xi^m s_t^m} - 1)]$ and the asset risk premium $\Delta A_t (\mu_t - r_f)$ in equation (14) are the same.

In terms of magnitudes, Table 8 shows that the relative importance of each risk premium
component varies depending on the option. We report the percentage contribution of individual risk premia to the total risk premium in square brackets. For SPX options, the asset risk premium accounts for the lion’s share of total risk premia. This component even exceeds 100% of the total risk premium for SPX calls, as the variance risk premium is negative.

For CDX options, the ordering of systematic risk contributions depends on the option payoff. For calls, the asset risk premium is at par with the variance risk premium. For puts, the asset risk premium is about twice as large as the variance risk premium. Most interestingly, we find that for CDX calls the variance risk premium is much more predominant than the asset risk premium relative to SPX puts. This is because the CDX is more sensitive to variance risk than the SPX, as discussed in Section 4.2.

In summary, our model predicts returns that are broadly consistent with what we observe empirically for both SPX and CDX options. It also provides valuable insights into the relative importance of the three sources of risk in determining expected option returns.

6 Conclusion

In this paper, we build an internally consistent model for the valuation of corporate securities, market indices, and index options. We find that our model can address the level and time variation of the implied volatilities for equity and credit index options well out-of-sample. Our results are relevant in light of recent work suggesting that prices of equity and credit index options are hard to reconcile. Our analysis indicates that credit index options are not significantly overpriced nor systematically misaligned with equity index options. Within our model framework, both option markets are very much consistent in terms of their pricing.

After validating our model’s ability to match empirical option prices, we examine its implications for option returns. The model does well in explaining average returns on both equity and credit index options, and a rigorous statistical analysis fails to reject its predictions. Although average options returns are strikingly high in absolute value, our model suggests these average returns are fair compensation for the relevant sources of risk.

The structural nature of our model enables us to capture three key sources of systematic
risk, which play a critical role in establishing pricing consistency across the two markets. For each instrument, we analyze risk exposures and discuss the way they impact price dynamics. We provide insights on how the expected return on credit and equity derivative products can be decomposed into asset, variance, and jump risk premia. We show that heterogeneity in exposures to the three sources of risk drives the cross-sectional variation in prices and expected returns observed across the two option markets.

Overall, our analysis demonstrates that a structural compound option framework like ours offers a promising avenue for deepening our understanding of derivative markets and the relevant sources of risk driving their dynamics and return compensations.

Appendix

A CDS pricing and returns

Consider a CDS contract that is written on firm $j$. The risky PV01 is defined as the present value of future premium payments when the running spread paid by the protection seller is 1 bp per annum. This is computed in our model as

$$RPV01(A_t^j, V_t, T) = 0.0001 \times \sum_{i=1}^{4T} e^{-r_f(t_i-t)} \left[1 - G(A_t^j, V_t, t_i)\right]/4,$$

where $T$ is the maturity of the given CDS contract and $\{t_1, t_2, \cdots, t_{4T}\}$ denote quarterly premium payment dates. As defined earlier, $G(A_t^j, V_t, t_i) = \mathbb{E}_t^Q \left[1_{\tau_i \leq t_i}\right]$ represents the cumulative risk-neutral default probability.

Similarly, the protection leg is defined as the present value of a contingent protection payment. We calculate this in our model as follows:

$$\text{ProtLeg}(A_t^j, V_t, T) = (1 - R) \sum_{i=1}^{4T} e^{-r_f(t_i-t)} \left[G(A_t^j, V_t, t_i) - G(A_t^j, V_t, t_{i-1})\right].$$

Here, $R$ represents the recovery rate, measured as a fraction of the CDS notional value.

While the fair market spread (or CDS spread) is determined by $S_t^j = \text{ProtLeg}_t^j/RPV01_t^j$, 
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as in equation (10), in practice, a standard CDS contract is traded with a fixed coupon of 100 bp. Instead, the protection buyer and seller exchange an upfront fee $U^j_t$ at the beginning of the contract. This fee is a required side payment to compensate the difference between the fair market spread and the standardized coupon: $U^j_t + 100 \times \text{RPV01}_t^j = \text{ProtLeg}^j_t$. Therefore, the upfront fee is obtained in our model using the following equation:

$$U(A^j_t, V_t, T) = \text{ProtLeg}(A^j_t, V_t, T) - 100 \times \text{RPV01}(A^j_t, V_t, T).$$ \hspace{1cm} (A.1)

While the CDS spread and the upfront fee are two different trading/ quoting conventions, they are in fact equivalent. Combining equations (A.1) and (10) results in a simple relation: $U^j_t = [S^j_t - 100] \times \text{RPV01}_t^j$. The distinction between the two is merely a matter of convention.

We define the return on a CDS contract by hypothesizing a fully collateralized contract with a dollar notional value. When entering into this contract at time $t$, the protection seller earns the upfront fee $U^j_t$. Thus, the protection seller needs to make a payment of $1 - U^j_t$ at inception to put a dollar collateral. Assuming that the dollar collateral earns the risk-free rate $r_f$, the payoff of the contract at time $t + \Delta t$ consists of the following three components: (i) receiving the original collateral back with interest (i.e., $1 + r_f \Delta t$), (ii) collecting the standardized CDS premium, which is fixed at 100 bp (i.e., $0.01 \Delta t$), and (iii) paying the cost of unwinding the protection sell position at time $t + \Delta t$ (i.e., $-U^j_{t+\Delta t}$). This implies that from the protection seller’s point of view, the excess return on the CDS contract can be calculated by

$$\frac{1 + r_f \Delta t + 0.01 \Delta t - U^j_{t+\Delta t}}{1 - U^j_t} - r_f \Delta t = \frac{P^j_{t+\Delta t} - P^j_t}{P^j_t} \Delta t + \frac{0.01}{P^j_t} \Delta t + r_f \left( \frac{1}{P^j_t} - 1 \right) \Delta t,$$

where $P^j_t = 1 - U^j_t$ and $P^j_{t+\Delta t} = 1 - U^j_{t+\Delta t}$ are often referred to as the CDS prices. By taking the limit of $\Delta t \to 0$, the expression for the instantaneous excess return, which is useful for our continuous-time setup, is given by

$$\frac{dP^j_t}{P^j_t} + \left[ \frac{0.01}{P^j_t} + r_f \left( \frac{1}{P^j_t} - 1 \right) \right] dt.$$
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