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#### Abstract

A variety of external conditions may affect individual performances in high stakes cognitive assessments, with potentially lasting consequences on earnings and career. We provide the first causal evidence that the time of the day is an important condition affecting the performance at the moment of an evaluation. Exploiting a setting in which cognitive assessments are quasirandomly assigned at a different time-of-day, we find that peak performance occurs in the early afternoon. The estimated time-of-day effects follow specific patterns consistent with the circadian rhythm, which suggests that biological factors are important determinants of performances even in economically meaningful settings.
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[^0]
## 1 Introduction

Assessments of cognitive abilities, such as school admission tests, job interviews, or job performance evaluations, are regularly conducted by organisations. ${ }^{1}$ Since performance in such assessments can have lasting consequences on earnings and career, ${ }^{2}$ it is important to understand under which circumstances cognitive ability can be measured best. ${ }^{3}$ Recent works have shown that a variety of external conditions can affect performance in high stakes assessments, including air pollution (Ebenstein et al., 2016), pollen exposure (Bensnes, 2016), summertime heat exposure (Cho, 2017) and temperature (Park, 2020). These papers conclude that individuals evaluated in unfavourable conditions may be disadvantaged when competing for higher education or jobs.

Research on the circadian rhythm, which is a biological process governing our sleep-wake cycles (Cardinali, 2008), ${ }^{4}$ suggests a novel potential condition: time of day. It is well-known that alertness and mental focus vary substantially at different times throughout the day, also affecting cognitive functioning (Higuchi et al., 2000). However, it is unclear to what extent these time-of-day effects generalise to actual performances in economically meaningful settings. ${ }^{5}$ This is because, outside controlled laboratory experiments, individuals have strong incentives to minimise the effects of a decrease in cognitive functioning through behavioural responses (higher effort). Establishing the relevance of time-of-day effects in high stakes assessments may reveal insights that could change the way in which we assess individuals' cognitive ability in school, as well as in the workplace.

In this paper, we provide the first causal evidence of the relationship between the time

[^1]of the day and performance in high stakes assessments by young adults. We exploit an ideal setting provided by the higher education system in the United Kingdom (UK) to identify the parameter of interest. In our framework, university students can sit no more than one examination per day at one of three timeslots: 'morning', 9 am ; 'early afternoon', 1.30 pm ; and 'late afternoon', 4.30 pm . Our identification strategy relies on a within-student quasi-random assignment of the times of day for the examinations. The Student Services Office is in charge of scheduling examinations. In doing so, it follows a set of clearly specified rules to simultaneously schedule examinations at different timeslots by means of a software program. The schedules are then published online for both students and professors to access a few weeks before the session commences. Hence, causal identification rests on the assumption that, controlling for the conditions and student-fixed effects, within-student variations in day-today times of exams are not correlated with unobserved exam characteristics and unobserved selection effects on educational performance.

We use administrative data on university students from one of the largest public universities in the UK from 2014-15 to 2018-19. The data contains the complete records of half a million student-examination level observations. Taking advantage of this detailed information, we are able to compare the performance of students sitting examinations at different times of the day in the final two weeks of the semester. As a student's future is largely determined by their academic performance, test scores are often used as proxies for cognitive skills that are valued in the labour market (Bradley and Green, 2020). ${ }^{6}$ Additionally, from a biological standpoint, individuals enter adulthood at around 20 years of age (Roenneberg et al., 2004). As our sample comprises university students who largely satisfy this definition, they have, on average, similar biological characteristics to other adults performing cognitive assessments in the labour market. This makes our findings interesting to the broader population of skilled workers to whom we wish to speak.

We motivate our empirical analysis by writing a simple model of individual cognitive performance and optimal effort at different times of the day. The model captures the two po-

[^2]tential mechanisms driving a change in performance. On one side, alertness and mental focus vary during the day due to circadian processes and sleep deprivation; hence a change in cognitive functioning may trigger a direct change in performance. Conversely, students face a marginal disutility of effort (study strategy or food intake) as well as the returns to performance as a function of time. The key implication is that, as the stakes of a cognitive assessment increase, the association between time and performance is less likely to be driven solely by a change in behaviour, suggesting that the biological component may affect individual performances even in a high stakes environment.

The primary result is that, on average, the performance profile of students quasi-randomly assigned to high stakes examinations at different times of day has an inverse U-shape relationship, at which peak performance occurs in the early afternoon ( 1.30 pm ). At this time of day, students' marks increase by 0.068 standard deviations (SD) with respect to the morning examination ( 9 am ), which we use as a control group, and decrease again in the late afternoon $(4.30 \mathrm{pm})$. The association between the time of the day and actual performance is consistent with the association between the time of the day and cognitive functioning. The implication is that, all else being equal, individuals sitting an important cognitive assessment at an unfavourable time are disadvantaged. The results are robust to a variety of sensitivity checks, including (i) different sample restrictions and specifications of the conditional independence assumption (CIA); (ii) specifications with exam fixed effects, which control for potential differences in exam attributes; and (iii) specifications with day fixed effects, which control for accumulated fatigue or warm-up effects during the exam session.

Next, we investigate the effect of heterogeneity to better understand when time-of-day effects on performance are strongest and who is more likely to be affected. Drawing from the literature on the circadian rhythm, we formulate three tests of hypothesis. First, time-ofday effects are stronger in seasons with limited sunlight exposure (Kantermann et al., 2007). In our sample, students sitting an examination in the early afternoon in January increase their performance by an SD of 0.094, whereas students sitting an examination in the early afternoon from May to June only increase their performance by half this amount. Second, time-of-day effects are stronger for cognitive assessments involving fluid intelligence (see e.g.

Ghisletta and Lecerf (2018) for a definition), such as problem-solving, logical thinking and abstract-reasoning tasks (Goldstein et al., 2007; Zerbini et al., 2017). Accordingly, we find that students taking a STEM examination in the early afternoon in autumn increase their performance by $0.139 \mathrm{SD} ;{ }^{7}$ however, no similar effects are found for students taking a nonSTEM examination. Third, younger students aged 20 or below are more affected by time-ofday effects (Roenneberg et al., 2004). To test this hypothesis, we compare time-of-day effects between students aged 20 or below and those over 20. For a young student in our sample taking a STEM exam in autumn, there is a 0.21 SD increase in performance when moving an exam from morning to the early afternoon. In contrast, for students older than 20 years of age, the estimated time-of-day effects are significantly milder.

The overall effect we estimate is a combination of the two main mechanisms outlined previously. However, the fact that all our estimates are consistent with the predictions of the circadian rhythm provides suggestive evidence that the main mechanism is likely to operate through the circadian rhythm's effects on performance, with the behavioural effects likely mitigating the biological effects. This is an important result because it provides a rationale for the formulation of new policies that could increase the efficiency of universities. Indeed, our results suggest that schools have an additional tool that they can use to measure their student's performance while they are at their best: to optimise the daily examination schedules. Furthermore, since high stakes cognitive assessments are used in a variety of other settings as well, the implications of our results may extend beyond academia, including to students applying for college or graduate school, as well as to young graduates transitioning into the labour market. In particular, the scheduling of the assessments may produce welfare losses and unfairness, which, in turn, might have negative, lasting consequences on the labour market. In the final discussion section of this paper, we apply our insights to one important context that is likely to benefit from our findings (i.e., college admission tests) and suggest that a simple rescheduling can increase students' permanent income.

This paper is related to the economics literature studying the importance of time in economically relevant settings. Using the education setting, much of the research in this area has

[^3]looked at the effects of class scheduling and school start times on students' performance (e.g., Dills and Hernández-Julián, 2008; Carrell et al., 2011; Edwards, 2012; Pope, 2016; Heissel and Norris, 2017; Cotti et al., 2018; Shin, 2018; Williams and Shapiro, 2018; Lusher et al., 2019). Our study differs considerably from previous research because it examines the effects of the time of the day of the examinations (the assessment itself) rather than the scheduling of classes, school start times, learning, or knowledge. Hence, the parameter we are after is the change in performance (measured cognitive ability or productivity) of an individual taking a high stakes assessment at different times. Moreover, since we focus on young adults, our results can be used to generalise to cognitive assessments used in job interviews or job performance assessments, which are useful to understand the labour markets. ${ }^{8}$

The remainder of this paper is set out as follows. Section 2 describes the institutional setting, presents the data, and discusses the theoretical framework and identification strategy. Section 3 outlines the results, including several robustness and falsification tests, explains the results, and discusses the implications of our findings. Finally, Section 4 concludes the paper. The appendix contains additional analysis and robustness checks.

## 2 Background, Data, and Identification

This section is organized as follows: first, we provide information on the institutional setting, the allocation rules of exam scheduling, and evidence in favor of the conditional independence assumption (CIA) underlying our approach. Next, we describe the sample selection and the data used. Finally, we outline the theoretical framework and the empirical model.

### 2.1 Institutional Setting and Conditional Random Assignment

We use administrative data covering the population of students enrolled in one of the largest public universities in the U.K. The data span five academic years from 2014-15 to 2018-19. In line with the U.K. higher education system, the university offers undergraduate (UG), postgraduate taught (PGT), and postgraduate research (PGR) programs. Students enrolled in

[^4]taught programs (either UG or PGT) must choose a combination of previously approved compulsory and elective modules to qualify for an academic degree. While the overall assessment of certain modules solely depends on the final exam, assessments of other modules may also affect students' marks in assignments preceding the final exam (e.g., coursework, problem sets, presentations, etc). ${ }^{9}$

Exams are split into two main exam sessions -fall and spring- as well as an additional resit session in summer. The fall session is held in January and lasts approximately 12 days. The spring session begins toward the end of May and continues in June, lasting approximately 15 days. Students who fail one or more exams are able to resit at the end of August. ${ }^{10}$ Exams take place between Monday and Saturday during each main session and are scheduled in one of three different time slots: a 9 am morning session, a 1.30 pm early afternoon session, and a 4.30 pm late afternoon session. The University Student Services office is in charge of scheduling the exams. Exams are scheduled in different time slots and available locations using Exam Scheduler software. The office takes students availability into account to prevent exam clashes and follows a set of clearly specified rules to ensure the integrity of the process. Three rules are crucial for our identification strategy: (i) student timetables depend on the number of exams that students are taking in a given exam period, whether a school has requested a particular date or time for an exam, ${ }^{11}$ and the duration of the exam. ${ }^{12}$ Otherwise the time slot is randomized. (ii) Chief examiners cannot modify the scheduling of exams unless they obtain formal approval following the submission of a motivated request to the office. ${ }^{13}$ (iii) Exam schedules are published online for students and professors a few weeks prior to the exam session. ${ }^{14}$

[^5]Therefore, our CIA entails that, conditional on the allocation rules used by the university's exam office, the times at which exams take place are randomly assigned within-student and, consequently, are orthogonal to both exams' and students' characteristics. To provide evidence in favor of this assumption, we regress each exam time on four within-student characteristics, along with student and year fixed effects (FE) and the set of conditions defining the allocation rule, namely the number of exams per session, school FE, and exam weight (in credits) FE. The latter variable is used because the data on exam duration are limited to the last two academic years of the sample. Hence, since exam weight is highly correlated with exam duration (over $90 \%$ ), it enables the test to be run on the entire sample. The exam times are defined as a dummy variable for whether exams are taken in the morning (9 am), early afternoon (1.30 pm ), or late afternoon ( 4.30 pm ).

Given the available data, we can look at the following set of within-student characteristics: (1) class size of each exam, to check whether students enrolled in larger classes were systematically more likely to have an exam scheduled at a specific time of day; ${ }^{15}$ (2) the number of days between each exam and the first exam scheduled in the session by the student; (3) the number of days between consecutive exams; the last two variables allow to examine whether the student examination's schedule is correlated with exam time; and (4) student's grade point average (GPA) from the previous semester, to assess whether high/low ability students select specific exam times. ${ }^{16}$

The results of the balancing tests are reported in Table 1. In Columns (1), (4), and (7), we report the estimates on the main sample used in estimation. In Columns (2), (5), and (8), we investigate balancing after including previous semester's GPA, which entails smaller samples than those used in estimation. Finally, in Columns (3), (6), and (9), we report the results of the balancing tests after including in the regression a dummy for exams longer than 2.5 hours. ${ }^{17}$ Overall, they provide compelling evidence that our main identifying assumption

[^6]is likely to be satisfied. ${ }^{18}$ The main limitation of our balancing tests is that we do not have more information about exam attributes or characteristics varying within students. We come back to this potential concern in the robustness checks and show that, by adding exam FE to the main specification, all the main results hold.

Table 1: Balancing Tests by Exam Time

|  | Morning Exam |  |  | Early Afternoon Exam |  |  | Late Afternoon Exam |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Class Size | $\begin{aligned} & \hline-0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 * \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & \hline-0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & \hline-0.000 \\ & (0.000) \end{aligned}$ |
| Days Since First | $\begin{gathered} 0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.003^{*} \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.004 * * \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ |
| Days Between | $\begin{aligned} & -0.000 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.002 \\ (0.002) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.003) \end{gathered}$ |
| Average GPA s-1 |  | $\begin{aligned} & -0.002 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.008) \end{aligned}$ |  | $\begin{gathered} 0.003 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.008) \end{gathered}$ |  | $\begin{aligned} & -0.002 \\ & (0.006) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.007) \end{gathered}$ |
| Conditions: | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Student FE: | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Duration FE: |  |  | $\checkmark$ |  |  | $\checkmark$ |  |  | $\checkmark$ |
| Clusters: | 7626 | 6183 | 5379 | 7626 | 6183 | 5379 | 7626 | 6183 | 5379 |
| Observations: | 500959 | 353090 | 311674 | 500959 | 353090 | 311674 | 500959 | 353090 | 311674 |
| Adjusted $R^{2}$ : | 0.124 | 0.130 | 0.180 | 0.057 | 0.070 | 0.100 | 0.065 | 0.078 | 0.086 |
| F-Statistics: | 1.519 | 0.564 | 0.444 | 1.245 | 0.343 | 0.453 | 3.894 | 2.983 | 1.876 |

Notes: Dependent variable: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30pm (Early Afternoon Exam), dummy if it was taken at 4.30pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control for student fixed effects (FE), year FE, and the conditions defining the allocation rule, namely: number of exams per session fixed effects (FE), School FE, and exam weight (in credits) FE. In Columns (1), (4), and (7), we report estimates for the full sample. In Columns (2), (5), and (8), we investigate balancing when including previous semester's GPA, which entails smaller samples than those used in estimation. Finally, in Columns (3), (6), and (9) we report results of the balancing tests when including in the regression a dummy for exams longer than 2.5 hours. The last row in the Table reports the F-statistic resulting from a joint significance test. $* p<0.10$, ${ }^{* *} p<0.05$, $* * * p<0.01$.

Finally, later in the robustness checks, we also consider the possibility that the allocation process is not completely (conditionally) random. Specifically, we assess the degree of omitted variable bias by implementing the coefficient stability test developed by Altonji et al. (2005) and generalized by Oster (2019). Also in this case, all the main results hold. Therefore, based on the tests and the way in which the timetables are scheduled, we believe that the allocation of students to exams held at particular times of the day is quasi-random, conditional on the characteristics used by the exam office.

[^7]
### 2.2 Sample Selection and Data Description

The sample selection proceeds in three steps: first, we include only the exams of taught programs (UG and PGT), particularly exams that comprised a final assessment. Second, we focus on the two main sessions of fall and spring because the August resit session could be systematically different (in addition, it accounted for only $0.06 \%$ of the sample). Third, we consider exams scheduled within officials sessions and time slots (i.e., morning, early and late afternoon), as only $2.31 \%$ of the sample are scheduled off session or at different time slots. ${ }^{19}$ The final sample covers 43,913 UG and 7,642 PGT full-time students over five academic years. There are 503,358 student exam observations and 7,669 exam-year clusters.

The data contain the full profile of students' academic performance, including exam marks separated from the specific marks obtained in various assignments (if any) that contributed to the final mark. In addition, the dataset contain specific information about scheduling, namely the date, time, and room in which each exam took place in the university. Lastly, the data include several student-level characteristics (e.g., gender, age, ethnicity) as control variables. By linking student-level exam marks with exam schedules, the dataset is uniquely suited to investigate the effect of the time of day of high stakes cognitive assessments on student performance.

In Table 2, we report the summary statistics of the main variables of interest. The outcome variable "Exam mark" denotes students' cognitive performance on the day of an exam. ${ }^{20}$ In line with the U.K. higher education system, exam marks range between 0 and $100 .{ }^{21}$ The average exam mark is 60 (median 62), ${ }^{22}$ the average mark students achieved in assignments is 69 , and the average final mark (a weighted average of exam mark and assignment mark) is 62 (median 63). ${ }^{23}$ In total, $45 \%$ of exams are scheduled in the morning ( 9 am ), $34 \%$ are scheduled in the early afternoon ( 1.30 pm ), and $21 \%$ are scheduled in the late afternoon

[^8]Table 2: Descriptive Statistics

|  | Mean | S.D. | Min | Max |
| :---: | :---: | :---: | :---: | :---: |
| Key Variables: |  |  |  |  |
| Exam mark | 60.32 | 16.66 | 0 | 100 |
| Assignments mark | 43.58 | 35.40 | 0 | 100 |
| Final mark | 62.02 | 14.10 | 0 | 100 |
| Morning Exam [0,1] | 0.45 | 0.50 | 0 | 1 |
| Early Afternoon Exam [0,1] | 0.34 | 0.47 | 0 | 1 |
| Late Afternoon Exam [0,1] | 0.21 | 0.41 | 0 | 1 |
| Exam Characteristics: |  |  |  |  |
| 1-hour Exam [0,1] | 0.14 | 0.35 | 0 | 1 |
| 2-hours Exam [0,1] | 0.48 | 0.50 | 0 | 1 |
| 2.5-hours+ Exam [0,1] | 0.08 | 0.26 | 0 | 1 |
| Other Exam Duration [0,1] | 0.30 | 0.46 | 0 | 1 |
| 10 Credits Exam [0,1] | 0.47 | 0.50 | 0 | 1 |
| 20 Credits Exam [0,1] | 0.41 | 0.49 | 0 | 1 |
| 30 Credits Exam [0,1] | 0.03 | 0.16 | 0 | 1 |
| 30+ Credits Exam [0,1] | 0.02 | 0.14 | 0 | 1 |
| Number of Assignments per Exam | 0.99 | 1.05 | 0 | 11 |
| Class size | 151.79 | 103.34 | 1 | 602 |
| Student Characteristics: |  |  |  |  |
| Age | 20.78 | 2.35 | 17 | 64 |
| Female [0,1] | 0.47 | 0.50 | 0 | 1 |
| Black [0,1] | 0.07 | 0.25 | 0 | 1 |
| Asian [0,1] | 0.11 | 0.31 | 0 | 1 |
| White [0,1] | 0.63 | 0.48 | 0 | 1 |
| Other Ethnicities [0,1] | 0.19 | 0.39 | 0 | 1 |
| Undergraduates [0,1] | 0.93 | 0.25 | 0 | 1 |
| First Year UG [0,1] | 0.37 | 0.48 | 0 | 1 |
| STEM [0,1] | 0.50 | 0.50 | 0 | 1 |
| Number of exams per year | 6.32 | 2.12 | 1 | 12 |
| Spring exam session [0,1] | 0.55 | 0.50 | 0 | 1 |
| Number of exams per session | 3.70 | 1.40 | 1 | 9 |
| Total credits per year | 91.25 | 24.49 | 10 | 200 |
| Total credits per session | 56.39 | 28.02 | 10 | 400 |
| Academic Year: |  |  |  |  |
| 2014/15 | 0.19 | 0.40 | 0 | 1 |
| 2015/16 | 0.19 | 0.40 | 0 | 1 |
| 2016/17 | 0.20 | 0.40 | 0 | 1 |
| 2017/18 | 0.19 | 0.39 | 0 | 1 |
| 2018/19 | 0.23 | 0.42 | 0 | 1 |
| Observations | 503358 |  |  |  |

Notes: The Table reports the mean, standard deviation, minimum and maximum values of the main variables used in the paper. There is a total of 503,358 student-exam level observations, covering 51,555 students. Statistics on assignments mark are for the sample of exams which do include assignments as part of their coursework. Statistics for exam duration are limited to the last 2 academic years of the sample.
$(4.30 \mathrm{pm}) .{ }^{24}$ The majority of exams ( $48 \%$ ) last two hours. In terms of exam weight, $47 \%$ and $41 \%$ of exams are worth 10 and 20 credits, respectively. The average age of the students is 21 . A total of $47 \%$ of students are female. In terms of ethnicity, $64 \%, 11 \%$, and $7 \%$ of students are white, Asian, and black, respectively, and the remainder consists of other ethnicities. The vast majority of the sample are UG students (93\%), and $50 \%$ of students are enrolled in a STEM school. Students sit an average of 6 (3) exams per year (session), amounting to 91 (56) credits in total.

### 2.3 Theoretical framework

To motivate the empirical analysis, we develop a simple model of individual's cognitive performance and optimal effort at different time of day. In practice, we adapt the model by Park (2020) to fit our context. Let $a$ be true cognitive ability, knowledge or stock of human capital of an individual. Let $e \in[0,1]$ be the level of effort exerted to perform a cognitive task, such as an assessment or a skill-intensive assignment on the job. For example, an individual may choose a specific study strategy or food intake strategy. When $e=1$, she is exerting maximum effort, and 0 otherwise. Let $t \in[0,1]$ be the time of day in which the task is performed. For simplicity, $t=1$ when she is performing the task at her optimal time of day, and 0 at the worst time. What is "optimal" for an individual is not her choice; rather, it is a biological feature determined by nature. According to the circadian rhythm literature, $t$ is itself a function of environmental conditions (see Section 3.3 for more details). For simplicity, in this section we abstract from it.

In our setting, an individual performs one high stake cognitive assessment per day, which is scheduled at a specific time of day. Her performance can be expressed as $y(e ; t, a)$, where $e$ is the endogenous input, $t$ is the exogenous input, and together they jointly determine her performance for a given level of ability $a$. Since the latter is commonly unobserved, $y$ can be used as a signal for $a$ in the job market. The function $y($.$) is such that \frac{\partial y}{\partial e}>0$ and $\lim _{e \rightarrow 1 t \rightarrow 1} y(e ; t, a)=a$. The latter implies that the observed cognitive performance reflects individual true ability when she exerts maximal effort at the optimal time of day.

[^9]We assume that her utility function is $U(x, c)$, so that she derives a benefit from the consumption of a composite good $x$ and experiences a cost $c$ from undertaking the task $\left(\frac{\partial U}{\partial x}>0\right.$ and $\frac{\partial U}{\partial c}<0$ ). This allows us to make a link between her task performance and the economic stakes. She needs to decide the optimal amount of effort:

$$
\begin{align*}
& \max _{e} U(x, c) \\
& \text { s.t. } x=w(y(e ; t, a))  \tag{1}\\
& c=c(e, t)
\end{align*}
$$

where $w$ is the monetary compensation, which depends positively on the realized performance ( $\frac{\partial w}{\partial y}>0$ ), whereas the cost is increasing in effort and decreasing in the difference from optimal time ( $\frac{\partial c}{\partial e}>0$ and $\frac{\partial c}{\partial t}<0$ ). The compensation could be the return to education resulting from college admission, the wage offer after a successful job interview or the wage rise after a job performance evaluation.

Let $e^{*}$ be the optimal effort that solves (1). Replacing the constraints into the utility function and setting $\frac{d U}{d e}=0$ yields the following first order condition:

$$
\begin{equation*}
\frac{\partial U}{\partial x} \frac{\partial w}{\partial y} \frac{\partial y}{\partial e^{*}}=-\frac{\partial U}{\partial c} \frac{\partial c}{\partial e^{*}} \tag{2}
\end{equation*}
$$

which says that the chosen level of effort equalizes the trade-off between the marginal benefit on her performance and the marginal cost of taking a cognitive assessment. The higher the economic stakes, the larger is the marginal return on the performance and the larger is the level of effort chosen when taking the assessment at a non-optimal time of day. Re-arranging equation (2), we obtain the effect of effort on performance:

$$
\begin{equation*}
\frac{\partial y}{\partial e^{*}}=-\frac{\frac{\partial U}{\partial c} \frac{\partial c}{\partial e^{*}}}{\frac{\partial U}{\partial x} \frac{\partial w}{\partial y}} \tag{3}
\end{equation*}
$$

which is positive, as $\frac{\partial U}{\partial c}<0$.
Our research may be interpreted as an investigation of the overall effect of time of day on
cognitive performance, which is the policy relevant variable. That is, we aim to estimate:

$$
\begin{equation*}
\frac{d y}{d t}=\frac{\partial y}{\partial t}+\frac{\partial y}{\partial e^{*}} \frac{\partial e^{*}}{\partial t} \tag{4}
\end{equation*}
$$

which is a combination of two effects: the direct and indirect effects of time of day on performance. The direct effect can be thought as the effect of cognitive functioning, whereas the indirect effect is mediated by effort.

In practice, $\frac{\partial y}{\partial e^{*}} \frac{\partial e^{*}}{\partial t}$ is unobserved. Hence, even if time of day is randomized, the total effect that we estimate will be a combination of these two components. Substituting Equation (3) into (4), we obtain:

$$
\begin{equation*}
\frac{d y}{d t}=\frac{\partial y}{\partial t}-\frac{\frac{\partial U}{\partial c} \frac{\partial c}{\partial \partial^{*}}}{\frac{\partial U}{\partial x} \frac{\partial w}{\partial y}} \frac{\partial e^{*}}{\partial t} \tag{5}
\end{equation*}
$$

Equation (5) allows to better visualize the underlying mechanisms behind our investigation. Even if the time of the assessment is not optimal, the individual will increase her effort as long as the cost is compensated by the high economic stakes. Our null hypothesis is that time of day has no effect on actual performance ( $\frac{d y}{d t}=0$ ). If we estimate a positive effect of time, it implies that the biological component affects performances even in an high stakes environment. This suggests that an unfavorable time of examination may disadvantage an individual in the long term when competing for higher education or jobs. Finally, under the mild assumption that effort and time are weak substitute $\left(\frac{\partial e^{*}}{\partial t} \leq 0\right),{ }^{25}$ the indirect effect in Equation (5) has a negative sign, hence her performance will be a lower bound of what she could have achieved had she taken the assessment at the optimal time of day.

### 2.4 Empirical model

Given Equation (5), the reduced form specification that we estimate is simply:

$$
\begin{equation*}
Y_{i, e, t}=\alpha_{i}+T_{e, t}^{\prime} \beta+X_{i, e, t}^{\prime} \gamma+\epsilon_{i, e, t}, \tag{6}
\end{equation*}
$$

[^10]where $Y_{i, e, t}$ is the standardized mark achieved by student $i$, in exam $e$, in academic year $t . \alpha_{i}$ is the individual FE, which captures students' time-invariant characteristics, both observable and unobservable, that might affect their performance. The term $\boldsymbol{T}_{e, t}$ is a vector of exam-specific time of day variables, namely: A dummy equal to 1 if an exam is in the early afternoon $(1.30 \mathrm{pm})$, and 0 otherwise, and a dummy equal to 1 if an exam is in the late afternoon $(4.30 \mathrm{pm})$, and 0 otherwise. Hence, the main parameters of interest, denoted by the vector $\boldsymbol{\beta}$, capture the average treatment effect (ATE) of time of day for students taking an early or late afternoon exam relatively to a morning exam, which is used as control group. ${ }^{26}$ Our null hypothesis is that $\beta=0$ (time of day does not matter). The vector of covariates $X_{i, e, t}$ contains the set of conditions for the validity of the conditional random assignment as well as a large set of student and exams' characteristics that might affect exam marks. ${ }^{27}$ Finally, the error term $\epsilon_{i, e, t}$ captures common unobservable shocks. In our research design, the within student quasi-randomization of time of day ensures that $\boldsymbol{T}_{e, t}^{\prime}$ is not correlated with $\epsilon_{i, e, t}$ in Equation (6). Further details about the identification are provided in Appendix A.3.

## 3 Empirical Analysis

This section is organised as follows: first, we estimate the effect of the time of the day on student performance using Equation (6) and present the results of a series of robustness checks to support the primary findings. Standard errors are always clustered by exam year. ${ }^{28}$ Second, we draw from the literature on the circadian rhythm and examine effect heterogeneity to understand under which conditions time-of-day effects on performance are strongest. Lastly, we provide a simple back-of-the-envelope calculation of the implications of the present study for the rescheduling of college admission tests, which is an important context that could benefit from the results of our research.

[^11]
### 3.1 Primary Results

Table 3 reports the main findings of the paper. In Column (1), we regress the standardised exam mark only on the main variables of interest, $\boldsymbol{T}_{\boldsymbol{e}, \mathrm{t}}$. The average effect of taking an exam in the early (late) afternoon is 0.046 (0.050) standard deviations (SD) higher than taking an exam in the morning. Column (2) includes the conditions (i.e., number of exams per session fixed effects (FE), class size, school FE and exam weight (in credits) FE) to enable the CIA to be satisfied. The estimated coefficients remain at 0.050 (0.042) SD for an early (late) afternoon exam. In Column (3), we include student FE, $\alpha_{i}$, which absorbs students' timeinvariant characteristics, including their individual study plan, combinations of exams taken, family background, motivation and ability. While the adjusted R-square increase considerably, the average effect remain positive and relatively stable, with 0.068 (0.043) SD for exams taken in the early (late) afternoon compared to the morning. Finally, Column (4) includes the remaining control variables, $X_{i, e, t}$, that vary between students and may affect a student's performance. The average effect of an early afternoon exam remains 0.068 , while the effect of a late afternoon exam is 0.036 SD.

We use the last specification, which is our preferred one, to perform a test of equality for early and late afternoon exams. The null is rejected at the $5 \%$ level. (i) The latter result and (ii) the fact that the parameter attached to the early afternoon is consistently larger in magnitude than the parameter attached to the late afternoon in all specifications estimated in this paper, suggests an inverse U-shaped relationship between the time of the day and cognitive performance. Overall, the results indicate a positive effect of the time of the day on student performance and suggest a significant improvement in scores for exams quasirandomly assigned in the early afternoon time slot.

### 3.2 Robustness Checks

To explore the sensitivity of the results, we perform several robustness checks. The results are reported in Columns 5-10 of Table 3.

First, the regression model in Equation (6) satisfies the CIA if we can control for exam duration. As previously mentioned, data on exam duration are only available for the final

Table 3: Effects of Time of Day on Student Performance

|  | Primary Results |  |  |  | Robustness |  |  |  |  | $\frac{\text { Placebo }}{(10)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |  |
| Early Afternoon [0,1] | $\begin{aligned} & 0.046 * * * \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.050 * * * \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.068 * * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.068 * * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & * 0.061 * * * \\ & (0.017) \end{aligned}$ | $\begin{aligned} & \text { * 0.032** } \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.062 * * * \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.070 * * * \\ & (0.014) \end{aligned}$ | $\begin{aligned} & * 0.068 * * * \\ & (0.015) \end{aligned}$ | $\begin{gathered} 0.009 \\ (0.015) \end{gathered}$ |
| Late Afternoon [0,1] | $\begin{aligned} & 0.050 * * * \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.042 * * \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.043 * * * \\ & (0.016) \end{aligned}$ | $\begin{aligned} & * 0.036 * * \\ & (0.015) \end{aligned}$ | $\begin{gathered} 0.026 \\ (0.017) \end{gathered}$ | $\begin{gathered} 0.019 \\ (0.014) \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.016) \end{gathered}$ | $\begin{aligned} & 0.034 * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.034 * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & -0.013 \\ & (0.015) \end{aligned}$ |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |  |
| Pr $>$ F | 0.815 | 0.623 | 0.129 | 0.036 | 0.032 | 0.313 | 0.014 | 0.021 | 0.033 | 0.171 |
| Conditions: |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Student FE: |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Covariates: |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Duration: |  |  |  |  | $\checkmark$ |  |  |  |  |  |
| Exam FE: |  |  |  |  |  | $\checkmark$ |  |  |  |  |
| Day FE: |  |  |  |  |  |  |  | $\checkmark$ |  |  |
| Room FE: |  |  |  |  |  |  |  |  | $\checkmark$ |  |
| Clusters: | 7665 | 7665 | 7626 | 7626 | 6475 | 7578 | 7373 | 7626 | 7613 | 7626 |
| Observations: | 503359 | 503359 | 500959 | 500959 | 432185 | 500906 | 312103 | 500959 | 500920 | 500959 |
| Adjusted $\mathrm{R}^{2}$ : | 0.000 | 0.022 | 0.439 | 0.462 | 0.471 | 0.531 | 0.464 | 0.466 | 0.473 | 0.461 |

Notes: Dependent variable: standardized exam mark. Key variables: dummies for whether the exam was taken at 1.30pm (Early Afternoon Exam) or at 4.30 pm (Late Afternoon Exam), where the 9am (Morning Exam) is the excluded category. Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In Column (1), we report the unconditional estimates. In Column (2), we include only the conditions defining the allocation rule. In Column (3), we include student fixed effects (FE), and in Column (4) we include all the covariates that change within students. This represents our preferred specification. In Column (5), we report the results when including a dummy for exams longer than 2.5 hours. In Columns (6), we account for exam FE. In Column (7), we report the results excluding first year UG students. In Columns (8) and (9), we include, respectively, day and room FE. In Column (10), we report the results of a placebo test. Below the test of equality of Lunch and Afternoon exams is reported the $p$-value of the test statistic. ${ }^{*} p<0.10,{ }^{* *} p<0.05,{ }^{* * *} p<0.01$.
two years of the sample; therefore, in the main analysis, we estimated the model using a proxy - namely, the exam weight FE (which is highly correlated with exam duration). This may represent a potential limitation. As a robustness check, we use data on exam duration from the last two years to impute the duration data for the same exams that appeared in the first three years of the sample. ${ }^{29}$ We then estimate the same regression model, including a dummy variable with a value of 1 if an exam is longer than 2.5 hours and a value of 0 if otherwise. As shown in Column 5, the estimated peak performance in the early afternoon time slot is robust to this inclusion.

Second, one concern may be that exams held in the morning are systematically different from those held later in the day, which could explain why students perform differently. This concern may be motivated by the fact that we do not have information about the specific content of the exams. Hence, even though we know the allocation rules adopted by the

[^12]exam office, in finite samples, the conditional random assignment of exam time may not guarantee the balancing of their characteristics at a different time of day. Unfortunately, the only information we have about the exams' characteristics are class size, weight and duration. To show that potential differences in exams' characteristics do not overthrow the results, we proceed by re-estimating Model (6), also including exam FE, which controls for time-invariant observable and unobservable exam attributes. The identifying assumption is that the content or characteristics of the exams do not vary over the years. As shown in Column 6, the time-of-day effect estimated in the early afternoon is still significant, though smaller in magnitude. When we study effect heterogeneity in Section 3.3, we show that this reduction is driven by the performances in the spring session.

There are two possible explanations for this result. On one side, there might be some imbalance, particularly in the spring session, in the content or characteristics of exams that are not picked up by the balancing tests. While this is possible in principle, unfortunately, we cannot provide evidence to discard the concern. Conversely, exam FE may also control exam difficulty, which could be as well an outcome of exam time. In the latter case, exam FE is potentially a bad control (e.g., Ding and Miratrix, 2015; Cinelli et al., 2020), causing a bias (downward) in the result. This is because it accounts for much more than what is needed to identify the parameter we are after, including part of the total effect we wish to measure. Even though (i) including a potential bad control invalidates the CIA and (ii) all the results of the paper do not change in a fundamental way when we include exam FE, we believe it is still important to report this robustness check both for the primary results and for the heterogeneous analysis.

Third, the differential effects of the time of the day might be contaminated by first-year UG students. This is because, in line with the UK higher educational system, exam marks for these students do not count towards the final degree. Hence, this sub-group of individuals, which accounts for $37 \%$ of the observations, may be intrinsically different from the rest of the sample because the stakes are not as high for their exams. Moreover, first-year UG students may lack experience in university exam procedures or be unaccustomed to the rhythm of study and preparation, so they might respond to different incentives. To account for this concern,
we re-estimate Model (6) on a restricted sample excluding this sub-group and find that, as shown in Column 7, the estimated peak performance in the early afternoon time slot is still robust.

Fourth, another potential concern could be that comparing students taking exams across days throughout an exam session may pick up other confounding effects besides the time of day, including accumulated cognitive fatigue or warm-up effects. Accordingly, we include in Model (6) a set of days of exam session FE to take these potential confounders into account. The results in Column 8 show that this is not a concern. Along the same line, fatigue, unrest, stress, warm-up, and the length of a working day can also affect the productivity patterns within a day (e.g., Hamermesh, 1990, 1996). In our context, one could argue that students perform worse in the morning because they have less time to recover from a previous task, or they perform better in the early or late afternoon because they have more time to warm-up for the task. However, given our research design, individuals perform one cognitive task per day only. Since this is a high stakes assessment, it is likely that they organise their day to maximise the performance of that task. ${ }^{30}$ Moreover, any individual factor potentially correlated with these mechanisms is already absorbed by the individual FE (e.g., having a part-time job). Hence, although we cannot exclude completely that these alternative factors co-vary with the time of exams, we argue that they are likely to play only a minor role in explaining the difference in performance between students taking exams scheduled at different times of the day.

Fifth, it could be argued that the type of room or the environment in which students take their exams may also affect the results. In our context, students taking an exam in the morning may perform worse simply because, for example, some rooms or buildings are colder at this time of day, particularly in January. Hence, we include exam room FE to control for potential unobserved room-specific effects that may affect student performance during an exam, such as cold/heat, light/dark, size, air quality, seat disposition or distance from other students, and

[^13]the average number of invigilators (which is correlated with class size and room size). The results in Column 9 are again robust.

Lastly, we conduct a placebo test to show that the estimated effects do not exist when, in fact, they should not. Specifically, we randomise exam time across the three conditions. Column 10 reports the results, which confirm that, indeed, there is no effect. Alternatively, we also consider the possibility that the allocation process is not completely (conditionally) random. This could occur if students could choose their exams according to their time-of-day preference, which would lead to a correlation between students' unobserved characteristics and the number of exams taken at a specific time of day. Therefore, we assess the degree of omitted variable bias in our estimates by implementing the coefficient stability test developed by Altonji et al. (2005) and generalized by Oster (2019). The rationale behind this method is the idea that both the movements of the main coefficients after the inclusion of the observed controls and the movements in the adjusted R -square should be tested to evaluate the degree of omitted variable bias. In Table A7 in Appendix, we present the validation results of the analysis. As can be observed, under the most restrictive test scenario, all the bounding sets are close to the estimated coefficients. This confirms that the omitted variable bias from the possible correlation between students' unobserved preferences and the time of day is not a concern for us.

### 3.3 Heterogeneous Time of Day Effects

Having established a causal link between time of day and high stakes cognitive performances, it is important to understand under which conditions time of day effects are strongest. To answer this question, we exploit the literature on the circadian rhythm. As previously mentioned, circadian rhythms are ingrained biological processes that regulate many aspects of human life, including cognition (Schmidt et al., 2007). In a given population, peak sleep and wake times show a near-Gaussian distribution, with extreme early types waking up when extreme late types fall asleep (Cardinali, 2008). Drawing from the literature, the salience of this primordial clock varies depending on (mainly) three key factors: (1) sunlight exposure, (2) type of (cognitive) task, and (3) age. In what follows, we exploit the richness of our data
and present the results of a heterogeneity analysis that allows us to gauge at the extent to which these factors matter in explaining the observed time of day effects on performance.

Sunlight exposure. First, a host of external signals, often called Zeitgebers, act as cues capable of synchronizing this inner clock. Sunlight exposure is among the most important factors (Duffy and Wright, 2005; Roenneberg et al., 2007b; Wright et al., 2013). Indeed, compelling evidence suggests that chronotypes are significantly affected by seasonal changes (Shawa et al., 2018). Hubert et al. (1998) first noted that earlier chronotypes were more common in summer compared with winter. This result was later confirmed in an influential research by Kantermann et al. (2007), who showed how the timing of sleep followed the seasonal progression of dawn. Therefore, from a biological point of view, different effects of the time of day between the fall and spring examination sessions are expected: in the fall session, the average student may be severely disrupted by early morning exams due to a lack of light exposure, while this effect should be mitigated by the earlier sunrise in the spring exam session.

To test this hypothesis, we split the sample into fall and spring exam sessions. Balancing checks (similar to those in section 2.1) for these samples are provided in Panel A of Table A3 in Appendix. In Panel B of Figure 1, we provide a graphical representation of the results. The full set of estimates are provided in Panel A of Table A8 in Appendix. As one can see, the figure confirms the expectations and shows that the effect of the time of day is significantly stronger in the fall exam session when morning sunlight is limited. ${ }^{31}$ For example, sitting an exam in the early (late) afternoon increase performance by 0.094 ( 0.076 ) SD compared with sitting an exam in the morning. Whereas, for the spring exam session, the results confirm that students perform better early in the afternoon, although the point estimate is less than half the effect observed in fall. In contrast, no significant effect is observed for late afternoon exams. ${ }^{32}$ These results are robust to the same battery of sensitivity checks outlined for the

[^14]Figure 1: Time of Day and Performances: by Season and School


Notes: The Figures provide a graphical representation of the main findings of the paper. In Panel A, we report the estimated coefficients, with associated standard error, of the effect of time of day on performance. In Panel B, we report the estimated coefficients, with associated standard error, of the effect of time of day on performance comparing sample Fall and Spring exam session. In Panel C, we report the estimated coefficients, with associated standard error, for the sample of students enrolled in the Fall exam session (January), by school. Similarly, in Panel D, we report the estimated coefficients, and associated standard errors, for the sample of students in the Spring session (May-June), by school. Exams taken at 9 am represents the control group. One can grasp this inverse-U shape relationship between time-of-day and performances.
primary results and reported in Table A9 in Appendix.

Type of task. Second, Goldstein et al. (2007) and Zerbini et al. (2017) show that time of day and chronotype effects vary systematically depending on the type of task being performed. Specifically, both papers show significant time of day effects for cognitive tasks involving fluid intelligence (e.g., working memory, logical thinking, problem-solving, and abstract reasoning), but not for those involving crystallized intelligence (e.g., knowledge and vocabulary).

To test this hypothesis, we split the sample between STEM exams, which tend to rely
more on fluid intelligence, and non-STEM exams, which tend to rely more on crystallized intelligence. Balancing checks for these samples are provided in Panel B and C of Table A3 in Appendix. In Panel C and D of Figure 1, we provide a graphical representation of the results. The full set of estimates are provided in Panel A of Table A8 in Appendix. Once again, the results confirm our expectations, as they indicate that time of day matters almost exclusively for STEM exams. ${ }^{33}$ Specifically, we find that that students taking a STEM examination in the early (late) afternoon in the fall increase their performance by 0.139 ( 0.093 ) SD; however, no similar effects are found for students taking a non-STEM examination. Overall, these results suggest that tasks involving fluid intelligence benefit from later exam timing. Also in this case, they are robust to the same battery of sensitivity checks outlined for the primary results and reported in Table A9 in Appendix.

Age. Finally, age is one of the main determinants of a person's chronotype (Roenneberg et al., 2004). ${ }^{34}$ Children are generally earlier chronotypes, progressively delaying their body clock during development and reaching a maximum "lateness" at around age 20, before subsequently advancing their clock with increasing age. Therefore, from a biological point of view, it is expected that the performance of the average (biologically speaking) student in exams scheduled early in the morning should be worse compared with their performance later in the day.

To test this hypothesis, we compare time of day effects between students aged $\leq 20$ and those aged $>20$. Balancing checks for these samples are provided in Table A3 in Appendix. In Figure 2, we provide a graphical representation of the results. The full set of estimates are provided in Panel B and C of Table A8 in Appendix. Importantly, in the regression analysis we control also for year of study, in order to isolate the effect of age from other confounding factors, such as experience in university exam procedures. ${ }^{35}$ The figure confirms the findings from the circadian rhythm literature and shows that the estimated time of day effects are significantly larger for students 20 years old or below. For example, for a student in this age

[^15]Figure 2: Time of Day and Performances: by Age

Panel A: STEM Fall


Panel C: NON-STEM Fall


Panel B: STEM Spring


Panel D: NON-STEM Spring


Notes: The Figures provide a graphical representation of the main findings of the paper. In Panel A (B), we report the estimated coefficients, with associated standard error, for the sample of students enrolled in the Fall (Spring) exam session for STEM schools. Exams taken at 9 am represents the control group. Similarly, in Panel C (D), we report the estimated coefficients, and associated standard errors, for the sample of students in the Fall (Spring) session for non-STEM schools. One can grasp this inverse-U shape relationship between time-of-day and performances.
bracket, taking a STEM exam in the Fall, there is a 0.21 SD increase in performance when moving an exam from morning to early afternoon. In contrast, for students older than 20 years of age, the estimated time of day effects are significantly milder. Again, the results are robust to the same battery of robustness checks outlined for the primary results and reported in Table A10 in Appendix.

### 3.4 Implications

The main implication of our study for economics is that, organizations around the world, seeking to measure individual cognitive ability at best, should re-weight the exam marks or re-schedule their assessments according to the pattern of the circadian rhythm. For simplicity,
in this section we focus on one implication only: re-scheduling. In general, for young adults, cognitive assessments involving problem-solving skills should be moved to early afternoon at times of year when sunlight exposure is limited. Conversely, other types of cognitive assessments could be moved to the beginning or the end of the workday as they are less impacted by time of day effects.

In relation to our specific setting, the reschedule of assessments can be primarily implemented by schools to improve the conditions under which students are tested. Several papers in the education literature have investigated the effectiveness of various interventions aimed at improving student outcomes. For example, studies have examined the effects of reducing class sizes (Bandiera et al., 2010), delaying school start time (Carrell et al., 2011), and evaluating teachers' performance (Taylor and Tyler, 2012). Many of these policies, while effective, can also be quite expensive to implement. Our results suggest that schools have an additional and simple tool that they can use to achieve this goal, that is: to optimize the daily examination schedules. ${ }^{36}$ This new policy may be implemented in a variety of ways, depending on the context. For example, since the scheduling of examinations is centrally managed, moving STEM examinations to the early afternoon and other examinations to the morning or late afternoon could increase test scores. However, there are constraints to the extent to which universities can implement such a policy, as universities will be constrained by the supply of examination rooms at each given hour. However, this issue could be solved by a more careful optimization of the capacity constraints.

In relation to other settings, the reschedule of cognitive assessments could be implemented to improve the quality of information (i) contained in school admission tests or (ii) obtained through job interviews and job performance evaluations. Particularly for organizations wanting to hire new promising candidates or to promote productive employees, there is little doubt that innovations that improve efficiency gains and that have little or no increase in costs would be a goldmine. Indeed, the adoption of superior ideas may lead to improvements in performance or higher mark-ups for firms. Studies on personnel, labor economics and management

[^16]science have long examined possible solutions for achieving efficiency gains. ${ }^{37}$ Our results suggest that, for workers performing cognitive tasks, the scheduling of their job interviews or job performance evaluations should be re-arranged as well.

### 3.5 Rescheduling of college admission tests: A numerical example

To understand the relevance of our findings, we apply our insights to an important context that could greatly benefit from our research: college admission tests. The Scholastic Assessment Test (SAT) is a standardized test widely used for college admissions in the U.S. The SAT is typically taken towards the end of high school, testing begins at 9 am , takes three hours to finish, and it is intended to measure cognitive abilities that are needed in college. This is a particularly suited example because students can take the test at different times of the year (sessions), in different locations (latitudes) and at different ages (chronotypes). All this gives rise to potential discrimination in the assessment of student ability because the SAT does not standardize the test results according to some important features determining student performance.

We draw on the 2020 SAT suite of assessments annual report, which presents data on over 2 million students in the U.S. who took the SAT test in that year. Accordingly, we implemented a back of the envelope calculation using our estimate of 21 percent SD increase in performance associated with a cognitive assessment performed at 1.30 pm , relative to 9 am , for young students (age $\leq 20$ ). The formula for the effect size states that $E S=\left(S A T_{l}-S A T_{m}\right) / S D$, where $S A T_{l}\left(S A T_{m}\right)$ is the average total SAT score for a test scheduled in the early afternoon (morning) and $S D$ is the standard deviation of the overall test score. Given our raw data, scores range from 400 to 1600 and $S D=211$. We maintain the simplifying assumption that the effect size found in our paper applies to this context as well ( $E S \approx 0.21$ ). This assumption is arbitrary and can be relaxed depending on the data at hand.

Extrapolating from this relationship implies that, if an average student could have moved her time test from morning to the early afternoon, she would have obtained, on average, 44

[^17]additional points on her SAT. Based on the 2018 National University Rankings of U.S. News, this magnitude allows you to move from the 75th percentile SAT Score of a Tufts University student to the 75th percentile SAT Score of a Harvard student. Using data from the Equality of Opportunity Project (Chetty et al., 2017), this implies an average earnings loss of \$8,000 by the age of 34. Thus, our findings suggest that a simple innovation in the scheduling of college admission tests could lead to potentially large efficiency gains. Of course, issues of external validity and maintained assumption suggest that the exact result from this back of the envelope calculation should be viewed with caution.

## 4 Conclusion

The time of day at which a cognitive assessment is conducted may affect the performances; however, to date, economists have paid little attention to this relationship. In our paper, we exploit a unique setting to provide the first causal estimate of this link. Specifically, in the context of university education, students sit different examinations at the end of each semester, the scores of which generally make up a large portion of their final grades. The identification strategy relies on a clear assignment rule and on quasi-random assignment of the time of day of the examinations. We find that the performance profile of students during the day has an inverse U-shape relationship, whereby peak performance occurs in the early afternoon ( 1.30 pm ) and is poorer in the morning ( 9 am ) as well as in the late afternoon (4.30 pm ). Furthermore, these time of day effects are much larger (i) in January, when sunlight exposure is limited, than May-June, (ii) for students sitting STEM examinations, which are tasks requiring more fluid intelligence than crystallized intelligence, than those sitting nonSTEM examinations, and (iii) for students aged below 20. We support this causal relationship with a battery of robustness and falsification tests.

These results suggest that the time of day is a crucial determinant of students' performance. These gains in performance may be caused by different mechanisms. We do not have information that allows us to identify, separately, the magnitude of each specific mechanism driving this relationship; however, our results can be rationalized by recent findings in the circadian rhythm literature. Since the results of high-stakes cognitive assessments can have
lasting consequences on earnings and career, it is important to measure individual ability under the best circumstances. We conclude that efficiency gains can be obtained in a simple way and, potentially, for many sectors of the economy. The main policy implication is that cognitive assessments involving problem-solving skills are more affected by time of day and should be moved to the early afternoon at times of year when sunlight exposure is more limited. The rescheduling of the assessments could be primarily implemented by schools to increase student outcomes. Similar implications apply to other organizations seeking to measure individual cognitive ability at best.
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## A Appendix

## A. 1 Additional Balancing for Primary Results

Table A1: Balancing Tests, No Student FE

|  | Morning Exam |  |  | Early Afternoon Exam |  |  | Late Afternoon Exam |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Class Size | $\begin{aligned} & -0.000 * * \\ & (0.000) \end{aligned}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & 0.000 * * * \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ |
| Days Since First Exam | $\begin{gathered} 0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.003 \text { * } \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.004 * * \\ & (0.002) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.002) \end{gathered}$ |
| Days Between Exams | $\begin{aligned} & -0.000 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.000 \\ (0.003) \end{gathered}$ |
| Average GPA s-1 |  | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.003) \end{aligned}$ |  | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ |  | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ |
| Clusters: | 7665 | 6233 | 5424 | 7665 | 6233 | 5424 | 7665 | 6233 | 5424 |
| Observations: | 503359 | 355636 | 315284 | 503359 | 355636 | 315284 | 503359 | 355636 | 315284 |
| Adjusted $R^{2}$ : | 0.090 | 0.113 | 0.170 | 0.054 | 0.067 | 0.098 | 0.065 | 0.078 | 0.092 |
| F-Statistics: | 2.672 | 0.553 | 0.481 | 2.863 | 0.527 | 0.433 | 4.191 | 2.876 | 1.864 |
| $p$-value: | 0.046 | 0.697 | 0.750 | 0.035 | 0.716 | 0.785 | 0.006 | 0.022 | 0.114 |

Notes: Dependent variables: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30 pm (Early Afternoon Exam), dummy if it was taken at 4.30pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control only for the conditions and year FE: number of exams per session fixed effects (FE), School FE and exam weight (in credits) FE. We report only the coefficients on the main variables of interest for the balancing tests. In Columns (1), (4), and (7), we report estimates for the full sample. In Columns (2), (5), and (8), we investigate balancing when including previous semester's GPA, which entails smaller samples than those used in estimation. Finally, in Columns (3), (6), and (9) we report results of the balancing tests when including in the regression a dummy for exams longer than 2.5 hours. ${ }^{*} p<0.10$, ${ }^{* *} p<0.05$, ${ }^{* * *} p<0.01$.

Table A2: Balancing Tests, Between students, No Student FE

|  | Morning Exam |  |  | Early Afternoon Exam |  |  | Late Afternoon Exam |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Female | $\begin{gathered} -0.002 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.006 * \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.002) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.002) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.003) \end{aligned}$ |
| Black | $\begin{gathered} -0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ |
| Asian | $\begin{aligned} & -0.003 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & -0.013 \\ & (0.012) \end{aligned}$ | $\begin{gathered} -0.013 \\ (0.012) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.010) \end{aligned}$ | $\begin{gathered} 0.007 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.008) \end{gathered}$ |
| White | $\begin{gathered} -0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ |
| Average GPA s-1 |  | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.003) \end{gathered}$ |  | $\begin{gathered} -0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ |  | $\begin{gathered} 0.001 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ |
| Clusters: | 7665 | 6233 | 5424 | 7665 | 6233 | 5424 | 7665 | 6233 | 5424 |
| Observations: | 503359 | 355636 | 315284 | 503359 | 355636 | 315284 | 503359 | 355636 | 315284 |
| Adjusted $R^{2}$ : | 0.087 | 0.112 | 0.170 | 0.050 | 0.066 | 0.098 | 0.063 | 0.075 | 0.090 |
| F-Statistics: | 0.138 | 0.340 | 0.531 | 0.810 | 0.980 | 0.936 | 0.543 | 0.737 | 0.784 |
| $p$-value: | 0.968 | 0.889 | 0.753 | 0.519 | 0.429 | 0.456 | 0.704 | 0.596 | 0.561 |

Notes: Dependent variable: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30 pm (Early Afternoon Exam), dummy if it was taken at 4.30 pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control for the conditions identifying the allocation rule, namely: number of exams per session fixed effects (FE), School FE, exam weight (in credits) FE, Student FE, and Year FE. In Columns (1), (4), and (7), we report estimates for the full sample. In Columns (2), (5), and (8), we investigate balancing when including previous semester's GPA, which entails smaller samples than those used in estimation. Finally, in Columns (3), (6), and (9) we report results of the balancing tests when including in the regression a dummy for exams longer than 2.5 hours. ${ }^{*} p<0.10,{ }^{* *} p<0.05,{ }^{* * *} p<0.01$.

## A. 2 Additional Balancing for Heterogeneity Analysis

Table A3: Balancing Tests by Exam Time

|  | Morning Exams |  |  | Early Afternoon Exams |  |  | Late Afternoon Exams |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { (1) } \\ & \text { All } \end{aligned}$ | $\begin{aligned} & (2) \\ & \text { Fall } \end{aligned}$ | (3) Spring | $\begin{aligned} & \text { (4) } \\ & \text { All } \end{aligned}$ | $\begin{aligned} & (5) \\ & \text { Fall } \end{aligned}$ | (6) <br> Spring | (7) All | $\begin{gathered} \hline(8) \\ \text { Fall } \end{gathered}$ | (9) Spring |
| Panel A: Full-Sample |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{aligned} & -0.002 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.017) \end{aligned}$ | $\begin{aligned} & -0.016 * \\ & (0.010) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.011 \\ (0.016) \end{gathered}$ | $\begin{aligned} & 0.020 * * \\ & (0.010) \end{aligned}$ | $\begin{gathered} -0.002 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.014) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.008) \end{aligned}$ |
| Days Since First Exam | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.004 * * \\ & (0.002) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.004 * \\ & (0.002) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.008) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.008) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.003) \end{aligned}$ |
| Clusters: | 6183 | 2123 | 4127 | 6183 | 2123 | 4127 | 6183 | 2123 | 4127 |
| Observations: | 353090 | 89828 | 258947 | 353090 | 89828 | 258947 | 353090 | 89828 | 258947 |
| Adjusted $R^{2}$ : | 0.130 | 0.130 | 0.167 | 0.070 | 0.050 | 0.085 | 0.078 | 0.082 | 0.096 |
| F-Statistics: | 0.564 | 0.830 | 1.380 | 0.343 | 0.436 | 1.227 | 2.983 | 1.374 | 2.655 |
| $p$-value: | 0.689 | 0.506 | 0.238 | 0.849 | 0.783 | 0.297 | 0.018 | 0.240 | 0.031 |
| Panel B: STEM |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.001) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{gathered} 0.014 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.021) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.012) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & -0.011 \\ & (0.019) \end{aligned}$ | $\begin{gathered} 0.007 \\ (0.012) \end{gathered}$ | $\begin{gathered} -0.011 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.016) \end{gathered}$ | $\begin{aligned} & -0.012 \\ & (0.010) \end{aligned}$ |
| Days Since First Exam | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.003) \end{gathered}$ |
| Days Between Exams | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.010 \\ & (0.009) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.018 * \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ |
| Clusters: | 2849 | 1038 | 1841 | 2849 | 1038 | 1841 | 2849 | 1038 | 1841 |
| Observations: | 180117 | 47174 | 131729 | 180117 | 47174 | 131729 | 180117 | 47174 | 131729 |
| Adjusted $R^{2}$ : | 0.132 | 0.111 | 0.179 | 0.062 | 0.057 | 0.079 | 0.081 | 0.049 | 0.109 |
| F-Statistics: | 0.860 | 0.523 | 0.965 | 0.545 | 1.447 | 0.727 | 1.383 | 0.462 | 1.451 |
| $p$-value: | 0.487 | 0.719 | 0.426 | 0.702 | 0.216 | 0.573 | 0.237 | 0.763 | 0.215 |
| Panel C: NON-STEM |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{aligned} & -0.016 \\ & (0.012) \end{aligned}$ | $\begin{gathered} -0.023 \\ (0.018) \end{gathered}$ | $\begin{aligned} & -0.027 * \\ & (0.016) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.011) \end{gathered}$ | $\begin{aligned} & -0.022 \\ & (0.017) \end{aligned}$ | $\begin{gathered} 0.016 \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.010) \end{gathered}$ | $\begin{aligned} & 0.045 * * \\ & (0.016) \end{aligned}$ | $\begin{gathered} 0.010 \\ (0.013) \end{gathered}$ |
| Days Since First Exam | $\begin{gathered} 0.007 * \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.005 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.011 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.003) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} -0.001 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.012) \\ \hline \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.004) \\ \hline \end{gathered}$ |
| Clusters: | 3314 | 1062 | 2272 | 3314 | 1062 | 2272 | 3314 | 1062 | 2272 |
| Observations: | 170841 | 41501 | 125322 | 170841 | 41501 | 125322 | 170841 | 41501 | 125322 |
| Adjusted $R^{2}$ : | 0.151 | 0.200 | 0.183 | 0.094 | 0.069 | 0.114 | 0.077 | 0.122 | 0.089 |
| F-Statistics: | 1.804 | 2.463 | 1.405 | 0.632 | 0.744 | 0.673 | 3.114 | 3.009 | 2.147 |
| $p$-value: | 0.125 | 0.044 | 0.230 | 0.640 | 0.562 | 0.611 | 0.014 | 0.018 | 0.073 |

Notes: Dependent variables: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30 pm (Early Afternoon Exam), dummy if it was taken at 4.30pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control only for the conditions and year FE: number of exams per session fixed effects (FE), School FE and exam weight (in credits) FE. We report only the coefficients on the main variables of interest for the balancing tests. In Panel A, we report estimates of the full sample. In Panel B, we report estimates for STEM schools only. In Panel C, we report estimates for Non-STEM schools only. Furthermore, in Column (1), (4) and (7), we report the results on the pooled sessions. In Column (2), (5) and (8), we report the results for the Fall exam session only. In Column (3), (6) and (9), we report the results for the Spring exam session only. ${ }^{*} p<0.10$, ${ }^{* *} p<0.05$, ${ }^{* * *} p<0.01$.

Table A4: Balancing Tests by Exam Time, with Exam Duration

|  | Morning Exams |  |  | Early Afternoon Exams |  |  | Late Afternoon Exams |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) All | (2) <br> Fall | (3) Spring | $\begin{aligned} & \text { (4) } \\ & \text { All } \end{aligned}$ | (5) <br> Fall | (6) Spring | (7) All | $\begin{gathered} \hline(8) \\ \text { Fall } \end{gathered}$ | (9) <br> Spring |
| Panel A: Full-Sample |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.006 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ |
| Days Since First Exam | $\begin{gathered} 0.003 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.006) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.004 * * \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.006) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.003) \end{aligned}$ |
| Clusters: | 6233 | 2153 | 4174 | 6233 | 2153 | 4174 | 6233 | 2153 | 4174 |
| Observations: | 355636 | 93915 | 261721 | 355636 | 93915 | 261721 | 355636 | 93915 | 261721 |
| Adjusted $R^{2}$ : | 0.113 | 0.093 | 0.152 | 0.067 | 0.056 | 0.087 | 0.078 | 0.088 | 0.093 |
| F-Statistics: | 0.553 | 0.697 | 0.587 | 0.527 | 0.865 | 0.267 | 2.876 | 1.043 | 2.069 |
| $p$-value: | 0.697 | 0.594 | 0.672 | 0.716 | 0.484 | 0.899 | 0.022 | 0.384 | 0.082 |
| Panel B: STEM |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{gathered} 0.005 * \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.005) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.003) \end{aligned}$ |
| Days Since First Exam | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.003) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.009) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.008) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ |
| Clusters: | 2865 | 1050 | 1855 | 2865 | 1050 | 1855 | 2865 | 1050 | 1855 |
| Observations: | 181456 | 48422 | 133034 | 181456 | 48422 | 133034 | 181456 | 48422 | 133034 |
| Adjusted $R^{2}$ : | 0.114 | 0.091 | 0.150 | 0.060 | 0.053 | 0.079 | 0.084 | 0.086 | 0.097 |
| F-Statistics: | 0.759 | 0.676 | 0.537 | 1.228 | 0.989 | 0.802 | 0.781 | 0.344 | 0.880 |
| $p$-value: | 0.552 | 0.609 | 0.709 | 0.297 | 0.413 | 0.524 | 0.537 | 0.849 | 0.475 |
| Panel C: NON-STEM |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{gathered} -0.005 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.011 * * \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.007 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.013) \end{gathered}$ |
| Days Since First Exam | $\begin{aligned} & 0.008 * * \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.020 * \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.010) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.015 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.003) \end{gathered}$ |
| Days Between Exams | $\begin{gathered} -0.003 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.013) \\ \hline \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.004) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.011) \\ \hline \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.004) \\ \hline \end{gathered}$ |
| Clusters: | 3368 | 1103 | 2319 | 3368 | 1103 | 2319 | 3368 | 1103 | 2272 |
| Observations: | 174180 | 45493 | 128687 | 174180 | 45493 | 128687 | 174180 | 45493 | 125322 |
| Adjusted $R^{2}$ : | 0.122 | 0.115 | 0.165 | 0.082 | 0.069 | 0.104 | 0.075 | 0.093 | 0.089 |
| F-Statistics: | 1.678 | 1.687 | 1.212 | 0.901 | 1.109 | 0.861 | 2.556 | 1.778 | 2.147 |
| $p$-value: | 0.152 | 0.151 | 0.303 | 0.462 | 0.351 | 0.486 | 0.037 | 0.131 | 0.073 |

Notes: Dependent variables: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at $\overline{1.30 \mathrm{pm}}$ (Early Afternoon Exam), dummy if it was taken at 4.30pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control only for the conditions and year FE: number of exams per session fixed effects (FE), School FE and exam weight (in credits) FE. We report only the coefficients on the main variables of interest for the balancing tests. In Panel A, we report estimates of the full sample. In Panel B, we report estimates for STEM schools only. In Panel C, we report estimates for Non-STEM schools only. Furthermore, in Column (1), (4) and (7), we report the results on the pooled sessions. In Column (2), (5) and (8), we report the results for the Fall exam session only. In Column (3), (6) and (9), we report the results for the Spring exam session only. ${ }^{*} p<0.10,{ }^{* *} p<0.05,{ }^{* * *} p<0.01$.

Table A5: Balancing Tests by Exam Time, No Student FE

|  | Morning Exams |  |  | Early Afternoon Exams |  |  | Late Afternoon Exams |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { (1) } \\ & \text { All } \end{aligned}$ | (2) Fall | (3) Spring | $\begin{aligned} & \text { (4) } \\ & \text { All } \end{aligned}$ | (5) <br> Fall | (6) Spring | (7) All | (8) <br> Fall | (9) <br> Spring |
| Panel A: Full-Sample |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{gathered} -0.003 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.010 \\ (0.018) \end{gathered}$ | $\begin{aligned} & -0.014 \\ & (0.010) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.017) \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.010) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.007) \end{aligned}$ | $\begin{gathered} 0.018 \\ (0.015) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.009) \end{aligned}$ |
| Days Since First Exam | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.006) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.008) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.006 \\ (0.008) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ |
| Clusters: | 5379 | 1913 | 3532 | 5379 | 1913 | 3532 | 5379 | 1913 | 3532 |
| Observations: | 311674 | 81529 | 225471 | 311674 | 81529 | 225471 | 311674 | 81529 | 225471 |
| Adjusted $R^{2}$ : | 0.180 | 0.151 | 0.242 | 0.100 | 0.050 | 0.132 | 0.086 | 0.092 | 0.112 |
| F-Statistics: | 0.444 | 0.828 | 0.866 | 0.453 | 0.211 | 0.971 | 1.876 | 1.249 | 1.428 |
| $p$-value: | 0.777 | 0.507 | 0.483 | 0.770 | 0.932 | 0.422 | 0.112 | 0.288 | 0.222 |
| Panel B: STEM |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{gathered} -0.000 \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{gathered} 0.011 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.012) \end{gathered}$ | $\begin{aligned} & -0.013 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.015) \end{aligned}$ | $\begin{aligned} & -0.012 \\ & (0.011) \end{aligned}$ |
| Days Since First Exam | $\begin{gathered} -0.002 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.009) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.003) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.008) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} 0.003 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.010 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.019 * \\ (0.010) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ |
| Clusters: | 2451 | 937 | 1544 | 2451 | 937 | 1544 | 2451 | 937 | 1544 |
| Observations: | 152762 | 41556 | 109647 | 152762 | 41556 | 109647 | 152762 | 41556 | 109647 |
| Adjusted $R^{2}$ : | 0.158 | 0.137 | 0.217 | 0.086 | 0.049 | 0.117 | 0.092 | 0.069 | 0.131 |
| F-Statistics: | 0.785 | 0.314 | 0.815 | 0.471 | 1.107 | 0.875 | 0.955 | 0.448 | 0.705 |
| $p$-value: | 0.535 | 0.869 | 0.515 | 0.757 | 0.352 | 0.478 | 0.431 | 0.774 | 0.589 |
| Panel C: NON-STEM |  |  |  |  |  |  |  |  |  |
| Class Size | $\begin{aligned} & -0.000 * * \\ & (0.000) \end{aligned}$ | $\begin{gathered} -0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.000 * * \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & 0.000 * * \\ & (0.000) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ |
| Average GPA s-1 | $\begin{aligned} & -0.016 \\ & (0.012) \end{aligned}$ | $\begin{gathered} -0.030 \\ (0.019) \end{gathered}$ | $\begin{aligned} & -0.017 \\ & (0.018) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.012) \end{gathered}$ | $\begin{gathered} -0.023 \\ (0.017) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.017) \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.011) \end{gathered}$ | $\begin{aligned} & 0.053 \\ & (0.016) \end{aligned}$ | $\begin{gathered} 0.012 \\ (0.015) \end{gathered}$ |
| Days Since First Exam | $\begin{gathered} 0.005 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.002 \\ (0.011) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.011 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.004) \end{aligned}$ |
| Days Between Exams | $\begin{gathered} -0.000 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.013) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.014) \\ \hline \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.004) \end{aligned}$ |
| Clusters: | 2914 | 953 | 1980 | 2914 | 953 | 1980 | 2914 | 953 | 1980 |
| Observations: | 156837 | 38820 | 113959 | 156837 | 38820 | 113959 | 156837 | 38820 | 113959 |
| Adjusted $R^{2}$ : | 0.220 | 0.216 | 0.291 | 0.126 | 0.074 | 0.167 | 0.088 | 0.134 | 0.104 |
| F-Statistics: | 2.856 | 2.664 | 1.586 | 1.448 | 0.757 | 1.237 | 2.379 | 3.528 | 1.470 |
| $p$-value: | 0.022 | 0.031 | 0.175 | 0.216 | 0.553 | 0.293 | 0.050 | 0.007 | 0.209 |

Notes: Dependent variables: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30 pm (Early Afternoon Exam), dummy if it was taken at 4.30 pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control only for the conditions and year FE: number of exams per session fixed effects (FE), School FE and exam weight (in credits) FE. We report only the coefficients on the main variables of interest for the balancing tests. In Panel A, we report estimates of the full sample. In Panel B, we report estimates for STEM schools only. In Panel C, we report estimates for Non-STEM schools only. Furthermore, in Column (1), (4) and (7), we report the results on the pooled sessions. In Column (2), (5) and (8), we report the results for the Fall exam session only. In Column (3), (6) and (9), we report the results for the Spring exam session only. ${ }^{*} p<0.10$, ${ }^{* *} p<0.05$, ${ }^{* * *} p<0.01$.

Table A6: Balancing Tests by Exam Time, Between Comparison, No Student FE

|  | Morning Exams |  |  | Early Afternoon Exams |  |  | Late Afternoon Exams |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { (1) } \\ & \text { All } \end{aligned}$ | $\begin{aligned} & (2) \\ & \text { Fall } \end{aligned}$ | (3) Spring | $\begin{aligned} & \text { (4) } \\ & \text { All } \end{aligned}$ | (5) Fall | (6) Spring | $\begin{aligned} & \text { (7) } \\ & \text { All } \end{aligned}$ | $\begin{aligned} & \text { (8) } \\ & \text { Fall } \end{aligned}$ | (9) Spring |
| Panel A: Full-Sample |  |  |  |  |  |  |  |  |  |
| Average GPA s-1 | $\begin{gathered} 0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.003) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.006 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ |
| Female | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.005) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.006^{*} \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ |
| Black | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.008) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.005) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.009 \\ & (0.007) \end{aligned}$ | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ |
| Asian | $\begin{gathered} -0.013 \\ (0.012) \end{gathered}$ | $\begin{aligned} & -0.040 * * \\ & (0.016) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.014) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.014) \end{gathered}$ | $\begin{aligned} & -0.008 \\ & (0.014) \end{aligned}$ | $\begin{gathered} 0.007 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.014) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.009) \end{gathered}$ |
| White | $\begin{gathered} 0.000 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.006) \end{aligned}$ | $\begin{gathered} 0.005 * \\ (0.003) \end{gathered}$ |
| Clusters: | 6233 | 2153 | 4174 | 6233 | 2153 | 4174 | 6233 | 2153 | 4174 |
| Observations: | 355636 | 93915 | 261721 | 355636 | 93915 | 261721 | 355636 | 93915 | 261721 |
| Adjusted $R^{2}$ : | 0.112 | 0.090 | 0.152 | 0.066 | 0.055 | 0.086 | 0.075 | 0.085 | 0.090 |
| F-Statistics: | 0.340 | 2.300 | 0.414 | 0.980 | 1.019 | 0.923 | 0.737 | 0.944 | 1.129 |
| $p$-value: | 0.889 | 0.043 | 0.840 | 0.429 | 0.405 | 0.465 | 0.596 | 0.451 | 0.343 |
| Panel B: STEM |  |  |  |  |  |  |  |  |  |
| Average GPA s-1 | $\begin{gathered} 0.005 * \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.003) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.000 \\ (0.003) \end{gathered}$ |
| Female | $\begin{gathered} -0.007 * \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.013 \\ & (0.008) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{aligned} & 0.007 * \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.008 \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.003) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.004) \end{gathered}$ |
| Black | $\begin{gathered} 0.006 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.005 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.017 \\ & (0.011) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.009) \end{aligned}$ | $\begin{gathered} -0.002 \\ (0.005) \end{gathered}$ |
| Asian | $\begin{gathered} 0.007 \\ (0.012) \end{gathered}$ | $\begin{aligned} & -0.027 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.026 * * \\ & (0.013) \end{aligned}$ | $\begin{gathered} -0.011 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.018 \\ (0.021) \end{gathered}$ | $\begin{aligned} & -0.026 * * \\ & (0.012) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.019) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.010) \end{gathered}$ |
| White | $\begin{gathered} -0.002 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.011) \end{gathered}$ | $\begin{aligned} & -0.007 \\ & (0.007) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.006) \end{aligned}$ | $\begin{gathered} 0.006 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.008 \text { * } \\ (0.005) \end{gathered}$ |
| Clusters: | 2865 | 1050 | 1855 | 2865 | 1050 | 1855 | 2865 | 1050 | 1855 |
| Observations: | 181456 | 48422 | 133034 | 181456 | 48422 | 133034 | 181456 | 48422 | 133034 |
| Adjusted $R^{2}$ : | 0.114 | 0.088 | 0.149 | 0.059 | 0.050 | 0.077 | 0.082 | 0.083 | 0.095 |
| F-Statistics: | 1.578 | 1.595 | 1.722 | 1.618 | 0.990 | 1.567 | 0.588 | 0.230 | 0.980 |
| $p$-value: | 0.163 | 0.159 | 0.126 | 0.152 | 0.422 | 0.166 | 0.710 | 0.950 | 0.428 |
| Panel C: NON-STEM |  |  |  |  |  |  |  |  |  |
| Average GPA s-1 | $\begin{gathered} -0.005 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.011 * * \\ & (0.006) \end{aligned}$ | $\begin{gathered} 0.008 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.010 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.000 \\ & (0.004) \end{aligned}$ |
| Female | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.004) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.004) \end{gathered}$ |
| Black | $\begin{gathered} -0.007 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.010) \end{aligned}$ | $\begin{gathered} -0.008 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.014 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.011 \\ & (0.009) \end{aligned}$ | $\begin{gathered} 0.007 \\ (0.005) \end{gathered}$ |
| Asian | $\begin{aligned} & -0.036 * \\ & (0.021) \end{aligned}$ | $\begin{aligned} & -0.050 * * \\ & (0.019) \end{aligned}$ | $\begin{gathered} -0.019 \\ (0.027) \end{gathered}$ | $\begin{gathered} 0.025 \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.012 \\ (0.018) \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.027) \end{gathered}$ | $\begin{gathered} 0.011 \\ (0.013) \end{gathered}$ | $\begin{aligned} & 0.038 * * \\ & (0.019) \end{aligned}$ | $\begin{gathered} 0.006 \\ (0.015) \end{gathered}$ |
| White | $\begin{gathered} 0.003 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.008 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.005) \\ \hline \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.013 * \\ & (0.008) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.004) \end{gathered}$ |
| Clusters: | 3368 | 1103 | 2319 | 3368 | 1103 | 2319 | 3368 | 1103 | 2319 |
| Observations: | 174180 | 45493 | 128687 | 174180 | 45493 | 128687 | 174180 | 45493 | 128687 |
| Adjusted $R^{2}$ : | 0.118 | 0.104 | 0.162 | 0.080 | 0.068 | 0.102 | 0.071 | 0.086 | 0.089 |
| F-Statistics: | 1.586 | 1.774 | 0.770 | 0.820 | 1.519 | 0.564 | 0.952 | 1.674 | 0.673 |
| $p$-value: | 0.161 | 0.115 | 0.571 | 0.535 | 0.181 | 0.728 | 0.446 | 0.138 | 0.644 |

Notes: Dependent variables: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30pm (Early Afternoon Exam), dummy if it was taken at 4.30pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control only for the conditions and year FE: number of exams per session fixed effects (FE), School FE and exam weight (in credits) FE. We report only the coefficients on the main variables of interest for the balancing tests. In Panel A, we report estimates of the full sample. In Panel B, we report estimates for STEM schools only. In Panel C, we report estimates for Non-STEM schools only. Furthermore, in Column (1), (4) and (7), we report the results on the pooled sessions. In Column (2), (5) and (8), we report the results for the Fall exam session only. In Column (3), (6) and (9), we report the results for the Spring exam session only. ${ }^{*} p<0.10, * * p<0.05, * * * p<0.01$.

## A. 3 Identification: Details

For simplicity, and slight abuse of notation, we re-write Equation (6) as follows:

$$
\begin{equation*}
Y(h, \boldsymbol{\theta})=T(h, \boldsymbol{\theta})+\epsilon(h, \boldsymbol{\theta}) \tag{A1}
\end{equation*}
$$

where $Y(h, \boldsymbol{\theta})$ is student performance, which is a function of hour of the day $h$ and a vector of assessment and individual's characteristics $\boldsymbol{\theta}$. Furthermore, $T(\boldsymbol{h}, \boldsymbol{\theta})$ is the individual time-of-day effect and $\epsilon(h, \boldsymbol{\theta})$ is a standard random unobserved error with mean zero.

In our dataset, we observe each individual performing multiple and different assessments. For the moment, suppose we observe two performances. Ideally, we wish to identify:

$$
\begin{equation*}
E\left[\Delta_{Y}(h, \boldsymbol{\theta})\right]=E[Y(h, \boldsymbol{\theta})-Y(0, \boldsymbol{\theta})] \tag{A2}
\end{equation*}
$$

which is the average treatment effect (ATE) of performing an assessment $\boldsymbol{\theta}$ at hour $h$ on performance with respect to a baseline hour (9am in our case). Since each individual is observed performing assessments with different characteristics $\boldsymbol{\theta}$, we need to make some identifying assumptions.

Assumption 1. Random assignment:

$$
\begin{aligned}
& \text { i. } E[Y(h, \boldsymbol{\theta})]=E\left[Y\left(h, \boldsymbol{\theta}^{\prime}\right)\right]=E[Y(h)] \text {, } \\
& \text { ii. } E[Y(0, \boldsymbol{\theta})]=E\left[Y\left(0, \boldsymbol{\theta}^{\prime}\right)\right]=E[Y(0)] .
\end{aligned}
$$

Assumption 1 says that the potential outcomes of the individuals are independent of the vector of characteristics $\boldsymbol{\theta}$. This means that, on average, individuals need to perform similar assessments at different time-of-day. Under assumption 1, the population model simplifies to:

$$
\begin{equation*}
Y(h)=T(h)+\epsilon(h), \tag{A3}
\end{equation*}
$$

where $T(h) \perp \epsilon(h)$ by design.
Assumption 2. Time-of-day:

$$
T(h)=B(h)+E(h) .
$$

Assumption 2 says that time-of-day is made of two components: a "biological" and an "economic" component. $B(h)$ captures the direct effect of the circadian rhythm on individual's performance. That is, a brain is more productive at performing a cognitive assessment at specific hours of the day. $E(h)$ captures the individual's behavior to increase her performance (e.g. effort, work strategy, food intake). Under assumption 2, the population model becomes:

$$
\begin{equation*}
Y(h)=W(h)+B(h)+\epsilon(h) . \tag{A4}
\end{equation*}
$$

We take expectations over the difference in performance between two cognitive assessments using the following mild assumption:

Assumption 3. Random shocks:

$$
E[\epsilon(h)]=E[\epsilon(0)]=0 .
$$

Hence we have:

$$
\begin{align*}
E\left[\Delta_{Y}(h)\right] & =E[Y(h)-Y(0)] \\
& =E[B(h)-B(0)]+E[E(h)-E(0)]  \tag{A5}\\
& =E\left[\Delta_{B}(h)\right]+E\left[\Delta_{E}(h)\right]
\end{align*}
$$

The third line of Equation (A5) shows that the effect that we wish to identify is affected by two components that are functions of the same factor: we call $E\left[\Delta_{B}(h)\right]$ the expected brain reaction effect to the hour of the day and $E\left[\Delta_{E}(h)\right]$ the expected individual reaction effect to the hour of the day.

## A. 4 Additional Robustness Check

Table A7: Coefficient Stability Tests

|  | $(1)$ <br> Conditions | $(2)$ <br> Student FE, Covariates | $(3)$ <br> Bounding Set |
| :--- | :---: | :---: | :---: |
|  |  |  |  |
| Early Afternoon [0,1] | $0.050 * * *$ | $0.068^{* * * *}$ | $[0.036,0.068]$ |
|  | $(0.016)$ | $(0.015)$ |  |
| Late Afternoon [0,1] | $0.042^{* * *}$ | $0.036^{* *}$ | $[0.018,0.036]$ |
|  | $(0.017)$ | $(0.015)$ |  |
| Clusters: | 7665 | 7626 | 7626 |
| Observations: | 503359 | 500959 | 500959 |
| Adjusted $R^{2}:$ | 0.022 | 0.462 | 0.462 |

Notes: The table presents the validation results for the analysis of the effect of time-of-day on performance. Dependent variable: standardized final exam mark. Key variables: dummies for whether the exam was taken at 1.30 pm (Early Afternoon Exam) or at 4.30pm (Late Afternoon Exam), where the 9am (Morning Exam) is the excluded category. Column (1) presents estimates when controlling for the conditional independence assumption variables, while in Panel Column (2) we include in addition other covariates as well as student FE. Finally, Column (3) reports estimates of the bounding set assuming a Rmax equals to one. Standard errors are clustered by exam-year.*p $<0.10$, **p $<0.05$, ***p $<0.01$.

## A. 5 Additional Heterogeneous Effects

Table A8: Effect of Time of Day on Student Performance: Heterogeneity Analysis

|  | Full-Sample |  |  | STEM |  |  | NON-STEM |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) <br> Pooled Sessions | (2) <br> Fall Session | (3) <br> Spring <br> Session | (4) <br> Pooled Sessions | (5) <br> Fall Session | (6) <br> Spring <br> Session | (7) <br> Pooled Sessions | $\begin{gathered} \text { (8) } \\ \text { Fall } \\ \text { Session } \end{gathered}$ | (9) <br> Spring <br> Session |
| Panel A: Benchmark |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | $\begin{aligned} & 0.068 * * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.094 * * * \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.044 * * \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.081 * * * \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.139 * * * \\ & (0.035) \end{aligned}$ | $\begin{gathered} 0.031 \\ (0.028) \end{gathered}$ | $\begin{aligned} & 0.037 * * \\ & (0.017) \end{aligned}$ | $\begin{gathered} 0.016 \\ (0.028) \end{gathered}$ | $\begin{gathered} 0.037 * \\ (0.022) \end{gathered}$ |
| Late Afternoon [0,1] | 0.036** | 0.076*** | -0.009 | 0.045* | 0.090*** | -0.034 | 0.011 | 0.029 | -0.007 |
|  | (0.015) | (0.022) | (0.021) | (0.025) | (0.035) | (0.034) | (0.017) | (0.027) | (0.022) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.036 | 0.440 | 0.009 | 0.148 | 0.191 | 0.047 | 0.153 | 0.671 | 0.053 |
| Clusters: | 7626 | 3434 | 4287 | 3465 | 1639 | 1885 | 4145 | 1780 | 2388 |
| Observations: | 500959 | 219208 | 274704 | 250363 | 109496 | 138440 | 248208 | 107718 | 134324 |
| Adjusted $R^{2}$ : | 0.462 | 0.457 | 0.499 | 0.482 | 0.483 | 0.516 | 0.450 | 0.444 | 0.495 |
| Panel B: Age $\leq 20$ |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.070*** | 0.121*** | 0.035 | 0.093*** | 0.211*** | 0.027 | 0.033 | 0.012 | 0.030 |
|  | (0.020) | (0.036) | (0.025) | (0.032) | (0.059) | (0.037) | (0.022) | (0.035) | (0.028) |
| Late Afternoon [0,1] | 0.039* | 0.101*** | -0.015 | 0.063* | 0.137** | -0.032 | 0.012 | 0.044 | -0.015 |
|  | (0.021) | (0.035) | (0.026) | (0.036) | (0.060) | (0.045) | (0.022) | (0.038) | (0.028) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.124 | 0.532 | 0.048 | 0.383 | 0.202 | 0.166 | 0.377 | 0.366 | 0.116 |
| Clusters: | 5286 | 2378 | 3016 | 2277 | 1021 | 1317 | 2999 | 1346 | 1686 |
| Observations: | 272438 | 111136 | 157577 | 127836 | 49540 | 76961 | 143468 | 60582 | 79551 |
| Adjusted $R^{2}$ : | 0.476 | 0.470 | 0.525 | 0.499 | 0.501 | 0.545 | 0.465 | 0.458 | 0.516 |
| Panel C: Age > 20 |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.061*** | 0.063*** | 0.043** | 0.066*** | 0.064** | 0.035 | 0.029 | 0.025 | 0.032 |
|  | (0.015) | (0.024) | (0.020) | (0.019) | (0.029) | (0.027) | (0.022) | (0.035) | (0.026) |
| Late Afternoon [0,1] | 0.017 | 0.033 | -0.016 | 0.013 | 0.029 | -0.038 | -0.003 | 0.017 | -0.016 |
|  | (0.017) | (0.023) | (0.024) | (0.025) | (0.032) | (0.036) | (0.020) | (0.030) | (0.025) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr>F: | 0.012 | 0.259 | 0.008 | 0.038 | 0.315 | 0.033 | 0.136 | 0.809 | 0.044 |
| Clusters: | 7448 | 3337 | 4177 | 3424 | 1618 | 1860 | 3996 | 1689 | 2292 |
| Observations: | 227383 | 103769 | 114270 | 122299 | 58656 | 60677 | 103550 | 43815 | 52375 |
| Adjusted $R^{2}$ : | 0.484 | 0.489 | 0.517 | 0.506 | 0.511 | 0.536 | 0.471 | 0.479 | 0.509 |

Notes: Dependent variables: dummy for whether the exam was taken at 9am (Morning Exam), dummy if it was taken at 1.30 pm (Early Afternoon Exam), dummy if it was taken at 4.30 pm (Late Afternoon Exam). Standard errors are clustered by exam-year. Observations are at the student-exam-year level. In each specification, from Column (1)-(9), we control only for the conditions and year FE: number of exams per session fixed effects (FE), School FE and exam weight (in credits) FE. We report only the coefficients on the main variables of interest for the balancing tests. In Panel A, we report estimates of the full sample. In Panel B, we report estimates students with age less or equal than 20 only. In Panel C, we report estimates for students with aged greater than 20. Furthermore, in Column (1), (4) and (7), we report the results on the pooled sessions. In Column (2), (5) and (8), we report the results for the Fall exam session only. In Column (3), (6) and (9), we report the results for the Spring exam session only. ${ }^{*} p<0.10$, ${ }^{* *} p<0.05$, ${ }^{* * *} p<0.01$.

Table A9: Effect of Time of Day on Student Performance: By Season and School

|  | Full-Sample |  |  | STEM |  |  | NON-STEM |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) <br> Pooled Sessions | (2) <br> Fall Session | (3) <br> Spring <br> Session | (4) <br> Pooled Sessions | (5) <br> Fall Session | (6) <br> Spring <br> Session | (7) <br> Pooled Sessions | (8) <br> Fall Session | (9) <br> Spring <br> Session |
| Panel A: Benchmark |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.068*** | 0.094*** | 0.044** | 0.081*** | 0.139*** | 0.031 | 0.037** | 0.016 | 0.037* |
|  | (0.015) | (0.024) | (0.019) | (0.022) | (0.035) | (0.028) | (0.017) | (0.028) | (0.022) |
| Late Afternoon [0,1] | 0.036** | 0.076*** | -0.009 | 0.045* | 0.090*** | -0.034 | 0.011 | 0.029 | -0.007 |
|  | (0.015) | (0.022) | (0.021) | (0.025) | (0.035) | (0.034) | (0.017) | (0.027) | (0.022) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.036 | 0.440 | 0.009 | 0.148 | 0.191 | 0.047 | 0.153 | 0.671 | 0.053 |
| Clusters: | 7626 | 3434 | 4289 | 3465 | 1639 | 1887 | 4145 | 1780 | 2388 |
| Observations: | 500959 | 219208 | 274715 | 250363 | 109496 | 138451 | 248208 | 107718 | 134324 |
| Adjusted $R^{2}$ : | 0.462 | 0.457 | 0.499 | 0.482 | 0.483 | 0.516 | 0.450 | 0.444 | 0.495 |
| Panel B: Duration |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.061*** | $0.086 * * *$ | $0.049 * *$ | $0.068 * * *$ | $0.126 * * *$ | 0.048 | 0.039** | 0.027 | 0.031 |
|  | (0.017) | (0.025) | (0.022) | (0.025) | (0.036) | (0.033) | (0.019) | (0.029) | (0.024) |
| Late Afternoon [0,1] | 0.026 | 0.058** | -0.013 | 0.019 | 0.041 | -0.034 | 0.015 | 0.046 | -0.020 |
|  | (0.017) | (0.023) | (0.023) | (0.028) | (0.035) | (0.039) | (0.019) | (0.029) | (0.025) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.032 | 0.247 | 0.006 | 0.077 | 0.020 | 0.032 | 0.208 | 0.515 | 0.034 |
| Clusters: | 6475 | 2891 | 3672 | 2900 | 1372 | 1580 | 3556 | 1502 | 2084 |
| Observations: | 432185 | 184391 | 239673 | 207810 | 88606 | 115769 | 222120 | 93883 | 121997 |
| Adjusted $R^{2}$ : | 0.471 | 0.473 | 0.506 | 0.493 | 0.504 | 0.524 | 0.457 | 0.454 | 0.499 |
| Panel C: No First Year UG |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.062*** | 0.068*** | 0.047** | 0.063*** | 0.080*** | 0.038 | 0.042** | 0.022 | 0.047** |
|  | (0.014) | (0.021) | (0.020) | (0.020) | (0.028) | (0.029) | (0.018) | (0.030) | (0.023) |
| Late Afternoon [0,1] | 0.022 | 0.043** | -0.012 | 0.005 | $0.033$ | $-0.024$ | 0.025 | 0.043* | -0.005 |
|  | (0.016) | (0.020) | (0.024) | (0.025) | (0.031) | $(0.036)$ | (0.017) | (0.024) | (0.024) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.014 | 0.268 | 0.010 | 0.020 | 0.159 | 0.090 | 0.353 | 0.485 | 0.027 |
| Clusters: | 7373 | 3326 | 4126 | 3390 | 1614 | 1829 | 3960 | 1687 | 2275 |
| Observations: | 312103 | 140127 | 163590 | 157129 | 71419 | 83012 | 153090 | 67126 | 79100 |
| Adjusted $R^{2}$ : | 0.464 | 0.468 | 0.491 | 0.485 | 0.493 | 0.512 | 0.452 | 0.454 | 0.484 |
| Panel D: Exam FE |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.032** | 0.066*** | -0.009 | 0.055*** | 0.111*** | -0.003 | -0.011 | 0.001 | -0.023 |
|  | (0.012) | (0.020) | (0.015) | (0.019) | (0.029) | (0.024) | (0.013) | (0.025) | (0.017) |
| Late Afternoon [0,1] | 0.019 | 0.049** | -0.019 | 0.023 | 0.053* | -0.027 | 0.012 | 0.032 | -0.012 |
|  | (0.014) | (0.019) | (0.019) | (0.023) | (0.029) | (0.031) | (0.014) | (0.023) | (0.019) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.313 | 0.346 | 0.567 | 0.111 | 0.034 | 0.376 | 0.102 | 0.202 | 0.534 |
| Clusters: | 7578 | 3407 | 4257 | 3458 | 1635 | 1879 | 4102 | 1758 | 2365 |
| Observations: | 500906 | 219176 | 274678 | 250356 | 109492 | 138442 | 248160 | 107693 | 134296 |
| Adjusted $R^{2}$ : | 0.531 | 0.534 | 0.559 | 0.551 | 0.562 | 0.574 | 0.512 | 0.505 | 0.552 |
| Panel E: Day FE |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.070*** | 0.092*** | 0.047** | 0.087*** | 0.140*** | 0.048* | 0.040** | 0.015 | 0.044** |
|  | (0.014) | (0.023) | (0.018) | (0.022) | (0.033) | (0.028) | (0.016) | (0.027) | (0.019) |
| Late Afternoon [0,1] | 0.034** | 0.080*** | -0.019 | 0.047* | 0.097*** | -0.036 | 0.009 | 0.028 | -0.014 |
|  | (0.015) | (0.022) | (0.020) | (0.025) | (0.035) | (0.033) | (0.017) | (0.026) | (0.021) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| $\operatorname{Pr}>F$ : | 0.021 | 0.593 | 0.001 | 0.108 | 0.248 | 0.011 | 0.071 | 0.625 | 0.008 |
| Clusters: | 7626 | 3434 | 4289 | 3465 | 1639 | 1887 | 4145 | 1780 | 2388 |
| Observations: | 500959 | 219208 | 274715 | 250363 | 109496 | 138451 | 248208 | 107718 | 134324 |
| Adjusted $R^{2}$ : | 0.466 | 0.461 | 0.504 | 0.490 | 0.488 | 0.526 | 0.456 | 0.450 | 0.502 |
| Panel F: Room FE |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.068*** | 0.084*** | 0.041** | 0.099*** | 0.126*** | 0.045 | 0.025 | 0.026 | 0.024 |
|  | (0.015) | (0.023) | (0.019) | (0.022) | (0.033) | (0.028) | (0.018) | (0.028) | (0.023) |
| Late Afternoon [0,1] | 0.034** | 0.073*** | -0.003 | 0.051** | 0.075** | -0.024 | 0.008 | 0.029 | -0.004 |
|  | (0.015) | (0.021) | (0.021) | (0.025) | (0.033) | (0.034) | (0.017) | (0.025) | (0.023) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.033 | 0.649 | 0.034 | 0.061 | 0.173 | 0.035 | 0.357 | 0.903 | 0.242 |
| Clusters: | 7613 | 3432 | 4279 | 3462 | 1639 | 1885 | 4132 | 1778 | 2375 |
| Observations: | 500920 | 219186 | 274686 | 250345 | 109482 | 138435 | 248174 | 107702 | 134291 |
| Adjusted $R^{2}$ : | 0.473 | 0.469 | 0.513 | 0.500 | 0.502 | 0.536 | 0.460 | 0.456 | 0.513 |

Notes: Dependent variable: standardized final exam mark. Key variables: dummies for whether the exam was taken at 1.30 pm (Early Afternoon Exam) or at 4.30pm (Late Afternoon Exam), where the 9am (Morning Exam) is the excluded category. Standard errors are clustered by exam-year. Observations are at the student-exam year level. In each Column (1)-(9) we use the preferred specification which controls for student FE and all covariates. In Columns (1)-(3) we report estimates of the full sample, while in Columns (4)-(6) and Columns (7)-(9) we report results for STEM and NON-STEM schools, separately. Specifically, in Columns (1), (4), and (7) are reported the results for the pooled sample. In Columns (2), (5), and (8) we report the results for the Fall exam session only. In Columns (3), (6), and (9) we report the results for the Spring exam session only. Panel (A) presents the benchmark results. Panel (B) report the results when including in the regression a dummy for exams longer than 2.5 hours. Finally, In Panel (C), we exclude the sample of first year UG students. In Panels, (D), (E) and (F) we include, respectively, exam, day, and room FE. Below the test of equality of Early and Late afternoon exams is reported the p-value of the test stayistic. ${ }^{*} p<0.10$, ${ }^{* *} p<0.05$, ${ }^{* * *} p<0.01$.

Table A10: Effect of Time of Day on Student Performance: By Season and Age

|  | Full-Sample |  |  | STEM |  |  | NON-STEM |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) <br> Pooled Sessions | (2) <br> Fall Session | (3) <br> Spring <br> Session | (4) <br> Pooled Sessions | (5) <br> Fall Session | (6) <br> Spring <br> Session | (7) <br> Pooled Sessions |  | (9) <br> Spring <br> Session |
| Panel A: Benchmark |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | $\begin{aligned} & 0.068 * * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.094 * * * \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.044 * * \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.070 * * * \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.121 * * * \\ & (0.036) \end{aligned}$ | $\begin{gathered} 0.035 \\ (0.025) \end{gathered}$ | $\begin{aligned} & 0.061 * * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.063 * * * \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.043 * * \\ & (0.020) \end{aligned}$ |
| Late Afternoon [0,1] | $\begin{aligned} & 0.036 * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.076 * * * \\ & (0.022) \end{aligned}$ | $\begin{aligned} & -0.009 \\ & (0.021) \end{aligned}$ | $\begin{gathered} 0.039 * \\ (0.021) \end{gathered}$ | $\begin{aligned} & 0.101 * * * \\ & (0.035) \end{aligned}$ | $\begin{gathered} -0.015 \\ (0.026) \end{gathered}$ | $\begin{gathered} 0.017 \\ (0.017) \end{gathered}$ | $\begin{gathered} 0.033 \\ (0.023) \end{gathered}$ | $\begin{aligned} & -0.016 \\ & (0.024) \end{aligned}$ |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.036 | 0.440 | 0.009 | 0.124 | 0.532 | 0.048 | 0.012 | 0.259 | 0.008 |
| Clusters: | 7626 | 3434 | 4289 | 5286 | 2378 | 3016 | 7448 | 3337 | 4179 |
| Observations: | 500959 | 219208 | 274715 | 272438 | 111136 | 157577 | 227383 | 103769 | 114281 |
| Adjusted $R^{2}$ : | 0.462 | 0.457 | 0.499 | 0.476 | 0.470 | 0.525 | 0.484 | 0.489 | 0.517 |
| Panel B: Duration |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.061*** | 0.086*** | 0.049** | 0.061*** | 0.118*** | 0.048* | 0.056*** | 0.062** | 0.038* |
|  | (0.017) | (0.025) | (0.022) | (0.023) | (0.037) | (0.028) | (0.017) | (0.026) | (0.022) |
| Late Afternoon [0,1] | 0.026 | 0.058** | -0.013 | 0.031 | 0.089** | -0.004 | 0.006 | 0.029 | -0.033 |
|  | (0.017) | (0.023) | (0.023) | (0.023) | (0.035) | (0.029) | (0.019) | (0.025) | (0.027) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| $P r>F$ : | 0.032 | 0.247 | 0.006 | 0.145 | 0.361 | 0.055 | 0.009 | 0.248 | 0.005 |
| Clusters: | 6475 | 2891 | 3672 | 4461 | 1978 | 2564 | 6325 | 2801 | 3585 |
| Observations: | 432185 | 184391 | 239673 | 231804 | 89635 | 137255 | 198801 | 90012 | 98851 |
| Adjusted $R^{2}$ : | 0.471 | 0.473 | 0.506 | 0.488 | 0.496 | 0.535 | 0.493 | 0.501 | 0.523 |
| Panel C: No First Year UG |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.062*** | 0.068*** | 0.047** | 0.038* | 0.058* | 0.019 | 0.064*** | 0.060** | 0.047** |
|  | (0.014) | (0.021) | (0.020) | (0.022) | (0.032) | (0.035) | (0.015) | (0.024) | (0.021) |
| Late Afternoon [0,1] | 0.022 | 0.043** | -0.012 | 0.008 | 0.068** | -0.036 | 0.015 | 0.022 | -0.016 |
|  | (0.016) | (0.020) | (0.024) | (0.024) | (0.031) | (0.034) | (0.017) | (0.023) | (0.025) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.014 | 0.268 | 0.010 | 0.200 | 0.770 | 0.106 | 0.006 | 0.140 | 0.008 |
| Clusters: | 7373 | 3326 | 4126 | 4844 | 2160 | 2727 | 7083 | 3169 | 3949 |
| Observations: | 312103 | 140127 | 163590 | 108594 | 44329 | 59689 | 202348 | 91510 | 101194 |
| Adjusted $R^{2}$ : | 0.464 | 0.468 | 0.491 | 0.496 | 0.504 | 0.534 | 0.471 | 0.483 | 0.499 |
| Panel D: Exam FE |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.032** | 0.066*** | -0.009 | 0.042** | 0.104*** | -0.015 | 0.023* | 0.041** | -0.005 |
|  | (0.012) | (0.020) | (0.015) | (0.017) | (0.029) | (0.020) | (0.013) | (0.018) | (0.019) |
| Late Afternoon [0,1] | 0.019 | 0.049** | -0.019 | 0.040** | 0.100*** | -0.004 | -0.005 | 0.012 | -0.045** |
|  | (0.014) | (0.019) | (0.019) | (0.018) | (0.027) | (0.023) | (0.015) | (0.020) | (0.023) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr $>$ F: | 0.313 | 0.346 | 0.567 | 0.901 | 0.861 | 0.598 | 0.049 | 0.160 | 0.052 |
| Clusters: | 7578 | 3407 | 4257 | 5141 | 2295 | 2927 | 7377 | 3302 | 4133 |
| Observations: | 500906 | 219176 | 274678 | 272287 | 111046 | 157474 | 227306 | 103729 | 114229 |
| Adjusted $R^{2}$ : | 0.531 | 0.534 | 0.559 | 0.545 | 0.554 | 0.582 | 0.549 | 0.556 | 0.576 |
| Panel E: Day FE |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.070*** | 0.092*** | 0.047** | 0.071*** | 0.118*** | 0.031 | 0.064*** | 0.064*** | 0.047** |
|  | (0.014) | (0.023) | (0.018) | (0.019) | (0.035) | (0.023) | (0.015) | (0.022) | (0.020) |
| Late Afternoon [0,1] | 0.034** | 0.080*** | -0.019 | 0.033* | 0.109*** | -0.034 | 0.015 | 0.033 | -0.021 |
|  | (0.015) | (0.022) | (0.020) | (0.020) | (0.034) | (0.025) | (0.017) | (0.022) | (0.024) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| $P r>F$ : | 0.021 | 0.593 | 0.001 | 0.053 | 0.780 | 0.007 | 0.005 | 0.217 | 0.002 |
| Clusters: | 7626 | 3434 | 4289 | 5286 | 2378 | 3016 | 7448 | 3337 | 4179 |
| Observations: | 500959 | 219208 | 274715 | 272438 | 111136 | 157577 | 227383 | 103769 | 114281 |
| Adjusted $R^{2}$ : | 0.466 | 0.461 | 0.504 | 0.484 | 0.477 | 0.533 | 0.488 | 0.493 | 0.521 |
| Panel F: Room FE |  |  |  |  |  |  |  |  |  |
| Early Afternoon [0,1] | 0.068*** | 0.084*** | 0.041** | 0.070*** | 0.095*** | 0.032 | 0.062*** | 0.063*** | 0.038** |
|  | (0.015) | (0.023) | (0.019) | (0.021) | (0.033) | (0.025) | (0.015) | (0.024) | (0.019) |
| Late Afternoon [0,1] | 0.034** | 0.073*** | -0.003 | 0.040* | 0.095*** | -0.003 | 0.016 | 0.033 | -0.024 |
|  | (0.015) | (0.021) | (0.021) | (0.021) | (0.033) | (0.027) | (0.017) | (0.022) | (0.023) |
| Test of equality of Early and Late Afternoon exams in linear regressions above: |  |  |  |  |  |  |  |  |  |
| Pr>F: | 0.033 | 0.649 | 0.034 | 0.142 | 0.984 | 0.185 | 0.009 | 0.241 | 0.006 |
| Clusters: | 7613 | 3432 | 4279 | 5261 | 2376 | 2990 | 7430 | 3335 | 4165 |
| Observations: | 500920 | 219186 | 274686 | 272388 | 111117 | 157532 | 227340 | 103750 | 114241 |
| Adjusted $R^{2}$ : | 0.473 | 0.469 | 0.513 | 0.491 | 0.489 | 0.540 | 0.496 | 0.499 | 0.534 |

Notes: Dependent variable: standardized final exam mark. Key variables: dummies for whether the exam was taken at 1.30pm (Early Afternoon Exam) or at 4.30pm (Late Afternoon Exam), where the 9am (Morning Exam) is the excluded category. Standard errors are clustered by exam-year. Observations are at the student-exam year level. In each Column (1)-(9) we use the preferred specification which controls for student FE and all covariates. In Columns (1)-(3) we report estimates of the full sample, while in Columns (4)-(6) and Columns (7)-(9) we report results for students age less or equal than 20 and age greater than, separately. Specifically, in Columns (1), (4), and (7) are reported the results for the pooled sample. In Columns (2), (5), and (8) we report the results for the Fall exam session only. In Columns (3), (6), and (9) we report the results for the Spring exam session only. Panel (A) presents the benchmark results. Panel (B) report the results when including in the regression a dummy for exams longer than 2.5 hours. In Panel (C), we exclude the sample of first year UG students. Finally, in Panels (D) (E) and (F) we include, respectively, exam, day, and room FE. Below the test of equality of Early and Late afternoon exams is reported, the p-value of the test statistic. *p $\quad{ }^{*} 0.10,{ }^{* *} p<0.05$, *** $p<0.01$.
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[^1]:    ${ }^{1}$ This is due in large part to the increasing importance of cognitive skills in the workplace (e.g., Goldin and Katz, 2009; Acemoglu and Autor, 2011; Hanushek and Woessmann, 2012). Among the possible types of assessments, test scores are widely used as proxies for cognitive ability, human capital or individual productivity (Jacob and Rothstein, 2016).
    ${ }^{2}$ There is extensive literature showing that young labour market entrants are particularly vulnerable to initial conditions and quality of the first employment (von Wachter, 2020).
    ${ }^{3}$ This is particularly the case if retaking or rescheduling are costly due to frictions. For example, in the case of college admission tests (e.g., SAT or ACT), retaking may take up to one year, potentially creating high opportunity costs. Similarly, job interviews or job performance assessments require a significant amount of coordination, which make rescheduling costly
    ${ }^{4}$ Circadian rhythms (or circadian clocks) are internal cycles that repeat circa every 24 hours and regulate many biological processes, including peak and through wakefulness cognitive functioning. "Cognitive functioning" refers to a person's ability to acquire knowledge, manipulate information, and process thoughts (Kiely, 2014). In any population, there are significant inter-individual differences in the timing of optimal cognitive functioning denoted chronotypes (Roenneberg et al., 2007a). For example, some individuals reach peak cognitive function in the morning (early-type), while others are more alert in the evening (late-type) (Schmidt et al., 2007).
    ${ }^{5}$ In controlled laboratory experiments, medical psychologists have shown that cognitive abilities are susceptible to time of day and chronotype effects (Goldstein et al., 2007). Some works have looked specifically at chronotype effects in a school setting and found a negative correlation between being a late-type and academic achievements (e.g., van der Vinne et al., 2015; Itzek-Greulich et al., 2016; Zerbini and Merrow, 2017).

[^2]:    ${ }^{6}$ This is because university examinations 'require a person to mentally process new information (i.e., acquire and organise knowledge/learn) and allow them to recall, retrieve that information from memory and to use that information at a later time in the same or similar situation (i.e., transfer)' (Kester and Kirschner, 2012). In addition to being a significant determinant of wage determination (Murnane et al., 1995) and labor force quality (Hanushek and Kimko, 2000), test scores are also a significant predictor of economic growth (Hanushek and Woessmann, 2008).

[^3]:    7"STEM" education is a term used to refer collectively to the teaching of the disciplines within its umbrella: Science, Technology, Engineering and Mathematics.

[^4]:    ${ }^{8}$ A smaller number of papers has focused on the effects of examination scheduling on student performance (e.g., Pope and Fillmore, 2015; Bensnes and Strom, 2019; Goulas and Megalokonomou, 2020). However, these studies investigate different measures of acrossday scheduling, whereas the present study examines the within-day effects of time on performance.

[^5]:    ${ }^{9}$ Note that, as it is common in the U.K. system, the final marks of first-year UG exams do not count toward the degree. In Section 3.2, we test the sensitivity of our findings by excluding first-year UG students.
    ${ }^{10}$ The resit session is also intended for students who, for a variety of reasons (e.g., personal, medical, religious), either could not take the exams on the scheduled date or believe their exam performance was negatively affected by "extenuating circumstances".
    ${ }^{11}$ The office has informed us that, from time to time, schools request specific times for their exams, but "it is not often that we can accommodate them, so this is not always a factor when scheduling examinations." For this reason, this is considered a minor condition.
    ${ }^{12}$ Exams longer than 2.5 hours are scheduled in the morning; otherwise, the time slot is randomized. In our sample, only $8 \%$ of exams were longer than 2.5 hours. For this reason, this condition is considered minor.
    ${ }^{13}$ Unfortunately, information about which exams have been re-scheduled following formal requests is unavailable. However, based on data from exam office administrators, this number is negligible.
    ${ }^{14}$ The other rules are: (iv) exams longer than 2.5 hours can be scheduled for the afternoon slot only on Saturdays. (v) The examination of modules taught both in the main and satellite university campuses must be scheduled in conjunction to ensure the integrity of the exam. (vi) Similarly, the schedules must be in coordinated with students who have alternative examination arrangements and are required to take their exam in a different location (e.g., smaller room, computer room). (vii) Students should have at least 24 hours between consecutive exams.

[^6]:    ${ }^{15}$ This is important to check because one could argue that class size is correlated with unobserved learning and knowledge acquired during the semester and driven by differential peer effects. We also experimented balancing tests using class size FE. The results are equivalent and are available upon request.
    ${ }^{16}$ We also experimented balancing tests using the GPA from the previous year. The results are equivalent and are available upon request.
    ${ }^{17}$ Specifically, since we do not have information on duration for all five years, we use data on exam duration from the last two years to impute the duration data for the same exams that appeared in the first three years of the sample. Hence, the underlying (implicit) assumption of this balancing check is that, if an exam is longer than 2.5 hours in a given year, it is highly likely that it was longer than 2.5 hours a few years earlier. We then estimate the same regression model, including a dummy variable with a value of 1 if an exam is longer than 2.5 hours and a value of 0 if otherwise.

[^7]:    ${ }^{18}$ We assessed balancing extensively. Some further results are provided in Table A1 and Table A2 in Appendix. In the former, we show that balancing works even without student FE. In the latter, we show that even between-student quasi-randomness is at work.

[^8]:    ${ }^{19}$ The results do not change when these observations are included and are available upon request.
    ${ }^{20}$ We use students' exam mark rather than their final mark as the outcome variable because it enables the performance of young adults engaged in a complex cognitive task to be observed with a precise and objective measure of performance. In addition, from a labor economics perspective, exams marks are of particular relevance as they involve a series of skills that are directly transferable to the workplace, including the ability to work under pressure, manage time effectively, and efficiently communicate ideas both in writing and orally. As discussed before, several papers use exam marks as a measure of cognitive task performance.
    ${ }^{21}$ Exam marks are double-marked internally, and a sample is sent to an external examiner for quality control purposes. The scores obtained are typically translated into distinct degree classifications according to whether the student is an UG or PGT.
    ${ }^{22}$ However, in the analysis, we follow the literature and use the standardized exam mark achieved by students, which is obtained by normalizing exam marks by their SD.
    ${ }^{23}$ The summary statistics of assignment marks refer to the sample of exams that included assignments as part of their coursework.

[^9]:    ${ }^{24}$ Note that an exam is more likely to be allocated to a morning slot because it allows for the conjugate examination of modules taught in different satellite university campuses.

[^10]:    ${ }^{25}$ When $t$ is close to 1 , the brain is more efficient, then $e$ is low because the worker does not have to exert so much effort. Whereas, if $t$ is low, the worker needs to compensate the lowering of brain capacity, hence $e$ has to be high in order to boost the performance. For example, an individual may choose a specific study strategy depending on the time of day that an assessment is scheduled. Similarly, an individual may employ a particular food intake strategy for a morning assessments, while she may choose a different strategy if an assessment is scheduled in the early or late afternoon.

[^11]:    ${ }^{26}$ Given our research design, the ITT is equal to the ATE because we have full compliance.
    ${ }^{27}$ This includes: exam weight (in credits), class size, students' age, gender, ethnicity, nationality, a dummy for whether the student is undergraduate, a dummy for whether the exam belongs to STEM schools, academic year FE, year of enrollment FE, stage of study FE, school FE, the number of assignments and the average assignments mark, the number of exam credits, and the total number of credits the students achieved in a particular examination session and in the year.
    ${ }^{28}$ Results do not change when clustering at exam level and are available upon request.

[^12]:    ${ }^{29}$ The estimation sample in this case is smaller than the original sample because we cannot impute this information for all exams. We wish to highlight that only $8 \%$ of the exams in the sample are longer than 2.5 hours. The majority of these exams were sat by first-year UG students. This means that it is likely that these exams are compulsory exams that are offered each year. Hence, the underlying (implicit) assumption of this robustness check is that if an exam is longer than 2.5 hours in a given year, it is highly likely that it was longer than 2.5 hours a few years earlier.

[^13]:    ${ }^{30}$ For a similar reason, students who sit an exam in the morning could be affected by sleep inertia compared with those who sit exams later in the day. Sleep inertia refers to the transitional state between sleep and wake, which is marked by impaired performance if we wake up too early and we are still in our biological night. Hence, it could be argued that the observed effects are driven by the length of time that students have been awake. Although information on sleep patterns is unavailable, this explanation could be relevant if students sitting exams at 9 am were tested within a very small window of time after waking up (the first half an hour), which is unlikely in our case.

[^14]:    ${ }^{31}$ The interaction effect is significant and it is omitted for simplicity, but it is available upon request.
    ${ }^{32} \mathrm{~A}$ potential concern is that the different results between fall and spring could have been driven by other confounders occurring in May-June but not in January. For example, research by Bensnes (2016) suggest a connection between pollen exposure and decreases in exam performance. If students who sat exams early or late in the afternoon in spring are more affected by daytime pollen exposure, then pollen levels should be controlled for in the model. For this reason, in the present study, we conduct a robustness analysis that includes daily city-level pollen data obtained from the British Meteorological Office. The results are identical to the benchmark and are omitted.

[^15]:    ${ }^{33}$ As before, the interaction effect is significant and it is omitted for simplicity, but it is available upon request.
    ${ }^{34}$ Toh et al. (2001), Vink et al. (2001) and Archer et al. (2003) show that chronotypes depend on genetic factors and Roenneberg et al. (2003) on environmental factors.
    ${ }^{35}$ As before, the interaction effect is significant and it is omitted for simplicity, but it is available upon request.

[^16]:    ${ }^{36}$ It should be noted that the results are interpreted as indicating higher performances and we argue that students could do better with different examination schedules. We do not interpret the results as higher learning or knowledge. Indeed, in our context, students have, on average, the same knowledge at the moment of the examination, as there is (conditional) random assignment.

[^17]:    ${ }^{37}$ For example, via better compensation schemes (Lazear, 2000), better workplace practices, information technology, human capital investments, innovations (Black and Lynch, 2001, 2004), team incentives (Hamilton et al., 2003), higher wages (Charness and Kuhn, 2007), limiting task juggling (Coviello et al., 2014), or promoting on-the-job trainings (Konings and Vanormelingen, 2015).

