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Abstract

The currency in which international prices are set is a factor of fundamental importance in
international economics: it determines the bene�ts of �oating versus pegged exchange rates and
the spillover e�ects of monetary policy across economies. However, the standard assumption in
existing models — that all prices are set in a currency of either the producer or the consumer —
is inconsistent with the dominant status of the dollar in global trade. In this paper, I develop a
general equilibrium framework with endogenous currency choice and establish three main results.
First, there are strategic complementarities in currency choice across exporters, which can lead to
a dominant currency in international trade. The dollar is more likely to play this role because of
the large size and relative stability of the U.S. economy and history dependence. Second, despite
small private costs, the invoicing decisions of �rms lead to large aggregate spillover e�ects between
countries. I show that in contrast to the standard “currency war” logic, a depreciation of the U.S.
exchange rate has a positive e�ect on output in other economies when international prices are set
in dollars. Finally, there are general equilibrium complementarities between �rms’ currency choice
and the optimal monetary policy: because of U.S. spillover e�ects arising under dollar pricing, it
is optimal for other countries to partially peg their exchange rates to the dollar, which in turn
stimulates �rms to set prices in dollars.
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1 Introduction

The currency in which international prices are set is crucial for the transmission of monetary shocks
across countries. When sticky in the currency of the producer (PCP), the import prices move one to
one with the exchange rate. On the contrary, the import prices are immune to exchange rate shocks
in the short run when sticky in the local currency (LCP).1 As a result, the answers to the fundamental
questions in international economics can change dramatically, depending on the assumption about
�rms’ currency choice. In particular, while the classical argument in favor of �oating exchange rates
(Friedman 1953) holds when the prices are set in the currency of the producer, it might be optimal to
peg exchange rates when prices are set in the currency of the consumer (Devereux and Engel 2003).
Similarly, the spillover e�ects of monetary policy on foreign output, which have been at the center of
public debate during the global recession (Bernanke 2017), are negative under PCP, but positive under
LCP (Betts and Devereux 2000).

The standard assumptions in the existing models are, however, inconsistent with two basic empirical
facts about the “International Price System”, a concept introduced recently by Gopinath (2016). First,
while most of the theoretical literature has focused on the case of PCP and, to a lesser extent LCP,
the empirical evidence shows that most of the international prices are set in just a few currencies,
with the dollar playing the role of the main vehicle currency (see Figures A1) (Goldberg and Tille
2008).2 This suggests that the transmission of shocks across countries might be more asymmetric than
predicted by the existing models. Second, in contrast to the standard assumption in the literature, the
data suggests that �rms endogenously choose the currency of invoicing that maximizes their pro�ts
(Gopinath, Itskhoki, and Rigobon 2010). The models with exogenous currency choice are therefore
subject to the Lucas critique and can potentially lead to inaccurate policy implications. In addition, they
cannot be used to think about transition from one dominant currency to another — a question that has
recently attracted much attention given the growing global role of China and the willingness of several
developed and emerging economies to decrease their dependence on the dollar (see Eichengreen 2011).

This paper develops a tractable general equilibrium framework with endogenous currency choice
that is consistent with the key stylized facts about international invoicing and shows that these facts
have important positive and normative implications. I augment a conventional sticky-price open-
economy model in the spirit of Gali and Monacelli (2005) with two additional ingredients. First, rather
than taken as exogenous, the currency of invoicing is optimally chosen by individual exporters to bring
their prices — that are sticky and cannot adjust in response to the shocks — closer to the optimal level
(Engel 2006). Second, I add input-output linkages and complementarities in price setting. These two

1The empirical evidence shows that international prices are as sticky as producer prices with the median duration of
eleven months (Gopinath and Rigobon 2008) and that the pass-through of monetary shocks into prices depends on the
currency of invoicing (see e.g. Boz, Gopinath, and Plagborg-Møller 2017, Auer, Burstein, and Lein 2018).

2This fact holds even if one excludes commodities and considers only manufactured goods.
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types of price linkages are strong in the data, especially for large �rms that account for most of interna-
tional trade (see e.g. Amiti, Itskhoki, and Konings 2014), and are important to explain several puzzles in
international economics (Atkeson and Burstein 2008, Itskhoki and Mukhin 2017, Casas, Díez, Gopinath,
and Gourinchas 2017). I show that because of these linkages, each �rm wants to synchronize its price
with the prices of suppliers and competitors, which generates strategic complementarities in currency
choice across exporters and gives rise to an equilibrium with vehicle currency pricing.

Two fundamental factors — the large size of the U.S. economy and its relative stability — make
the dollar the most likely candidate for a vehicle currency. Intuitively, when selling in the U.S. market,
foreign �rms compete with a large number of local producers, which set their prices in dollars. To avoid
losing the market share because of unexpected movements in exchange rates, foreign suppliers prefer
to use dollars to align their prices with the local competitors. The U.S. exporters then �nd the costs of
both labor and intermediate goods stable in dollars and are more likely to use dollar currency pricing
(DCP) when selling goods in other markets. This, in turn, increases the share of intermediate goods and
competing products invoiced in dollars that �rms in other economies face, making them more willing
to use DCP as well. This mechanism is ampli�ed by the fact that many developing countries have very
volatile exchange rates, which makes their currencies less attractive for invoicing. With both the U.S.
and emerging economies using dollars in global trade, the exporters from other developed countries
have high incentives to set prices in dollars as well. This in particular applies to exporters to the U.S.,
which completes the argument.3

The international price system is shaped, however, not only by fundamental factors, but also by
history. Because of the complementarities in currency choice, no �rm wants to be the �rst to switch
from the old vehicle currency to a new one. As a result, the incumbent currency can retain its global
status even after its issuer looses the advantage in terms of economy size and stability. This explains the
late transition from the pound to the dollar in the �rst half of the twentieth century and the dominant
status of the U.S. dollar since then (see Krugman 1984). The model also predicts that a large rival country
like China can speed up the transition by making local exporters and importers adopt its currency
for invoicing: because of strategic complementarities, such policy increases the chances that the new
currency is also used in trade between third countries and gains the status of the vehicle currency.

Armed with the model of the international price system, I then re-examine the classical positive
and normative questions in monetary economics. In the spirit of Mankiw (1985), I show that despite
only second-order private gains, the currency choice has �rst-order aggregate implications, i.e. a small
perturbation of the fundamentals that makes �rms switch from one invoicing regime to another, leads
to discontinuous changes in how prices, output, and trade balance respond to exogenous shocks.

3I also show that domestic �rms are less likely to set prices in foreign currency than exporters, but can switch to dol-
lar pricing in response to large fundamental shocks, e.g. a volatile monetary policy. The complementarities in currency
choice imply that the dollarization of emerging economies persists even after in�ation is stabilized and contributes to the
widespread use of the dollar in international trade.
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First, I identify a novel source of U.S. monetary spillovers on foreign output that arises because
of dollar pricing and has largely been ignored in the previous debates (see e.g. Bernanke 2017). In
contrast to the PCP case, DCP implies that a depreciation of the U.S. exchange rate decreases the prices
of all internationally traded goods, not only of goods exported from the U.S. (Gopinath 2016). This
lowers import prices and consumer prices at the global level. With the aggregate nominal demand
unchanged, a fall in prices increases the real demand and drives world consumption upwards (Goldberg
and Tille 2009), stimulating production in the global economy.4 This channel has an unambiguously
positive e�ect on foreign output and outweighs the standard expenditure switching towards U.S. goods
under the baseline calibration. Thus, the argument of policymakers from emerging economies that the
depreciation of the U.S. exchange rate during the global recession is a zero-sum game of “currency wars”
is less of a concern once dollar pricing is taken into account (cf. Caballero, Farhi, and Gourinchas 2016).
At the same time, the model predicts that the depreciation of a non-vehicle currency has no additional
positive spillover e�ects on other economies and is also less e�ective in stimulating local output.

Second, I show that some normative results from the previous literature are indeed subject to Lucas
critique and no longer apply once �rms are allowed to optimally choose the currency of invoicing. As
has been demonstrated by Devereux and Engel (2003) in the context of a standard sticky-price open
economy model, the optimal monetary policy implies a free �oating exchange rate under PCP and a
pegged one under LCP. I show, however, that in a standard model, PCP is the only type of invoicing
that can arise in equilibrium under the optimal policy and hence, the �oating exchange rates are always
optimal. At the same time, while this result provides an important theoretical benchmark, it is hardly
consistent with the dominance of DCP in the data. I next relax the (restrictive) assumptions underlying
this result and show that dollar pricing can arise in an equilibrium with optimal monetary policy.

Third, I argue that DCP contributes to the “fear of �oating” and the widespread use of the dol-
lar as an anchor currency in the monetary policy of other economies (Calvo and Reinhart 2002). As
discussed above, dollar pricing implies that the U.S. monetary policy a�ects output and consumption
in other countries. These spillovers are distortionary as they do not re�ect changes in productivities.
The optimal policy in the rest of the world, therefore, “leans against the wind” and partially o�sets
movements in exchange rates against the dollar. This crawling peg generates a positive comovement
of monetary policies across countries, which can contribute to the global �nancial cycle (Rey 2015).
Importantly, however, while DCP worsens the trade-o� that policymakers in other economies face, it
does not fully eliminate the independence of their monetary policy: the peg to the dollar is only partial
and it is still optimal to fully adjust the bilateral exchange rates between other countries even though
the resulting expenditure switching is lower than under PCP (cf. Gopinath 2017).

4In contrast to the e�ect of dollar depreciation on global trade in Boz, Gopinath, and Plagborg-Møller (2017), the response
of global output comes from the general equilibrium e�ects rather than the partial equilibrium expenditure switching and
does not depend on the elasticity of substitution between goods.
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The model also predicts strategic complementarities between exporters’ currency choice and the
optimal monetary policy. DCP makes it optimal for monetary authorities to peg exchange rates to
the dollar, which, in turn, decreases the e�ective volatility of the U.S. exchange rate and makes dollar
invoicing even more attractive to the �rms. As a result, the evolution of the international monetary
system can be closely related to the evolution of the international price system. In particular, promoting
its currency in international trade can help a country change its status in the global �nancial system.

There are three main strands in the literature that use di�erent types of frictions to explain the
dominant status of the dollar in international trade. First, there is a long tradition in economics, going
back to Krugman (1980), that emphasizes the transaction costs in exchange markets: coordination on
a single currency raises the chances of a “double coincidence of wants” (Matsuyama, Kiyotaki, and
Matsui 1993) and increases the “thickness” of markets (Rey 2001, Devereux and Shi 2013, Chahrour
and Valchev 2017). These theories, therefore, explain the widespread use of the dollar as a medium of
exchange but have little to say about its role as an invoicing currency. Second, the use of the dollar
as a unit of account can be due to �nancial frictions: the �rms try to synchronize the risks on their
contracts (Doepke and Schneider 2013, Drenik, Kirpalani, and Perez 2018) and borrow in a cheaper
currency (Gopinath and Stein 2017).

This paper belongs to the third strand in the literature, the one that emphasizes the role of nominal
frictions (see e.g. Devereux and Engel 2001, Bacchetta and van Wincoop 2005, Bhattarai 2009, Cravino
2014, Goldberg and Tille 2008, Drenik and Perez 2017) and has two advantages over the other two
alternatives. First, Gopinath, Itskhoki, and Rigobon (2010) provide direct empirical evidence in favor of
this mechanism, which allows to discriminate it against alternative theories. Second, in most existing
open-economy models, the monetary policy e�ects depend on exporters’ currency choice only when
prices are sticky. It is therefore natural to use nominal frictions as a starting point for the analysis of
�rms’ invoicing decisions.

2 Baseline Model

2.1 Environment

I start with a simple framework that relies on conventional assumptions in the international macro
literature and attains closed-form characterization. To think about a vehicle currency, I assume a con-
tinuum of symmetric regions i ∈ [0, 1] as in Gali and Monacelli (2005). There is one large economy (the
U.S.) that includes regions i ∈ [0, n], n < 1, and can also be interpreted as a currency union or a set of
dollarized countries. The other regions i ∈ (n, 1] are small open economies, each with its own nominal
unit of account, in which local wages and prices are expressed. Denote the bilateral nominal exchange
rate between regions i and j with Eijt, which goes up when currency i devalues relative to currency j.
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In each country, there is a representative household, a local government and a continuum of �rms
producing di�erent varieties of tradable and non-tradable goods. The tradable sector is characterized
by intermediate goods in production, strategic complementarities in price setting and the home bias
towards domestically produced goods. The prices are set before the realization of shocks and stay rigid
for one period with a given probability. While the structure of the tradable sector is crucial, the other
details of the model are less important. I make speci�c assumptions about preferences, the structure
of asset markets, and monetary policy to simplify exposition. I discuss below how they can be relaxed.
The set of exogenous shocks includes changes in productivity, money supply, government spendings,
preferences for imported goods and shocks in �nancial markets.

Households in region i have log-linear preferences over consumption and labor5

E
∞∑
t=0

βt
(

logCit − Lit
)
, (1)

where consumption bundle is a Cobb-Douglas aggregator of tradable and non-tradable goods:

Cit =

(
CT it
η

)η(
CNit
1− η

)1−η

. (2)

Households earn labor income WitLit, get dividends from local �rms Πit, pay lump-sum tax Tit to the
government, and spent PC

it Cit on consumption. The remaining income can be invested into interna-
tionally traded Arrow securities Dit+1:

PC
it Cit + eψitEi0t

(
Et [Qt+1Dit+1]−Dit

)
= WitLit + Πit − Tit + Ωit, (3)

whereQt+1 is the (normalized) price of Arrow security that pays one dollar in a given state of the world
in the next period. Because markets are complete, the assumption that both prices and returns on the
Arrow securities are in dollars is without loss of generality. I allow for cross-country wedges in asset
prices and returns ψit, which can be interpreted as a shock in the local �nancial markets and may be
an important source of exchange rate volatility.6 The resulting pro�ts (or losses) of the �nancial sector
Ωit are reimbursed lump-sum to local households.7

5This functional form has widely been used in macroeconomic literature in a context of both closed and open economy
(see e.g. Golosov and Lucas 2007) and arises naturally when labor is indivisible (Rogerson 1988).

6See e.g. Itskhoki and Mukhin (2017), Lustig and Verdelhan (2016), Devereux and Engel (2002). The assumption that the
shock is the same for prices and returns is not important.

7The pro�ts of �nancial sector are Ωit = (eψit − 1)Ei0t
(
Et [Qt+1Dit+1]−Dit

)
.
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Non-tradable sector in each country is characterized by a continuum of monopolistically competi-
tive �rms producing di�erent varieties ω using the same production technology:

YNit(ω) = eaNitLNit(ω). (4)

The individual products are then combined into consumption basket CNit with a CES aggregator:

CNit =

(∫ 1

0

CNit(ω)
θ−1
θ dω

) θ
θ−1

, (5)

Within each period, �rms preset prices in local currency before the realization of shocks and update
them afterwards with a probability λ < 1.

Tradable sector di�ers from the non-tradable sector in three dimensions. First, production of a
continuum of unique tradable productsω in country i requires both laborLT it and tradable intermediate
goods Xit:

Yit(ω) = eaTit
(
LT it(ω)

1− φ

)1−φ(
Xit(ω)

φ

)φ
, φ < 1. (6)

Second, the bundle of tradablesYT it used in consumption and production includes both local and foreign
varieties, which are combined with a homothetic aggregator:

Φ
({Yjit(ω)

YT it

}
j,ω
, ξit, γ

)
= 1, (7)

where Yjit(ω) denotes exports of product ω from country j to country i, ξit is a relative demand shock
for foreign versus domestic goods, and the home bias 1 − γ re�ects either trade costs or preferences
for domestic goods, γ ∈ (0, 1). Note that when n > 0, a positive fraction of the global trade happens
between the regions within the U.S. As a result, the home bias is e�ectively higher in the U.S. than in
small economies. I assume Φ(·) is the Kimball (1995) aggregator (see (A1) in Appendix A.2) to allow for
complementarities in price setting, which as explained below, are important for �rms’ currency choice.

Finally, for each country of destination, exporters choose the currency of invoicing, in which they
set the price before the realization of shocks. With a probability λ, the price can be updated after
the uncertainty is resolved. While any currency can be used for invoicing in international trade, it is
assumed that local �rms set prices exclusively in domestic currency — perhaps due to legal reasons.
Section 3.4 relaxes this assumption and derives additional results when domestic �rms optimally choose
the currency of invoicing.

Government in each country collects lump-sum taxes Tit from households to purchase Git units
of goods, which for simplicity have the same composition of products as the consumption bundle.
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It also pays a production subsidy τ to producers to eliminate the markup distortion, which does not
a�ect any results about currency choice below, but plays an important role for the welfare analysis
in Section 5. The government runs a balanced budget, which is without loss of generality given the
Ricardian equivalence holds in the model.

Following the previous literature (see e.g. Carvalho and Nechio 2011), I focus on a class of monetary
rules that implement an exogenous stochastic process for nominal aggregate spendings emit ≡ CitP

C
it .8

I make this assumption to simplify the exposition and remove it in Section 5 when solving for the
optimal monetary policy.

Equilibrium conditions require that labor supply equals total demand of non-tradable and tradable
sectors:

Lit = LNit + LT it. (8)

Non-tradable goods are sold locally to households and to the government:

YNit(ω) = CNit(ω) +GNit(ω). (9)

Similarly, tradable goods are used as intermediates in production and for �nal consumption by house-
holds and the government:

YT it = XT it + CT it +GT it. (10)

Finally, the market clearing in the international asset markets implies∫ 1

0

Dit+1di = 0. (11)

Shocks are assumed to consist of a global component that is the same for all countries and an id-
iosyncratic country-speci�c component: e.g. for monetary shocks we have mit = m̄t + m̃it, where m̃it

is uncorrelated across i. In addition, the volatility of country-speci�c shocks in the U.S. is potentially
lower than in other countries by a factor of ρ ≤ 1. This can be rationalized with a better diversi�cation
of regional risk in a large economy and weaker granularity forces a la Gabaix (2011), and results in a
more stable exchange rate in the U.S. For simplicity, I do not impose any functional relation between n
and ρ and treat these parameters as exogenous.

De�nition 1 Given shocks {aNit, aTit,mit, ξit, git, ψit}, a monopolistically competitive equilibrium is de-
�ned as follows: a) households maximize utility over consumption of products, labor supply and asset hold-
ings, b) each �rmmaximizes expected pro�ts over labor and intermediate inputs, currency of invoicing and

8As shown by Kehoe and Midrigan (2007), such policy can be implemented in an extension of the model with a cash-in-
advance constraint without altering other equilibrium conditions.
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prices in each market, taking the decisions of all other �rms as given and setting domestic prices in local
currency, c) the government collects taxes to satisfy budget constraint, d) all markets clear.

2.2 Firm’s currency choice

This section describes the currency choice problem of an individual exporter. To obtain sharp analytical
results, I approximate equilibrium conditions around the symmetric steady state (see Appendix A.2 for
details). Let small letters denote the log-deviations of variables from the steady-state. To simplify the
notation, I suppress time subscript and use E(·) and V(·) to denote the expectations and variances
conditional on the information at the beginning of the period before the realization of shocks.

Let Πji(p) denote the pro�t of exporter from country j to country i as a function of price p expressed
in the currency of destination.9 De�ne the optimal static price p̃ji that maximizes pro�ts in a given state
of the world:

p̃ji = argmax
p

Πji(p).

Ideally, the �rms would like to implement p̃ji in every state of the world. This is, however, not feasible
in a general case because of price stickiness, and the �rms preset price to maximize their expected
pro�ts:10

p̄kji = argmax
p

EΠji(p+ eik).

It can be shown that to the �rst-order approximation, the optimal preset price equals the expected value
of p̃ji expressed in currency of invoicing k:

p̄kji = E
[
p̃ji + eki

]
. (12)

Thus, the preset price allows �rms to replicate the mean value of the optimal price. With the endoge-
nous currency choice, however, �rms can go one step further and target the second moment of p̃ji (see
Engel 2006, Gopinath, Itskhoki, and Rigobon 2010, Cravino 2014). Using the second-order approxima-
tion to the pro�t function and noticing that expected movements in prices and exchange rates are fully
absorbed by the preset price and have no e�ect on the currency choice, we get the following result.11

9Because of constant returns to scale technology, the marginal costs are independent of the quantity produced. Therefore,
the pro�t function is separable across markets, and �rms choose prices and currencies independently for each destination.

10I assume that pro�ts are expressed in real discounted units, i.e. Πji(·) includes the stochastic discount factor (SDF).
The variation in SDF does not a�ect the results under the approximation used below.

11One can show using the classical result from portfolio theory established �rst by Samuelson (1970) and applied recently
in a general equilibrium setup by Devereux and Sutherland (2011) that the second-order approximation to the pro�t function
and the �rst-order approximation to all other equilibrium conditions are su�cient to get consistent solutions.
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Lemma 1 (Currency choice) To the second-order approximation, the currency choice problem of ex-
porter is equivalent to choosing the currency k, in which the optimal price p̃ji + eki is most stable:

max
k∈[0,1]

E Πji(p̄
k
ji + eik) ⇔ min

k∈[0,1]
E
[
p̄kji + eik − p̃ji

]2

⇔ min
k∈[0,1]

V
[
p̃ji + eki

]
. (13)

As the second expression makes clear, exporters choose currency k to mitigate the e�ect of sticky prices
and to bring ex post price p̄kji + eik closer to the optimal state-dependent value p̃ji. Equivalently, �rms
are minimizing the distance between preset price p̄kji and the desired price expressed in currency k
p̃ji+eki. Since the former stays constant across the states of the world, it is optimal to choose currency
that minimizes the volatility of the latter, i.e. the currency in which the optimal price is most stable.12

To give an example, if the optimal static price is always $100, then setting the price in dollars allows
the �rm to replicate p̃ji in every state of the world.

The choice is more nuanced when the optimal price is not fully stable in one currency, e.g. when
p̃ji can be expressed as $50 + £50. In this case, the �rm would ideally like to set the price in terms of
a basket of currencies.13 I discuss this possibility in detail in Appendix A.4 and show that predictions
of the model are inconsistent with the key stylized facts about the international price system in this
case. In particular, the share of the dollar cannot exceed the share of the U.S. in global trade. I therefore
assume that currency choice is discrete and that individual �rms �nd it suboptimal to use baskets of
currencies for invoicing, e.g. because of rational inattention (see e.g. Sims 2003, Mankiw and Reis 2002).
In the spirit of Mankiw (1985), I show below that while small frictions are su�cient to rationalize dollar
pricing, they lead to large aggregate e�ects.

Notice that the �rm’s invoicing problem, of choosing a basket of currencies that minimizes (13),
resembles the classical portfolio problem a la Markowitz (1952). The assumption that currency choice
is discrete is analogous to how �nancial frictions have been used to explain the global status of the
dollar in asset markets (see e.g. Bruno and Shin 2015, Rey 2015). It is worth emphasizing, however, that
despite these similarities, invoicing decisions of �rms in the model are based on nominal frictions, not
�nancial ones: exporters choose the currency of invoicing to bring ex-post prices closer to the optimal
level and increase average pro�ts, not to redistribute pro�ts across states to hedge against risk.14

While the previous analysis is based on a one-period version of Calvo (1983) price setting, it also
applies in other models of price rigidity. Appendix A.5 discusses four alternatives. In particular, I show

12In other words, it is optimal to set prices in currency k rather than in currency h if the pass-through of bilateral exchange
rate shocks ekh into the desired price p̃ji + eki is low: see e.g. Proposition 2 in Gopinath, Itskhoki, and Rigobon (2010).

13Notice this is not the same as using mixed strategies (lotteries) across currencies. Moreover, the optimal currency basket
is �rm-speci�c and there is no one-size-�ts-all solution like the Special Drawing Rights (SDR).

14Abstracting from �nancial frictions might be a reasonable assumption given that most of the international trade is
done by large �rms, which have arguably better access to �nancial markets. At the same time, the model can be extended
to incorporate e�ects of asset market imperfections on currency choice: e.g. if �rms have to borrow in dollars to purchase
inputs, the pass-through of dollar shocks into costs and optimal price p̃ji is high, which makes DCP more likely.
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that the baseline results about currency choice can be derived analytically under staggered pricing.
The benchmark model is also isomorphic to the model with Rotemberg (1982) pricing and have similar
numerical predictions as the menu cost model with �xed costs of adjustment and idiosyncratic produc-
tivity shocks. Finally, I relax the assumption that currency choice is made unilaterally by suppliers and
show that the same results can be obtained in a model with bargaining between buyers and sellers.

2.3 Partial equilibrium

Lemma 1 shows that �rms’ currency choice depends on the properties of the desired price p̃ji, which is
determined by the equilibrium conditions in the tradable sector. A constant returns to scale technology
ensures that equilibrium prices depend only on the supply side of the economy and can be analyzed
separately from the quantities. In contrast to the CES case, the Kimball demand generates strategic
complementarities in price setting across �rms, so that the optimal price of an exporter from j to i
depends not only on its marginal costs but also on the prices of competitors in the destination market:

p̃ji = (1− α)(mcj + eij) + αpi, (14)

where parameterα depends on the curvature of Φ(·) and is di�erent from demand elasticity. In the limit
α→ 0, the Kimball aggregator converges to the CES, �rms charge a constant markup, and cost shocks
are the only source of variation in the optimal price. The marginal costs of production in country i are
a weighted sum of local wages wi and prices of intermediates pi adjusted for the productivity:

mci = (1− φ)wi + φpi − aT i. (15)

The �rst-order approximation of the aggregate price index is the sum of prices of locally produced
goods pii and imported ones pIi with the weight of the former determined by the home bias 1− γ:

pi = (1− γ)pii + γpIi , where pIi =

∫ 1

0

pjidj, (16)

and the bilateral price index averages the prices of adjusting and non-adjusting �rms:15

pji = λp̃ji + (1− λ)(p̄kji + eik). (17)

A fraction λ of �rms update prices after the realization of shocks and set them at the optimal level p̃ji.
The prices of other �rms stay constant in the currency of invoicing k, which means they move one-
to-one with the exchange rate eik in the currency of the customers. The currency choice therefore has

15To simplify the notation, I assume that all exporters from j to i use the same currency of invoicing k. The results in
Section 3, however, apply even under mixed strategies if not noted otherwise.
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the �rst-order e�ect on ex-post prices. At the same time, Lemma 1 implies that the invoicing decision
of an individual �rm is determined by optimal price p̃ji, which depends on aggregate price indices pi.
Thus, the equilibrium price system can be de�ned as follows.

De�nition 2 Given {wi, eij}, the equilibrium international price system consists of price indices {pji}
and �rms’ currency choice {kji} such that: (a) given invoicing regime, {pji} solve the system (14)-(17), (b)
given prices, {kji} solve problem (13).

2.4 General equilibrium

De�nition 2 implies that the only general equilibrium objects that matter for exporters’ currency choice
are the second moments of exchange rates and nominal wages. In the general case, there is also a
feedback e�ect: the dynamics of wi and eij depend on international prices, which in turn are shaped
by the invoicing decisions of �rms. This section shows, however, that under the assumptions made
in the baseline model, exchange rates and nominal wages do not depend on currency of invoicing,
and therefore, the model attains the block-recursive structure: one can solve for equilibrium currency
choice taking the relevant general equilibrium moments as given. Importantly, this result does not
mean that invoicing decisions of �rms have no general equilibrium e�ects. As Section 4 makes clear,
the aggregate consumption, output, exports and imports do change with the currency of invoicing even
though wages and exchange rates do not.

Lemma 2 (Exchange rates) The second moments of equilibrium nominal wages and exchange rates are
independent of invoicing decisions of �rms.

The result follows from the combination of log-linear utility, complete asset markets and the mon-
etary rule that targets nominal spendings. While the �rst two assumptions can be easily relaxed — e.g.
the result still holds under incomplete asset markets with only one internationally traded bond (see
Proposition A1 in the Appendix) — the monetary rule is crucial for the result. In particular, Lemma 2
does not apply under in�ation targeting: the currency of invoicing determines the pass-through of
shocks into import prices and CPI, which in turn a�ects the response of monetary policy and hence,
the dynamics of nominal wages and exchange rates in the economy. Section 5 below analyzes such
general equilibrium complementarities under the optimal monetary policy. To simplify the exposition,
however, I �rst describe the equilibrium currency choice in the absence of general equilibrium feed-
back. Furthermore, motivated by the low correlation between exchange rates and nominal wages in
the data — the “exchange rate disconnect puzzle” (Meese and Rogo� 1983) — I abstract from mone-
tary shocks, mit = 0, until Section 3.4, which provides additional results for economies with volatile
monetary policy.16

16This approach contrasts with most of the previous models of the endogenous currency choice, which focus exclusively
on monetary shocks and are not consistent with the exchange rate disconnect puzzle.
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3 Equilibrium Currency Choice

Throughout most of the history of modern capitalism, the overwhelming share of global trade has been
priced in one currency — �rst in the pound sterling and later in dollars. This section shows that the
model is consistent with this observation. Because of strategic complementarities in currency choice
that arise naturally across �rms due to input-output and price-setting linkages, exporters prefer to
coordinate on the same currency of invoicing. Two fundamental factors — the volatility of exchange
rate and the country’s share in global trade — then determine which currency is more likely to be
used as a vehicle currency. I then combine these two results to analyze the transition from one vehicle
currency to another: as fundamental advantages of the pound sterling deteriorate, exporters become
more likely to use dollars instead. However, due to strategic complementarities, no �rm wants to change
the currency of invoicing before other �rms do, generating path-dependence in currency choice. This
result can account for the delayed transition from using the pound to the dollar in the twentieth century
and the wide use of the dollar in the modern economy, despite increasing competition with the euro
and renminbi. Section 3.4 concludes with two extensions that can further strengthen the incentives of
�rms to set prices in dollars.

3.1 Why vehicle currency?

While it is intuitive that �rms might set prices in producer or customer currency, it is not immediately
clear why they would use a third currency for invoicing. In this section, I show that a vehicle currency
equilibrium (VCP), in which all international prices are set in one currency, can arise naturally when
price linkages across �rms from di�erent countries are strong enough. The question of which currency
is used as a vehicle currency is discussed in the next section.

According to Lemma 1, �rms choose the currency of invoicing, in which their optimal price is more
stable. The currency choice of individual exporter from j to i depends therefore on the properties
of its desirable price p̃ji, which is determined by the system of equilibrium conditions in a tradable
sector (14)-(17) summarized in Figure 1. The optimal price depends on marginal costs and the prices of
competitors, with the weight of the latter determined by strategic complementarities in price setting α.
In turn, the marginal costs consist of labor costs and the prices of intermediate goods with the weights
1−φ and φ respectively. The fraction 1−γ of intermediates is produced domestically, while the share γ
is imported from other countries. Similarly, out of all competitors in the destination market, a fraction
1− γ are local producers, while importers from other countries account for the remaining share γ.17

To understand how the currency choice is determined in the model, I start with a few limiting cases.
17There are three additional parameters that a�ect currency choice. The frequency of price adjustment λ a�ects the prices

of inputs and competing products. The size of the large economy n determines the share of goods in global trade coming
from the U.S. The relative volatility of exchange rates ρ a�ects the probability distribution of p̃ji.
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Figure 1: Optimal price and the currency choice of an individual �rm

Consider �rst the conventional case of CES aggregator and no intermediates in production. With no
complementarities in price setting under CES demand, the desired price is proportional to marginal
costs (see Figure 1). The latter depends exclusively on nominal wages, which are by assumption stable
in domestic currency. It follows that the optimal price of exporter p̃ji is constant in producer currency
as well, and hence, PCP is always optimal.

Lemma 3 (No price linkages) With no intermediates in production, φ = 0, and CES aggregator, α = 0,
exporters always choose PCP, and no VCP equilibrium exists.

Thus, the standard assumption of PCP in the open economy models with φ = α = 0 (see e.g. Obstfeld
and Rogo� 1995, Clarida, Gali, and Gertler 2001, Gali and Monacelli 2005) is internally consistent: the
equilibrium would not change if �rms were allowed to choose optimally the currency of invoicing. The
proposition also implies that price linkages across �rms are a necessary condition to rationalize the use
of vehicle currencies in the global trade.

Consider next the autarky limit γ → 0. While the mass of exporters goes to zero, their currency
choice is still well determined. As countries of origin and destination are (almost) closed, the marginal
costs of exporters are stable in the producer currency and the prices of competitors are stable in the
local currency. As a result, depending on the value of α, �rms choose either PCP or LCP.

Lemma 4 (Autarky limit) Near the autarky limit γ → 0, exporters choose PCP if α ≤ 0.5 and LCP if
α ≥ 0.5, and no VCP equilibrium exists.

Figure 2a shows equilibria in the autarky limit in the coordinatesα andλ. Because the share of exporters
is zero, the equilibrium in the tradable sector does not depend on their invoicing decisions. This in turn
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implies that there is no room for strategic complementarities in currency choice across �rms and the
equilibrium invoicing is always uniquely pinned down.18 Lemma 4 also suggests that for any values of
other parameters, the existence of PCP/LCP equilibrium can be guaranteed when the openness of the
tradable sector is low.

On the other hand, when openness γ is high, so that a signi�cant fraction of suppliers and com-
petitors are coming from the third countries, the optimal price p̃ji of an exporter is no longer stable
in either producer or local currency, and using vehicle currency might be optimal. The prices of in-
puts and competing products that individual exporters faces in this case depend on invoicing decisions
of other �rms. In particular, if �rm’s suppliers and competitors set prices in dollars, its own optimal
price becomes more stable in dollars and hence, the �rm is more likely to choose DCP as well. Inter-
estingly, while both input-output and price-setting linkages generate complementarities in currency
choice, there are important di�erences between the two. A higher share of intermediates in production
φ unambiguously increases the share of foreign inputs in marginal costs and always makes VCP more
attractive. In contrast, the e�ect of price complementarities α is non-monotonic: a low α increases the
share of producer currency in the optimal price, while a high α increases the share of the local currency
(see Figure 1). On the other hand, neither producer nor local currency dominates when α takes inter-
mediate values, which increases the chances of the VCP equilibrium. I summarize comparative static
results in the next proposition.19

Proposition 1 (Price linkages) The region of the VCP equilibrium in parameter space is non-empty and
is increasing in the openness of economies γ and the share of intermediates in production φ, and can be
non-monotonic in complementarities in price setting α.

Interpreting empirical evidence through the lens of the model, one can argue that globalization
has contributed to the widespread use of vehicle currency in international trade. In particular, the
high participation of several Asian countries in global value chains can be interpreted as a rise in γφ,
which increases the chances of the vehicle currency relative to PCP/LCP. The higher openness γ of
other countries, including post-Soviet states, makes the use of vehicle currency in international trade
more appealing as well. The model also suggests that the puzzlingly high use of dollar currency in
imports and exports of advanced economies such as South Korea, Japan and Australia can be due to
strategic complementarities in currency choice: with other countries in the region using DCP, it might
be optimal for �rms in these countries to set prices in dollars as well.

Complementarities in currency choice also imply that multiple equilibria can emerge despite unique
18Here and below I abstract from the knife-edge values of parameters, under which �rms are indi�erent between two

invoicing options.
19I use the following de�nition throughout the paper: the region of equilibrium Z in parameter space is said to be

increasing in parameter x if for any x2 > x1 the set of (other) parameters for which Z exists under x = x2 includes the set
for which Z exists under x = x1.
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(a) Autarky limit (b) Symmetric countries

Figure 2: Two limiting cases with no DCP equilibrium
Note: the values of parameters are φ = 0.5, ρ = 1, n = 0 in both plots and (a) γ → 0, (b) λ → 1. PCP and LCP denote
respectively the areas where producer and local currency pricing equilibria can be sustained.

currency choice at the �rm level. While the set of potential equilibria is quite rich in the general case,
there is some discipline imposed by the complementarities in currency choice.

De�nition 3 An equilibrium is symmetric if all exporters in the world use either PCP, LCP or the same
vehicle currency. The equilibrium is unstable if exogenous perturbation of currency choice of an arbitrarily
small fraction of exporters makes a positive mass of other �rms change their invoicing decisions.

Proposition 2 (Multiple equilibria) Assume that n = 0 and ρ = 1. Then

1. at least one symmetric equilibrium always exists,

2. if symmetric equilibrium is unique, then no other equilibria exist,

3. all non-pure-strategy equilibria are unstable.

Intuitively, the complementarities in currency choice imply that if a given exporter does not choose
a vehicle currency when all other �rms are using it, then it cannot be optimal for the exporter to set
prices in the vehicle currency when only some other �rms are using it. The complementarities also
imply that mixed-strategy equilibria are unstable: if for example, �rms are indi�erent between DCP
and LCP in some market, a small exogenous increase in the share of importers pricing in dollars will
make indi�erent �rms strictly prefer DCP to LCP.20

20Section 5.2 discusses the welfare ranking of coexisting equilibria under the optimal policy.
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3.2 Why dollar?

While the previous section rationalizes the use of a vehicle currency in global trade, it does not tell us
which currency plays this role. This section describes two fundamental advantages that make dollar
pricing more attractive than pricing in any other currency.

In order to separate fundamental factors from the complementarity motive described above, I focus
on the �exible-price limit λ→ 1, when almost all �rms adjust prices ex-post and hence, the invoicing
decision of a given exporter does not depend on currency choice of other �rms and the equilibrium is
always unique (see Appendix A.2 for details). Notice that the currency choice is still well-de�ned in the
limit λ→ 1 with an arbitrary small price stickiness: exporter’s invoicing decision depends only on the
states of the world in which price remains unadjusted and is determined even when the probability of
these states converges to zero. This contrasts with the case of fully �exible prices λ = 1, when currency
choice is completely inconsequential and therefore, is not determined. I start with the case when no
DCP equilibrium exists to outline necessary conditions for dollar invoicing.21

Lemma 5 (No-DCP benchmark) If prices are almost �exible, λ → 1, and countries are symmetric,
n = 0, ρ = 1, exporters choose PCP when α ≤ 1

2−γ , LCP when α ≥
1

2−γ , and no DCP equilibrium exists.

When prices are (almost) �exible, the weights of di�erent exchange rates in the optimal price p̃ji
are determined solely by trade linkages. If countries are symmetric, n = 0, the market share of U.S.
products is in�nitely small and hence, the weight of the dollar in the optimal price of exporters from
other countries is trivial. Given that all exchange rates have the same volatility, ρ = 1, �rms unambigu-
ously prefer to set prices in producer or local currency, which have a positive weight in p̃ji. Figure 2b
illustrates this result in the coordinates α and γ. The region of DCP is empty, while the choice between
PCP and LCP depends on α and γ: using local currency is optimal only when complementarities in
price setting are strong and the share of local �rms in the destination market is su�ciently high. Next,
I show that any deviation from the benchmark described in Proposition 5 is su�cient to sustain the
DCP equilibrium for some values of other parameters.

Suppose �rst that countries are symmetric in terms of their size, n = 0, but the volatility of the
dollar exchange rate is lower relative to other currencies because of higher diversi�cation of the U.S.
economy and smaller fundamental shocks, i.e. ρ < 1. To see the bene�ts of DCP in this case, consider a
limiting case γ = α = 1 when the optimal price of a given �rm depends only on prices set by exporters
from other economies (see Figure 1). It follows that all exchange rates enter symmetrically the optimal
price p̃ji and the �rm would ideally like to set prices in terms of a fully diversi�ed basket of currencies.

21Even though the �exible-price limit might be not empirically relevant, it is still informative about the equilibrium
invoicing under sticky prices because the DCP region changes continuously in λ, i.e. the correspondence is upper- and
lower-hemicontinuous. Note also that the limit λ → 1 provides a good approximation to some internationally traded
goods, such as commodities.
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This is, however, not feasible because of the discrete nature of the invoicing problem, and �rms look
for a currency that can replicate most closely this diversi�ed portfolio. Since the dollar has the lowest
idiosyncratic volatility, ρ < 1, it strictly dominates other alternatives.

Away from this limit, there is a trade-o� between producer/local currency and the dollar: the prices
of domestic inputs and local competitors are more stable in the former, while the dollar provides a better
proxy for prices of goods coming from third countries. At the same time, DCP strictly dominates any
other potential vehicle currency. Figure 3a shows equilibria for di�erent values of ρ in the coordinatesα
and γ. The line separating the PCP and LCP equilibria remains the same as in Figure 2b since the value
of ρ does not a�ect the trade-o� between producer and local currencies. The region of DCP equilibrium
is one point when ρ = 1 and increases continuously as dollar volatility goes down. Consistent with the
discussion above, DCP equilibrium is more likely for higher import share γ and intermediate values of
price complementarities α, while PCP and LCP are always optimal when import share γ is low.

Proposition 3 (Volatility advantage) Assume λ→ 1 and n = 0. Then as long as the dollar has lower
volatility than other currencies, ρ < 1, the region in the parameter space with DCP as a unique equilibrium
is non-empty and increases as ρ goes down.

While this result alone is not su�cient to rationalize the global status of the dollar, it explains why
the use of currencies with volatile exchange rates in international trade is very limited: for example,
almost all imports and exports of Latin American and Eastern European countries are invoiced in for-
eign currencies (Casas, Díez, Gopinath, and Gourinchas 2017). In contrast to the previous literature,
the model shows that the relative volatilities of exchange rates are important even when they are not
driven by nominal shocks (cf. Devereux and Engel 2001, Bhattarai 2009).

Consider next the case when volatility of exchange rates is the same for all countries, ρ = 1, but
the U.S. accounts for a non-trivial share of global trade, n > 0.22 This implies that a positive fraction
of inputs and competing products in small economies are coming from the U.S. and the dollar has a
positive weight in the optimal price p̃ji of foreign exporters. As a result, the dollar is preferable to
any other vehicle currency and can also dominate PCP/LCP depending on other parameters. Figure 3b
shows that the DCP region consists of only one point when n = 0 and increases as n goes up.

Proposition 4 (Large economy advantage) Assume λ → 1. Then as long as the share of the U.S.
economy in international trade is positive, n > 0, the region in the parameter space with DCP as a unique
equilibrium is non-empty and increases as n goes up.

The �gure also shows that equilibria with asymmetric invoicing can arise when n > 0.23 In particular,
�rms might choose to use producer currency when trading between small economies, but set prices

22Note that PCP, LCP and DCP coincide for trade �ows between regions within the U.S.
23Strictly speaking, the same is true in a model with n = 0 and ρ < 1, but since U.S. economy has zero mass, the e�ects

are negligible at the global level.
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(a) Volatility advantage (b) Large economy advantage

Figure 3: Currency choice: �exible price limit

Note: the �gure shows equilibria for λ → 1, φ = 0.5 and (a) n = 0, di�erent values of ρ, (b) ρ = 1, di�erent values of n.
PCP′ (LCP′) denotes the region where small countries set prices in producer (local) currency when trading with each other
and use dollars when trading with the U.S.

in dollars when exporting to the U.S. This is because the home bias is larger in the U.S. than in other
economies when n > 0, and more competitors in the destination market have prices stable in local
currency, i.e. in dollars. Similarly, exporters from the U.S. have a higher share of their marginal costs
that are stable in producer currency and they can use DCP even when other �rms prefer LCP.

Calibration Are the price linkages and fundamental advantages described in the previous sections
strong enough to sustain the DCP equilibrium? To answer this question, consider a simple calibration
of the model. Clearly, there is almost no hope to get string linkages across exporters if one calibrates
the openness γ to match the U.S. import-to-GDP ratio of 0.15. A large fraction of non-tradable goods
in GDP, however, masks a high import share in the tradable (manufacturing) sector, which is about
γ = 0.6 for small economies and 0.4 for the U.S. Both �rm-level data and the aggregate input-output
tables imply that the share of intermediate goods in production is around φ = 0.5. The empirical
evidence on the complementarities in price setting are more scarce, but the recent estimates by Amiti,
Itskhoki, and Konings (2016) suggest α = 0.5. This calibration implies that 45% of exporters’ optimal
price is determined by the prices of foreign suppliers and competitors and the number goes even higher
if one takes into account the equilibrium e�ect of import prices on local �rms (Tintelnot, Kikkawa,
Mogstad, and Dhyne 2017) and the fact that both α and φ are higher for large �rms that account for
most of the global trade (Amiti, Itskhoki, and Konings 2014).

Assuming that one period corresponds to a year, I calibrate λ = 0.5, so that half of �rms update
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Figure 4: Currency choice under the baseline calibration

Note: the �gures show the regions where the symmetric PCP, LCP and DCP equilibria can be sustained (there are no
symmetric equilibria in the white region). Parameter values are from the benchmark calibration: φ = 0.5, λ = 0.5, ρ = 0.5,
n = 0.3 and the red star corresponds to γ = 0.6 and α = 0.5.

prices by the end of the �rst year and the remaining ones adjust by the end of the second year. Given
the volatility of the bilateral exchange rate between developing countries is on average higher than the
volatility of exchange rate between a developing country and the U.S. by 30%, ρ is calibrated to 0.5.
Finally, I use n = 0.3, which is a conservative value relative to the large share of dollarized economies
in the world (see Ilzetzki, Reinhart, and Rogo� 2017). Figure 4 shows the resulting symmetric equilibria
under the baseline calibration. The DCP equilibrium is indeed sustainable and no other symmetric
equilibria — with PCP, LCP or an alternative vehicle currency – exist for these parameter values.

3.3 Transition

The previous section argues that both fundamental factors and the complementarities in currency
choice contribute to the dominant status of the dollar in today’s world. What happens when these
factors work in the opposite direction? This is what happened to the pound sterling in the twentieth
century and what might be relevant for the dollar in the future if China overtakes the U.S.

To answer this question, I extend the model to have two large countries, the U.S. and the U.K. (see
Figure 5a). The global economy starts from the point when the U.K. has a fundamental advantage
over the U.S. in terms of economy size or exchange rate volatility, which it gradually looses along the
transition path. I make three simplifying assumptions as in Matsuyama, Kiyotaki, and Matsui (1993)
and Rey (2001). First, all countries are assumed to trade either in dollars or in pounds, so no PCP/LCP
is allowed. Second, since I am interested in the long-run changes, the focus is on the evolution of the
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steady state, while the transition between steady states is ignored. Third, with multiple equilibria in the
model, there is a continuum of possible transition paths. For selection, I use the argument in the spirit
of evolutionary game theory that as long as the old equilibrium exists, the �rms do not coordinate to
jump into a new one. This is equivalent to choosing among all possible transition paths, the one with
the highest hysteresis.24 Let nX and σ2

X denote the size and the volatility of shocks in economy X . The
next proposition characterizes the transition.

Proposition 5 (Transition) Let T (x) denote the threshold of σ2
UK

σ2
US

or nUS
nUK

, at which trade �ow x from
Figure 5a switches from the pound to the dollar. Then

1. the share of pound invoicing in international trade is decreasing along the transition path,

2. the trade �ows switch from the pound to the dollar in the following order:

— T (a), T (b) ≤ T (c) ≤ T (f), T (g)

— T (a) ≤ T (d) ≤ T (g)

— T (b) ≤ T (e) ≤ T (f)

Thus, as the U.K. economy becomes smaller or/and more volatile, the share of the pound in inter-
national trade monotonically decreases. Figure 5b shows the transition path for changes in union size
under the baseline calibration, while Figure A2 in the Appendix shows transition driven by changes in
volatilities. While equilibrium invoicing clearly evolves together with the fundamental factors, there
is also a path-dependence due to strategic complementarities in currency choice.25 In particular, when
the size of the U.K. and U.S. is about the same, the share of the pound in global trade remains as high
as 85%. At the same time, the transition is much faster in the limit of �exible prices λ → 1 with no
complementarities in currency choice.

The model has also clear predictions about the order in which trade �ows switch from one currency
to another. The trade between the U.S. and small economies is the �rst to become invoiced in dollars
because of the prevalence of U.S. �rms with costs stable in dollars. At the second stage, the small
economies start using the dollar as a vehicle currency when trading with each other, and the trade
�ows between two unions also change the currency of invoicing. Finally, the trade between the U.K.
and small economies switches to DCP as well. Interestingly, if complementarities in currency choice
are strong enough, some �ows might remain invoiced in the pound even as nUK → 0.

These predictions are broadly consistent with historical evidence — the transition from the pound
to the dollar was sluggish, followed with the lag after the U.S. overtook the U.K. as the largest economy,

24While a dynamic model with staggered pricing can be used to select between "history" vs. "expectations", the equilib-
rium remains non-unique in the general case (see e.g. Matsuyama 1991, Krugman 1991). Alternatively, one can use a global
game approach in the spirit of Morris and Shin (2001), but its application in dynamic settings is complex and goes beyond
the scope of this paper.

25The standard caveat that there are also equilibria with fast adjustment applies here as well. See Figure A2 for the lower
and upper boundaries on the transition paths.
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Figure 5: Transition from one vehicle currency to another

Note: plot (a) shows the structure of the economy with two large economies — the U.K. and the U.S. — and the rest of the
world (RW) consisting of a continuum of small economies. The arrows correspond to the trade �ows between countries.
Plot (b) shows transition from the pound to the dollar as the relative size of the U.S. goes up. The blue line is the benchmark
transition under γ = 0.6, α = 0.5, φ = 0.5, λ = 0.5, nUS +nUK = 0.5 and σ2

UK = σ2
US . The red line uses the same values

except for λ→ 1.

and was accelerated by high volatility of the U.K. exchange rate after World War I (see Eichengreen
2011). While the invoicing data is scarce for most of the twentieth century, the recent experience of
the Eurozone also �ts the predictions of the model. In particular, the euro is more commonly used in
Eurozone trade with developing countries, much less so in trade with the U.S. and even more rarely as
a vehicle currency (Kamps 2006).

3.4 Extensions

This section relaxes two assumptions from the baseline model and describes new mechanisms that
further strengthen �rms’ incentives to use dollar pricing. I focus mostly on economic intuition leaving
the formal results for Appendix A.3.3.

Monetary shocks While movements in exchange rates are largely disconnected from monetary
shocks for most economies, the correlation is much higher for countries with unstable in�ation. I
therefore relax the assumption that mi = 0 and allow for exogenous monetary shocks.26

Consider �rst the limiting case when mi is the only shock in the economy and prices are almost
�exible λ→ 1. The labor costs are no longer stable in producer currency and as a result, neither are the

26I focus on the second rather than the �rst moments of monetary shocks, which complements the e�ect of in�ation rate
on currency choice emphasized by the previous literature (see e.g. Drenik and Perez 2017).
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Figure 6: Currency choice under exogenous monetary shocks

Note: the �gure shows equilibria in a model with exogenous monetary and �nancial shocks. The volatility of �nancial
shocks is normalized to one, while the volatility of nominal shocks is shown in the �gure, λ→ 1, φ = 0.5, n = 0, ρ = 0.5.

prices of domestic intermediate goods. At the same time, a positive monetary shock is associated with
a one-to-one depreciation of the local exchange rate, which implies that nominal wages can actually
be more stable in foreign currency than in a local one. In particular, as long as ρ < 1, the volatility of
nominal wages in dollars is lower than their volatility in producer currency, and �rms unambiguously
prefer DCP to PCP. A symmetric argument applies to LCP. DCP is therefore a unique equilibrium for
arbitrary values of other parameters and can be sustained even in the limit of closed economy γ → 0.
This prediction of the model is consistent with the wide use of DCP during episodes of high and unstable
in�ation in Latin American countries during the 1980s and in Eastern Europe during the 1990s.

More generally, in the presence of other shocks, the higher volatility of money supply increases the
correlation between wages and exchange rates and extends the region of DCP (see Figure 6). Impor-
tantly, this result holds even when volatility of monetary shocks in the U.S. increases proportionately
with other countries. In contrast to the mechanism outlined in Devereux, Engel, and Storgaard (2004),
a higher volatility of monetary shocks makes DCP more appealing to �rms not because of increasing
volatility of other currencies relative to the dollar, i.e. falling ρ, but because of lower stability of input
and competitor prices in producer and local currencies respectively. The model thus suggests that peri-
ods of high global in�ation — as observed during the 1970s — can actually increase the use of the dollar
in international trade despite higher volatility of the U.S. exchange rate.

Dollarization In contrast to the assumption in the baseline model, it is not uncommon for local �rms
in developing countries to set prices in dollars (see e.g. Drenik and Perez 2017). I therefore extend the
model allowing domestic producers in the tradable sector to choose optimally the currency of invoicing
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(a) Flexible price limit (b) Sticky prices

Figure 7: The optimal invoicing of domestic �rms

Note: �gure (a) shows equilibria in the �exible price limit λ→ 1 and ρ = 0.5, while �gure (b) shows symmetric equilibria
under sticky prices λ = 0.5 and ρ = 1. The grey area is the region of the global currency pricing (GCP) equilibrium with
all �rms including domestic ones using the dollar for invoicing. Other parameters: φ = 0.5, n = 0.

and de�ne the global currency pricing (GCP) equilibrium, in which all �rms in the tradable sector
including domestic ones set prices in dollars.

Consider �rst the �exible-price limit λ → 1 when equilibrium prices are independent from �rms’
invoicing decisions (see Figure 7a). This implies that the currency choice of domestic producers has
no e�ect on invoicing decisions of exporters, which remain the same as in the baseline model. Since
producer and local currencies coincide for domestic �rms, their total weight in the optimal price is
higher. Local �rms are therefore less likely to use dollar invoicing and the GCP equilibrium is a subset
of the DCP equilibrium. The equilibrium invoicing looks very di�erent when prices are sticky: in the
limiting case of fully rigid prices, the DCP region is always a subset of the GCP region. Intuitively,
when strategic complementarities in currency choice are strong, it is easier to support the equilibrium
where all �rms invoice in dollars than the equilibrium where only exporters use dollars and domestic
�rms set prices in local currency. As Figure 7b shows, even incomplete price rigidity is su�cient for
the GCP region to dominate both the DCP and LCP regions.

Thus, the model predicts that while domestic �rms might be less likely to switch to dollar invoicing
than exporters, once they do so — e.g. because of the unstable monetary policy discussed above —
the DCP equilibrium can be sustained more easily and can persist even after fundamental factors turn
against the dollar. The wide use of the dollar in Latin American and some East European countries
contributes therefore, to the status of the dollar in international trade.
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4 Transmission of Monetary Shocks

This section shows that despite only second-order e�ects on �rm’s pro�ts, the currency choice has
�rst-order general equilibrium implications. In particular, a small perturbation of fundamentals that
makes �rms switch from one invoicing regime to another leads to a discontinuous change in how
prices, output, consumption, and trade balance react to monetary shocks. I �rst take dollar pricing as
given and argue that the stimulating e�ect of exchange rate depreciation on local output is higher in
the U.S. than in other economies, and that spillover e�ects of dollar depreciation on foreign output
are signi�cantly higher than predicted by the standard models with PCP and LCP.27 I then use a simple
calibration of the model to show that small private costs of currency choice can lead to large di�erences
in international business cycles (cf. Mankiw 1985). For simplicity of exposition, I focus exclusively on
equilibria with symmetric invoicing and unexpected shocks. I also assume n = 0 to isolate the e�ects
of DCP from the asymmetries arising from di�erences in size of the economies. For all proofs and
derivations see Appendix A.6.1.

Local e�ects The e�ect of exchange rate depreciation on trade balance, consumption and output
depends on how import and export prices respond to these shocks. As emphasized by the previous lit-
erature, the pass-through of exchange rates into customer prices is high under PCP and low under LCP,
which implies that quantities respond much less under LCP (see e.g. Betts and Devereux 2000). Relative
to this benchmark, invoicing in dollars introduces two types of asymmetries — between export and im-
port prices, and between the U.S. and other economies. In particular, the price response resembles PCP
on the export side and LCP on the import side for the U.S. and the opposite way for other countries.
Thus, in response to a positive monetary shock, the trade balance adjusts more through higher exports
in the U.S. and lower imports elsewhere.28 Interestingly, despite asymmetries across countries, the
elasticity of net export with respect to the trade-weighted exchange rate is the same for all economies
including the U.S., i.e. the higher elasticity of exports and the lower elasticity of imports in the U.S. ex-
actly o�set each other. It follows that the trade-weighted rather than the invoicing-weighted exchange
rate remains a su�cient statistic for net exports.

The di�erences in trade balance adjustment across countries under DCP translate into the asymmet-
ric response of consumption and output. The depreciation of the exchange rate stimulates production
more in the U.S. than in other countries because of larger expenditure switching towards exported

27A tractability of the model allows me not only to formalize several conjectures about the partial equilibrium adjustment
of exports and imports from Gopinath (2016) and Goldberg and Tille (2006), but also to gain new insights about the general
equilibrium e�ects of monetary policy on output and consumption.

28The total e�ect, however, is more than just a convex combination of the two due to input-output linkages. Consider an
economy other than the U.S. Relative to the LCP case, imported intermediates become more expensive and hence, prices of
adjusting exporters fall less, depressing exports even further. Relative to the PCP case, a weaker growth in exports implies
lower demand for foreign intermediates, which ampli�es contraction in imports.
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goods and lower increases in prices of foreign intermediates. At the same time, the lower pass-through
of exchange rate shocks into the CPI implies that the U.S. enjoys a smaller drop in consumption.

Proposition 6 (Transmission of monetary shocks) Assume DCP and n = 0. Then relative to the
e�ects of monetary shock in other economies, an expansionary monetary policy in the U.S. implies

1. higher exports and imports,

2. lower in�ation and higher output,

3. the same net export.

International spillovers The last decade has witnessed a lively debate about the spillover e�ects of
the Fed’s monetary policy on other countries (see e.g. Bernanke 2017). On the one hand, easy monetary
policy increases U.S. demand for imported goods, stimulating production in all economies. On the other
hand, such policy also leads to a depreciation of the national currency, which can potentially make U.S.
goods cheaper relative to foreign products and have negative spillovers on other economies. The classic
result in the literature is that the net e�ect is negative under PCP and positive under LCP: while the
former e�ect does not depend on currency of invoicing, the latter e�ect is large under PCP and mild
under LCP (see e.g. Corsetti and Pesenti 2005).29 I next argue that DCP generates an additional channel
with unambiguously positive spillovers that have been largely ignored by the previous literature.30

Consider a positive monetary shock in the U.S. To isolate the e�ect of dollar pricing, assume that
the U.S. is small, n = 0, and symmetric to other economies. This implies that an increase in aggregate
demand in the U.S. has only trivial e�ects on the global economy. Similarly, if prices were set in producer
or local currency, the fraction of international trade �ows invoiced in dollars would be in�nitely small
and hence, depreciation of the U.S. exchange rate would also have (almost) no e�ect on the global
economy. The situation is di�erent under DCP. A depreciation of the dollar exchange rate decreases
prices of all internationally traded goods relative to domestic products. This generates expenditure
switching towards foreign goods and raises the volume of international trade. The result is consistent
with the conjecture put forward by Gopinath (2016) and the recent empirical evidence from Casas, Díez,
Gopinath, and Gourinchas (2017) and Boz, Gopinath, and Plagborg-Møller (2017).

This partial equilibrium e�ect, however, is not su�cient to predict the spillover e�ects on global
output: despite an increase in the volume of trade, the global net exports are always zero, i.e. an
increase in exports due to the depreciation of the dollar exchange rate is fully o�set by an increase in
imports leaving the global GDP unchanged. Instead, it is a change in consumption that stimulates global
production. Aggregating across all countries, one can write the global market clearing condition as
gdp = c = m− pC . A depreciation of the dollar exchange rate decreases import prices in all countries,

29The words “positive” and “negative” in this section refer to signs of the e�ects and not to their welfare implications.
30The important exception is the paper by Goldberg and Tille (2009), which shows in a context of a three-country model

that U.S. shocks have larger e�ects on global consumption under DCP.
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which lowers the global CPI, raises the real demand m − pC and stimulates production worldwide.
Note that in contrast to the expenditure switching e�ect discussed above, the e�ect on global output
is independent from the elasticity of substitution between domestic and foreign goods and depends
exclusively on the pass-through of exchange rate shocks into the CPI.31

How is this increase in the global output divided between the U.S. and the rest of the world? Clearly,
when n = 0, the global output coincides with the output in a representative economy other than the
U.S. The spillover e�ects are therefore unambiguously positive in this case. When the U.S. accounts for
a positive share of global trade, there is an additional expenditure switching e�ect towards U.S. goods.
The latter is stronger when θn is high, decreasing the net spillovers on other economies.32

Proposition 7 (International spillovers) Relative to the PCP/LCP benchmark, dollar invoicing implies
that expansionary monetary policy in the U.S.

1. increases the volume of international trade,

2. increases global output and consumption, with the e�ect independent from elasticity θ,

3. decreases CPI in other economies and boosts consumption and production if θn is not too high.

An interesting corollary of this result is that the spillover e�ects of dollar depreciation on foreign
output can be positive even when monetary authorities are constrained by the zero lower bound and
cannot stimulate the aggregate demand. This contrasts with the conclusions from Caballero, Farhi, and
Gourinchas (2016) that a depreciation of exchange rate during the global liquidity trap is a zero-sum
policy that “exports” recession to other countries and can potentially lead to “currency wars”. It is still
true, however, that the devaluation of non-vehicle currencies leads to a standard expenditure-switching
e�ect and is closer to the beggar-thy-neighbor benchmark.

Private vs. aggregate e�ects While the model is intrinsically stylized and abstracts from both cross-
country heterogeneity and several ingredients from the DSGE literature (e.g. capital accumulation,
habit formation, wage rigidity, etc.), it is still informative to compare private costs of currency choice
with the resulting aggregate e�ects. I use the values of parameters from the benchmark calibration (see
Sections 3.2), the share of tradable sector η = 0.15 calibrated to the share of manufacturing in global
GDP and the elasticity of substitution between goods θ = 2 close to the values used in the previous
literature (see e.g. Chari, Kehoe, and McGrattan 2002, Backus, Kehoe, and Kydland 1994, Feenstra, Luck,
Obstfeld, and Russ 2014).

31The recent empirical evidence indicates that the currency of invoicing indeed a�ects the pass-through of exchange rate
shocks into the consumer prices (see Auer, Burstein, and Lein 2018).

32The small previous literature that studied transmission of shocks under DCP has mostly assumed only two countries
(see e.g. Canzoneri, Cumby, Diba, and López-Salido 2013, Corsetti and Pesenti 2007). In this case, all imports of the RoW
come from the U.S., so that e�ectively n = 1 and there are no positive spillovers: the depreciation of the dollar generates
expenditure switching exclusively towards U.S. goods instead of exports from other countries.
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Table 1: Local and spillover e�ects of monetary shocks

U.S. shock Non-U.S. shock
DCP PCP LCP DCP PCP LCP

U.S.
gdp 5.52 5.17 5.46 − − −
c 5.41 4.91 5.36 − − −

Non-U.S.
gdp 0.69 0.12 0.00 4.82 5.05 5.46

c 0.74 0.23 0.04 4.68 4.68 5.32

Note: the table shows the percentage change in GDP and consumption of the U.S. and other countries in response to a local
and a foreign 10% monetary shock.

Table 1 shows the e�ects of a 10% increase in monetary supply. The �rst three columns correspond
to the U.S. monetary shock, while the following columns show the e�ect of monetary expansion in
another countries. Despite the large share of the U.S. in the global economy, n = 0.3, the results
from Proposition 6 hold: under DCP, the stimulating monetary policy is signi�cantly more e�cient in
the U.S. than in other countries as the GDP increases by around 5.5% in the U.S. and 4.8% in other
economies. In line with Proposition 7, the spillover e�ect of the U.S. shock on foreign GDP is more
than 5 times higher under dollar invoicing than under PCP/LCP.33

These large di�erences in monetary e�ects across alternative invoicing regimes contrast with rel-
atively modest di�erences in exporters’ pro�ts. Assuming that the standard deviation of the bilateral
exchange rate between countries other than the U.S. is 0.15, I calculate losses of an individual exporter
from using dollar pricing instead of the optimal basket of currencies keeping the aggregate DCP equi-
librium constant. The total costs across all exporters are only 0.02% of the global GDP, which is more
than one magnitude lower than the spillover e�ects discussed above. The result resembles the classical
argument of Mankiw (1985) and Ball and Romer (1990) that small menu costs can lead to large busi-
ness cycles. In the case of an open economy, there is, however, an additional dimension as exporters
choose in which currency to set their prices. These decisions are based on the second-order e�ects on
�rm’s pro�ts (Lemma 1), but have the �rst-order implications for the transmission of monetary shocks
within and across countries (Propositions 6-7). Just like the real rigidities in a menu cost model, the
complementarities in currency choice amplify the di�erence between private and aggregate e�ects:
when other �rms are using DCP, the share of the dollar in the optimal basket is high and hence, the
private costs of setting prices in dollars are low.

33In contrast to the conventional model, the spillovers on foreign GDP are positive under PCP because of a high share
of intermediate goods: dollar depreciation decreases costs of inputs in other countries and stimulates production and con-
sumption. See Rodnyansky (2017) for the empirical evidence in favor of this mechanism.
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5 Optimal Monetary Policy

The optimal monetary and exchange rate policy is one of the central questions in international eco-
nomics. Should the policy focus on in�ation targeting and output stabilization as in the closed economy,
or movements in exchange rates that can be a separate concern for policymakers? Under which con-
ditions is it optimal to peg exchange rates rather than let them �oat? While the previous literature has
shown that the answers to these questions depend crucially on exporters’ currency choice, the latter
has predominantly been taken as exogenous.34 The results are therefore potentially subject to Lucas
critique: the models ignore the fact that �rms might change their invoicing decisions in response to the
monetary policy. In addition, the literature has predominantly focused on PCP and LCP rather than a
more empirically relevant case of DCP.

This section �lls in this gap. I �rst show that in a conventional open economy model augmented
with the endogenous currency choice, the optimal monetary policy always results in a unique equilib-
rium with PCP and free �oating exchange rates. Thus, the optimal policy results under LCP and DCP
from the previous literature do not apply in equilibrium when �rms are allowed to optimally choose
the currency of invoicing. While standard in this literature, the assumptions underlying this result
are restrictive and inconsistent with the data. I then relax these assumptions and argue that there are
complementarities between exporters’ invoicing decisions and the optimal monetary policy, which can
explain the dominant status of the dollar in trade and its use as an anchor currency in exchange rate
policy. Finally, I contrast the optimal policy with and without commitment.

To obtain sharp analytical results and make them directly comparable to the previous literature, I
assume perfect risk-sharing, steady-state markups eliminated with a production subsidy, only tradable
sector (η = 1), fully sticky prices (λ = 0), only productivity shocks, and focus on equilibria with
symmetric invoicing (see Appendix A.6 for details). The framework itself is, however, much richer and
can be used to study the optimal policy under a wide range of alternative assumptions.

5.1 E�cient benchmark

In a general case, when nominal prices are sticky, the relative international prices get distorted and the
equilibrium allocation is not e�cient. However, as has been famously argued by Milton Friedman, the
movements in exchange rates allow countries to adjust their relative prices even if the nominal ones are
fully rigid: “It is far simpler to allow one price to change, namely, the price of foreign exchange, than
to rely upon changes in the multitude of prices that together constitute the internal price structure”
(Friedman 1953). This argument was formalized �fty years later by Devereux and Engel (2003), who
showed that the �rst-best allocation can be implemented with the optimal monetary policy under the

34To mention just a few: Clarida, Gali, and Gertler (2001), Benigno and Benigno (2003), Corsetti and Pesenti (2005),
Monacelli (2005), Gali and Monacelli (2005), Devereux, Shi, and Xu (2007), Corsetti, Dedola, and Leduc (2010), Engel (2011).
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�oating exchange rates if �rms set prices in producer currency. Under LCP, on the other hand, the
e�cient allocation cannot be achieved and keeping exchange rates constant might be optimal. I use the
model with endogenous currency choice to reexamine conclusions of this literature. To make results
directly comparable, I start with a case when price rigidity is the only source of distortions in the
economy and the model is isomorphic to the models studied in the previous literature.

Proposition 8 (First best) Assume (i) no complementarities in price setting, α = 0, (ii) full commitment,
and (iii) cooperative policy across countries. Then the e�cient allocation can be implemented by the optimal
monetary policy that allows for the free �oating exchange rates and stabilizes producers’ marginal costs.
The equilibrium invoicing is PCP.35

Intuitively, in the presence of nominal rigidities, the optimal monetary policy stabilizes the marginal
costs, so that �rms do not need to adjust their prices at all. The law of one price holds under PCP and
hence, movements in exchange rates guarantee that product prices in the customers’ currency adjust
optimally in response to shocks even though prices remain fully stable in the currency of the producer.
This summarizes the logic behind the result from Devereux and Engel (2003).

In contrast to their setup, the model with endogenous currency choice generates an additional con-
straint on the planner’s problem. The key insight of Proposition 8 is that this constraint is not binding
at the optimum: the �rms always choose PCP under the optimal monetary policy. The assumption
α = 0 implies that exporters’ optimal prices are proportional to their marginal costs, which in turn
are stabilized by the monetary policy. As a result, the optimal price is stable in producer currency and
�rms unambiguously prefer PCP. Importantly, however, while the PCP constraint is not binding under
the optimal policy, this is not true for an arbitrary monetary policy. In other words, condition α = 0

alone is not su�cient to guarantee the PCP equilibrium — depending on parameter values, the DCP or
multiple equilibria can arise. The fact that the planner commits to stabilize costs even o� equilibrium
— if �rms set prices in dollars — is crucial to implement the �rst-best allocation.

Thus, Proposition 8 shows that the analysis of the optimal policy under exogenous LCP or DCP in a
standard open economy model is subject to the Lucas critique: it is not possible to sustain such equilibria
under the optimal policy. Interestingly, not only does the decentralized currency choice generate no
additional ine�ciencies per se in this setup, it actually makes the argument in favor of the free �oating
exchange rates more robust.

5.2 Discretionary policy

While Proposition 8 provides a useful theoretical benchmark, the conclusion that �rms set prices in pro-
ducer currency is inconsistent with the observed patterns in the data. I therefore relax the assumptions

35The result holds more generally for arbitrary isoelastic preferences, price stickiness and exogenous shocks (except for
�nancial shocks and markup shocks).
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and study the optimal monetary policy in a more realistic environment. First, I bring back complemen-
tarities in price setting, α > 0.36 Second, to capture the spillover e�ects from the U.S. to the rest of the
world, I drop the assumption of a cooperative policy. Since solving for a fully non-cooperative policy is
analytically challenging and requires restrictive assumptions on parameter values (see e.g. Benigno and
Benigno 2003, Corsetti and Pesenti 2001, Farhi and Werning 2012), I consider the limiting case when
the U.S. economy is closed and hence, its policy is fully inward-looking, while the monetary policy of
all other countries remains cooperative.37 Finally, I start with the discretionary policy that is chosen
after the realization of shocks and takes the ex-ante invoicing decisions of exporters as given. In other
words, the planner cannot make a credible threat to punish �rms for choosing a “wrong” currency. I
solve for the Nash equilibrium, in which �rms simultaneously choose the currency of invoicing under
the rational expectations about future monetary policy.

Proposition 9 (Discretion) The optimal non-cooperative discretionary policy in the DCP region implies

1. partial peg of other currencies to the dollar: V
(
eDCPi0

)
≤ V

(
ePCPi0

)
,

2. free �oating exchange rates between non-U.S. countries: V
(
eDCPij

)
= V

(
ePCPij

)
, i, j 6= 0,

3. the welfare of a non-U.S. economy in a region with multiple equilibria: WDCP ≤WPCP ,

4. complementarities between �rms’ currency choice and the monetary policy (if θ is not too high).

In contrast to the benchmark case described in Proposition 8, the monetary policy is no longer
inward-looking under DCP. Instead, other countries respond to the U.S. monetary shocks by trying
to smooth movements in their exchange rates against the dollar. Intuitively, as shown in Section 4,
U.S. monetary policy a�ects international prices and a�ects consumption and production in other
economies. These �uctuations are distortionary as they do not re�ect changes in productivities. The
optimal policy in other countries therefore “leans against the wind” and partially o�sets movements in
import prices by stabilizing exchange rate against the dollar.38 At the same time, such policy is costly
as it distorts relative prices within countries. As a result, U.S. shocks are only partially o�set under
optimal policy, and the equilibrium exchange rate is neither �oating nor �xed. This prediction of the
model is consistent with the empirical fact that more than 70% of countries in the world have a man-
aged �oating regime (“crawling peg”, “dirty �oat”) and use the dollar as an anchor currency in their
exchange rate policy (Ilzetzki, Reinhart, and Rogo� 2017, Calvo and Reinhart 2002).

The fact that all economies respond to movements in the U.S. exchange rate also implies that mon-
etary policy is correlated across countries even if the fundamental shocks are purely idiosyncratic. An

36The previous normative literature has largely ignored price complementarities and provides little guidance about their
e�ect on the optimal policy even under an exogenous currency choice.

37Egorov and Mukhin (2018) extend the analysis to the fully non-cooperative case showing the robustness of the main
predictions of the model and complementing them with new ones about the bene�ts of DCP for the U.S.

38This result contrasts with the optimal policy derived in Goldberg and Tille (2009) and Casas, Díez, Gopinath, and
Gourinchas (2017), which rely on isoelastic preferences, θ = 1, and no intermediates in production, φ = 0.
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expansionary monetary policy in the U.S. leads to a depreciation of the dollar exchange rate and makes
central banks in other countries ease their policy as well. This is consistent with the evidence on the
global �nancial cycles (Rey 2015) and shows that a positive comovement of monetary policy across
countries can arise not only due to �nancial linkages, but also because of the dominant status of the
dollar in international trade (cf. Aoki, Benigno, and Kiyotaki 2016). It also provides a theoretical ex-
planation to the recent empirical �nding in Zhang (2018) that countries with a higher share of dollar
pricing have tighter peg and respond more aggressively to the U.S. shocks.

Does this mean that policymakers face a “Dilemma” rather than the “Trilemma” (Rey 2015)? As
Proposition 9 makes clear, it is indeed the case that the trade-o� for the monetary policy is worse
under DCP than under PCP because of the distortionary e�ects of U.S. policy and ine�cient expenditure
switching. At the same time, the partially �exible exchange rates are still preferable to fully �xed rates.
In fact, while all countries (partially) o�set shocks from the U.S., they fully adjust their exchange rates
in response to local shocks. Thus, it is optimal to have free �oating bilateral exchange rates between
non-U.S. countries, even though the resulting expenditure switching is lower than under PCP.

Finally, going back to the endogenous currency choice, there is feedback from the optimal mon-
etary policy into �rms’ invoicing decisions. Even if the volatility of fundamental shocks is the same
for the U.S. as for other countries, the optimal policy of pegging exchange rates to the dollar implies
that the dollar is e�ectively more stable than other currencies and hence, exporters are more likely
to use dollar pricing.39 Thus, there are strategic complementarities between �rms’ invoicing decisions
and the monetary policy: DCP makes it optimal to peg exchange rates to the dollar, which in turn
increases incentives of exporters to set prices in dollars. These general equilibrium complementarities
contribute to the multiplicity of equilibria and help to sustain the DCP equilibrium even when the U.S.
has no fundamental advantage at all (see Figure 8a).40 It follows that the evolution of the international
monetary system (see Farhi and Maggiori 2017) is closely related to the evolution of the international
price system, and by promoting its currency in international trade, a country can alter its status in the
global �nancial architecture.

5.3 Policy with commitment

While it is arguably more realistic to assume that monetary authorities take �rms’ currency choices
as given, it is still informative to study the optimal policy that internalizes its e�ect on the invoicing
decisions of exporters. To this end, consider the problem of the Ramsey planner that is free to choose
monetary policy in all countries and maximizes global welfare (see Appendix A.6.4 for details).

39At the same time, a peg also implies that nominal wages in all countries become positively correlated with the U.S.
exchange rate, which makes dollar pricing less attractive. This e�ect is, however, small when θ is not too high.

40While the equilibrium exchange rates and the welfare implications depend on the type of exogenous shock, the results
about partial peg to the dollar, the global monetary cycle, and the general equilibrium complementarities hold for non-
productivity shocks as well.
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(a) Discretionary policy (b) Policy with commitment

Figure 8: Currency choice under the optimal monetary policy

Note: the �gure shows the equilibrium invoicing under the optimal monetary policy: plot (a) assumes discretionary policy,
while plot (b) assumes full commitment. In plot (a), the solid line shows the boundary between PCP and LCP, while the
dashed line shows the boundary of the DCP region. The values of parameters are: λ = 0, φ = 0.5, n = 0, θ = 2.

Figure 8b shows the equilibrium currency choice under the optimal policy. To see the intuition,
note that the Ramsey planner can always implement any allocation that arises under the optimal dis-
cretionary policy from Figure 8a. According to Proposition 9, because of stronger expenditure switch-
ing and lower distortionary spillovers, the PCP equilibrium generates higher welfare than the DCP
equilibrium. This motivates the planner to improve upon the discretionary allocation in two dimen-
sions. First, in a region with multiple equilibria, the planner unambiguously chooses the equilibrium
with PCP. Second, it deviates from the optimal ex-post policy to tilt �rms towards PCP. To see this,
consider the boundary of the PCP region from Figure 8a. Under these parameter values, the �rms are
indi�erent between PCP and DCP/LCP, and an arbitrary small change in monetary policy makes them
choose one over the other. At the same time, the global welfare changes discontinuously as �rms switch
from one currency to another because of the �rst-order e�ects on the transmission of shocks. Thus, a
small change in the monetary policy at the boundary has only second-order costs for a given currency
regime, but generates �rst-order bene�ts by changing exporters’ invoicing decisions. As a result, the
PCP region is signi�cantly larger and the DCP region is much smaller under the Ramsey allocation
than under the discretionary policy (see Figure 8).

Proposition 10 (Commitment) The Ramsey allocation implies a larger PCP region and more stable
exchange rates than the discretionary policy, and can be implemented via “sophisticatedmonetary policies”.

How does the planner implement the optimal allocation? In the region of the parameter space,
in which the currency regime coincides with the regime under the discretionary policy, there is no
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reason for the planner to manipulate the exchange rates and hence, the optimal monetary policy is also
the same as under the discretion. On the other hand, to make �rms switch to PCP in the rest of the
parameter space, the planner mutes the response of monetary policy to productivity shocks and makes
exchange rates more stable relative to the discretionary case. This decreases the volatility of import
prices and makes the optimal price of exporters more stable in the currency of the producer.

Interestingly, while this policy can sustain the optimal allocation, it is also consistent with other
(suboptimal) equilibria.41 To ensure the uniqueness of equilibrium, I therefore follow the approach
from Atkeson, Chari, and Kehoe (2010) and allow for the “sophisticated monetary policies”, which are
a function not only of an exogenous state of the world, but also of the endogenous decisions of other
agents. The planner can then use the o�-equilibrium monetary policy to “punish” �rms for choosing
the “wrong” currency to ensure that only the optimal one is chosen in equilibrium.

6 Conclusion

This paper provides a tractable framework with endogenous currency choice that can be used to study
simultaneously the determinants and the policy implications of the international price system. The
model is broadly consistent with the key stylized facts, including the dominant status of the dollar in
global trade and the delayed transition from the pound to the dollar in the twentieth century. De-
spite small private costs, the currency choice of exporters has large aggregate e�ects. In particular, the
spillover e�ects of dollar depreciation on foreign output are much larger and can �ip the sign when
international prices are set in dollars rather than in producer or local currency. The optimal policy
analysis, on the other hand, shows a close relation between the dominant status of the dollar in inter-
national trade and the wide use of the dollar as an anchor currency in exchange rate policy.

The tractability of the baseline model allows for several extensions and applications, which are left
for future research. First, augmenting the model with a more realistic �nancial sector would allow
analyzing the interactions between the dominant status of the dollar as a vehicle currency in interna-
tional trade and as a reserve currency in global asset markets (see Gopinath and Stein 2017). Second,
a quantitative version of the model with heterogeneous countries and sectors can be used to test the
cross-sectional predictions of the model about the currency of invoicing, to do counterfactuals about
the future changes in the international price system and to quantify the spillover e�ects for individual
countries. The heterogeneity might also be useful to narrow down the set of potential equilibria. Fi-
nally, while this paper studies the optimal monetary policy, the same framework can be used to solve
for the optimal policy when a planner has �scal instruments that a�ect �rms’ invoicing decisions.

41The same situation arises in a standard New-Keynesian model with an interest rate rule, which has multiple equilibrium
paths even when the Taylor principle is satis�ed (see e.g. Woodford 2003). Notice, however, that the source of indeterminacy
is completely di�erent in my model, in which monetary policy is speci�ed in terms of a money rule and the equilibrium is
always unique for a given (exogenous) currency choice.
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Appendix — for online publication

A.1 Additional �gures

(a) Share of country’s exports priced in producer currency (PCP)
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(b) Share of country’s imports priced in local currency (LCP)
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(c) Share of country’s exports priced in dollars (DCP)
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Figure A1: The use of producer currency, local currency and the dollar in global trade
Data sources: Gopinath (2016), Kamps (2006), Lai and Yu (2015), Sokolova (2015).
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A.2 Equilibrium system
A.2.1 Equilibrium conditions

The Kimball aggregator for consumption bundle of tradable goods in region i is de�ned as

(1− γ)e−γξi
∫ 1

0

Υ

(
Cii(ω)

(1− γ)e−γξiCT i

)
dω + γe(1−γ)ξi

∫ 1

0

∫ 1

0

Υ

(
Cji(ω)

γe(1−γ)ξiCT i

)
dωdj = 1, (A1)

where Υ(1) = 1, Υ′(·) > 0 and Υ′′(·) < 0. I borrow expressions for price index and demand for
individual goods under the Kimball aggregator from Itskhoki and Mukhin (2017) and Amiti, Itskhoki,
and Konings (2016). The equilibrium system of the model consists of the following blocks:

1. Labor supply and labor demand:

Cit =
Wit

PC
it

, (A2)

Lit = (1− φ)

(
Pit
Wit

)φ
Yit
AT it

+
YNit
ANit

. (A3)

2. Demand for non-tradables:

YNit = (1− η)

∫ 1

0

(
PNit (ω)

PNit

)−θ
dω

(
PN
it

PC
it

)−1

(Cit +Git) ,

3. Price setting in non-tradable sector:

PN
it (ω) =

{
P̄N
it , w/p 1− λ
P̃N
it , w/p λ

,

where

P̃N
it = arg max

P

(
P − (1− τ)

Wit

ANit

)(
P

PN
it

)−θ
(CNit +GNit) ,

P̄N
it = arg max

P
Et−1

(
P − (1− τ)

Wit

ANit

)(
P

PN
it

)−θ
(CNit +GNit) .

4. Demand for tradables:

Yit = (1− γ) e−γξit
∫ 1

0

h

(
DitPiit (ω)

Pit

)
dω (CT it +Xit +GT it)

+ γ

∫ 1

0

e(1−γ)ξjt

∫ 1

0

h

(
DjtPijt (ω)

Pjt

)
dω (CTjt +Xjt +GTjt) dj,

(A4)

with intermediate and �nal demand given by

Xit = φ

(
Wit

Pit

)1−φ
Yit
AT it

, (A5)
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CT it +GT it = η
PC
it

Pit
(Cit +Git) .

5. Price setting and currency choice in tradable sector:

Pjit (ω) =

{
P̄ k
jit, w/p 1− λ
P̃jit, w/p λ

,

where

P̃jit = arg max
P

(PEjit − (1− τ)MCjt) γe
(1−γ)ξith

(
DitP

Pit

)
(CT it +Xit +GTit) ,

P̄ k
jit = Eikt · arg max

P,k
Et−1 (PEjkt − (1− τ)MCjt) γe

(1−γ)ξith

(
DitPEikt
Pit

)
(CT it +Xit +GT it) ,

and marginal costs of production are

MCjt =
1

ATjt
W 1−φ
jt P φ

jt. (A6)

6. De�nition of price indices:
PC
it =

(
PN
it

)1−η
P η
it,

PN
it =

[∫ 1

0

(
PN
it (ω)

)1−θ
dω

] 1
1−θ

,

(1− γ) e−γξit
∫ 1

0

Υ

(
h

(
DitPiit (ω)

Pit

))
dω+γe(1−γ)ξit

∫ 1

0

∫ 1

0

Υ

(
h

(
DitPjit (ω)

Pit

))
dωdj = 1,

(1− γ) e−γξit
∫ 1

0

h

(
DitPiit (ω)

Pit

)
Piit (ω)

Pit
dω+γe(1−γ)ξit

∫ 1

0

∫ 1

0

h

(
DitPjit (ω)

Pit

)
Pjit (ω)

Pit
dωdj = 1.

7. Risk-sharing: given the stochastic discount factor Θit+1 =
CitP

C
it

Cit+1PCit+1
,

e∆ψit+1Θit+1
Ei0t+1

Ei0t
= e∆ψ0t+1Θ0t+1. (A7)

8. Country’s budget constraint is a side equation under complete markets. The net export expressed
in dollar terms is

NXit =

∫ 1

0

∫ 1

0

{
γe(1−γ)ξjtE0jtPijt (ω)h

(
DjtPijt (ω)

Pjt

)
(CTjt +Xjt +GTjt)

− γe(1−γ)ξitE0itPjit (ω)h

(
DitPjit (ω)

Pit

)
(CT it +Xit +GT it)

}
dωdj.

(A8)
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9. Monetary policy:
Mit = PC

it Cit. (A9)

A.2.2 Symmetric steady state and log-linearization

Consider symmetric steady state with zero net foreign asset positions, no government spendings and
all shocks equal zero:

aNi = aT i = wi = ξi = ψi = 0.

I assume that production subsidy eliminates monopolistic distortion τ = 1
θ
. This assumption has no

e�ect on the �rst-order approximation of the equilibrium system discussed below, but is important for
the welfare analysis. The symmetry implies that bilateral exchange rate between any countries is one,
Eij = 1, and therefore, the prices for all products equal one as well:

Pi = Pii = Pji = PN
i = PC

i = 1.

Steady-state consumption can then be found from labor supply condition: Ci = 1. Combining market
clearing in non-tradable and tradable sectors

YNi = CNi = (1− η)Ci

Yi = CT i +Xi = ηCi + φYi,

one can solve for steady state level of labor and output: Li = 1, YNi = 1− η, and Yi = η
1−φ .

I next log-linearize the equilibrium system around the symmetric steady state. It is convenient to
split the system into four blocks — prices, quantities, dynamic equations and currency choice, and solve
them recursively. The time index is suppressed in static blocks to simplify the notation. Small letters
denote log-deviations from the steady state, while small letters without subscript i denote the global
averages, i.e. x ≡

∫ 1

0
xidi. I decompose bilateral exchange rates into country-speci�c components:

eijt = eit − ejt. Such decomposition is non-unique: intuitively, in a world with N countries, there are
onlyN−1 independent bilateral exchange rates. I therefore normalize the average exchange rate across
countries to zero, i.e.

∫ 1

n
eitdi = 0. The country-speci�c exchange rate eit can then be interpreted as an

average of bilateral exchange rates against other countries.

A.2.3 Prices

The price index for non-tradable goods and consumer price index are

pNi = λ (wi − aNi) ,

pCi = ηpi + (1− η) pNi . (A10)
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The price block in tradable sector includes marginal costs of production

mci = φpi + (1− φ)wi − ai, (A11)

the optimal static price
p̃ji = (1− α) (mcj + ei − ej) + αpi, (A12)

the price indices

pIi =

∫ 1

0

pjidj,

pi = (1− γ) pii + γpIi ,

pji = λp̃ji + (1− λ)
(
ei − ekji

)
,

(A13)

where kji denotes the currency choice of exporters from country j to i. For future use, de�ne also the
export price index as

pEi =

∫ 1

0

pijdj, (A14)

Assume that domestic �rms set prices in local currency and invoicing is symmetric across countries.
Combine next equations (A11)-(A13) to solve for pi:

pi = χei − χ0e0 + χmmi + χm̄m− χaai − χāa, (A15)

where µP and µD are dummy variables for exporters choosing respectively PCP and DCP and

χ =
γ
[
λ (1− α) + (1− λ)

(
µP + µD

)]
1− λ (α + (1− γ) (1− α)φ)

,

χ0 =
γ

1− λ (α + (1− γ) (1− α)φ)

[
λ (1− α)n+ (1− λ)

(
nµP + µD

)
+
λ (1− λ) (1− α) γφµD (1− n)

1− λ (α + (1− α)φ)

]
,

χm =
λ (1− γ) (1− α) (1− φ)

1− λ (α + (1− γ) (1− α)φ)
,

χm̄ =
λγ (1− α) (1− λα) (1− φ)

[1− λ (α + (1− γ) (1− α)φ)] [1− λ (α + (1− α)φ)]
,

χa =
λ (1− γ) (1− α)

1− λ (α + (1− γ) (1− α)φ)
,

χā =
λγ (1− α) (1− λα)

[1− λ (α + (1− γ) (1− α)φ)] [1− λ (α + (1− α)φ)]
.

(A16)

Integrate across countries to obtain the global price index

p = (χn− χ0)e0 + (χm + χm̄)m− (χa + χā)a, (A17)
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Finally, solve for import price index

pIi =−
[
λ [(1− α) (1− φχ)n+ ((1− α)φ+ α)χ0] + (1− λ)

(
nµP + µD

) ]
e0

+
[
λ (1− α + αχ) + (1− λ)

(
µP + µD

) ]
ei

+ λαχmmi + λ [(1− α) (1− φ+ φχm) + ((1− α)φ+ α)χm̄]m

− λαχaai − λ [(1− α)(φχa + 1) + χā(α + (1− α)φ)] a

(A18)

and export price index

pEi =
[
λ [(1− α + αχ)n− ((1− α)φ+ α)χ0] + (1− λ)

(
nµP − (1− n)µD

) ]
e0

−
[
λ (1− α) (1− φχ) + (1− λ)µP

]
ei

+ λ (1− α) (1− φ+ φχm)mi + λ [αχm + ((1− α)φ+ α)χm̄]m

− λ(1− α)(φχa + 1)ai − λ [((1− α)φ+ α)χā + αχa] a

(A19)

A.2.4 Quantities

The market clearing conditions for labor and goods allow to express consumption, labor and output as
functions of prices and shocks. The labor supply together with the money rule imply

ci = wi − pCi = mi − pCi . (A20)

Substitute �nal demand for tradables

cT i = pCi − pi + ci + gi (A21)

and intermediate demand for tradables

xi = mci + yi − pi (A22)

into the market clearing condition

yi = (1− γ) yii + γyEi ,

yEi =

∫ 1

0

yijdj,

yii = −γξi − θ (pii − pi) + (1− φ) cT i + φxi,

yij = (1− γ) ξj − θ (pij − pj) + (1− φ) cTj + φxj.

(A23)
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Integrate across countries, use equation (A20) for consumption as well as equations (A11) and (A10)
from the price block to solve for global production of tradable goods:

y = (1 + φ) (w − p) + g − φ

1− φ
a. (A24)

Substitute this expression back into the market clearing condition of a given country to solve for output:

yi =
γθ

1− (1− γ)φ

[(
pIi − pEi

)
− (pi − p)

]
+

(1− γ) (1− φ2)

1− (1− γ)φ
(wi − pi) +

γ (1 + φ)

1− (1− γ)φ
(w − p)

− γ (1− γ)

1− (1− γ)φ
(ξi − ξ) +

(1− γ) (1− φ)

1− (1− γ)φ
gi +

γ

1− (1− γ)φ
g

(A25)

The total labor demand of tradable and non-tradable sectors is

li = ηlT i + (1− η) lNi

lT i = mci + yi − wi
lNi = yNi − aNi,

where market clearing for non-tradable goods implies

yNi = cNi = pCi − pNi + ci + gi. (A26)

Combine these equations together with tradable output (A25) to solve for labor:

li = (1− η) (pCi − (1− η)pNi )− (1− η) ηpi. (A27)

The aggregate imports and exports of country i are

imi = pIi + yIi , exi = pEi + yEi ,

where volume of imports is yIi =
∫ 1

0
yjidj. Use expressions for output (A25), consumption (A20) and

bilateral trade �ows (A23) to solve for exports

yEi = −θ
(
pEi − p

)
+ (1− η)

(
pN − p

)
+ φ (m− p) +

(
m− pC

)
+ g + (1− γ) ξ − φ

1− φ
a (A28)

and imports

yIi =
1− φ

1− (1− γ)φ

{
− θ

(
pIi − pi

)
+ (1− η)

(
pNi − pi

)
+ φ (mi − pi) +

(
mi − pCi

)
+ gi + (1− γ) ξi −

φ

1− φ
ai

}
+

γφ

1− (1− γ)φ
yEi .

(A29)
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The linearized equation for net exports is

nxi = exi − imi + (ei − ne0) .

Substitute in expressions for exports (A28) and imports (A29) to get

nxi = (ei − ne0)− (pi − p) +

[
(1− φ) θ

1− (1− γ)φ
− 1

] [(
pIi − pi

)
−
(
pEi − p

)]
− (1− φ)

1− (1− γ)φ

{
φ [(mi −m)− (pi − p)] + (1− η)

[(
pNi − pN

)
− (pi − p)

]
+
[
(mi −m)−

(
pCi − pC

)] }
− (1− φ) (1− γ)

1− (1− γ)φ
(ξi − ξ)−

(1− φ)

1− (1− γ)φ
(gi − g) +

φ

1− (1− γ)φ
(ai − a) .

(A30)

A.2.5 Equilibrium exchange rates

There are two types of dynamic equations in the model that pin down equilibrium exchange rates —
the Euler equations and countries’ budget constraints. I show in this section that results from Lemma 2
can be derived for both complete and incomplete asset markets. In all cases, exchange rate shocks are
uncorrelated corr(ei, ej) = 0 for ∀i 6= j and the relative volatility of exchange rates depends only on
volatility of exogenous shocks V(e0)

V(ei)
= ρ for ∀i ∈ (n, 1].

Proof of Lemma 2 When asset markets are complete, the risk-sharing condition (A7) implies

eit − e0t = (cit − c0t) +
(
pCit − pC0t

)
+ (ψit − ψ0t) .

Substitute in expressions for consumption (A20) to obtain

eit − e0t = (mit −m0t) + (ψit − ψ0t) .

Integrate the risk-sharing condition across countries from n to 1, apply the law of large numbers for
uncorrelated shocks and use normalization of exchange rates to get e0t = m̃0t + ψ̃0t, where s̃it denotes
the country-speci�c component of shock sit. Substitute this condition back into the previous expression
to get for any i ∈ [0, 1]

eit = m̃it + ψ̃it. (A31)

Thus, the second moments of exchange rates are independent from �rms’ currency choice. �

Proposition A1 (Exchange rates under incomplete markets) Suppose that the only internationally
traded asset is a risk-free nominal bond denominated in arbitrary currency and that all shocks are inte-
grated of the �rst order. Assume either (i) β → 1, or (ii) all exporters in the world use either PCP, LCP or
DCP. Then the second moments of exchange rates are independent from �rms’ currency choice.
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Proof Assume that the internationally traded bond pays in dollars, which is without loss of generality
under the �rst-order approximation used to solve the model. The risk-sharing condition

Et
{
e∆ψit+1Θit+1

Ei0t+1

Ei0t
− e∆ψ0t+1Θ0t+1

}
= 0

can be log-linearized to get the UIP condition with the risk premium ςit ≡ Et∆ψit+1:

Et [∆eit+1 −∆e0t+1] = Et
[
(∆cit+1 −∆c0t+1) +

(
∆pCit+1 −∆pC0t+1

)]
− (ςit − ς0t) .

Integrate across countries from n to 1, apply the law of large numbers for uncorrelated shocks and use
the normalization of exchange rates to get for any i ∈ [0, 1]

Et∆eit+1 = Et∆m̃it+1 − ς̃it. (A32)

As explained in Itskhoki and Mukhin (2017), this condition determines future changes in the ex-
change rate, while its level is pinned down by the intertemporal budget constraint

∞∑
τ=0

βτNXit+τ = 0.

Rewrite it in log-linear form:
∞∑
t=0

βtnxit = 0

This can be decomposed into net export in the �rst period with sticky prices and in all other periods
when prices are �exible:

∞∑
t=1

βtnxit + nxi0 = 0.

Expression (A30) together with price indices implies that under �exible prices the net export of country
i can be written as

nxfpit = ke (eit − ne0t) + ks (sit − ns0t) ,

where sit is the vector of shocks and (ke, ks) is a vector of constants independent from �rms’ currency
choice. Combining the last two expressions, one obtains

∞∑
t=1

βt [ke (eit − ne0t) + ks (sit − ns0t)] + nxi0 = 0.

Integrate across countries from n to 1, apply the law of large numbers and use the exchange rate
normalization:

∞∑
t=1

βt [keeit + kss̃it] + n̂xi0 = 0,
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where n̂xi0 ≡ nxi0 −
∫ 1

n
nxi0di. Rewrite the last equation in terms of initial values and growth rates

∞∑
t=1

βt

[
keei0 + kss̃i0 +

t∑
τ=1

(ke∆eiτ + ks∆s̃iτ )

]
+ n̂xi0 = 0,

change the order of summation and substitute in the UIP condition (A32):

β (keei0 + kss̃i0) + βE0

∞∑
t=0

βt
[
ke∆m̃it+1 − ke∆ψ̃it+1 + ks∆s̃it+1

]
+ (1− β) n̂xi0 = 0.

Assume that all shocks are integrated of the �rst order and take the limit β → 1 using the fact that
coe�cients (ke, ks) do not depend on β:

eit = −ks
ke
s̃it − Et

∞∑
τ=0

[
∆m̃it+τ+1 − ς̃it+τ +

ks
ke

∆s̃it+τ+1

]
.

Since invoicing decisions of exporters have no e�ect on the coe�cients in this expression, the (condi-
tional) second moments of exchange rates are independent from �rms’ currency choice.

Alternatively, consider the case with symmetric invoicing across all countries. From (A15)-(A19), it
follows that pi − p and pIi − pEi are proportional to χ(ei − ne0) and[

λ ((1− α) (2− φχ) + αχ) + (1− λ)
(
2µP + µD

) ]
(ei − ne0)

respectively. The expression for net exports (A30) implies then that the elasticity of nxi with respect
to ei − ne0 is the same for all countries. Since both the budget constraint and the UIP condition are
the same for all countries, the elasticity of equilibrium exchange rates wrt (local) exogenous shocks is
equal across countries as well. �

A.3 Currency choice
A.3.1 Dollar pricing

Proof of Lemma 1 Suppress country indices and take the second-order approximation of the pro�t
function at price p around the state-dependent optimal price p̃ji:

Π (p) = Π (p̃ji) + Πp (p̃ji) (p− p̃ji) +
1

2
Πpp (p̃ji) (p− p̃ji)2 +O (p− p̃ji)3 ,

The �rst term on the right hand side does not depend on currency of invoicing. From the �rst-order con-
dition for optimal price, Πp (p̃ji) = 0. Finally, to the zero-order approximation, Πpp (p̃ji) = Π̄pp (¯̃pji) <

0, where Π̄pp (0) denotes the derivative in the deterministic steady state and ¯̃pji is the corresponding
optimal price. Therefore, to the second-order approximation, the currency choice problem is equiv-
alent to minimizing E (p− p̃ji)2. Note that only the �rst-order approximation is required for p and
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p̃ji. In particular, the optimal preset price in currency k is p̄kji = E (p̃ji − eik), so that ex post price is
p = p̄kji + eik. Substitute this expression into the objective function to write the currency problem as

min
k

V (p̃ji + eki)
2 , (A33)

which completes the proof of the lemma. �

Combining equations (A11)-(A13) and suppressing monetary and productivity shocks, we get the
optimal price expressed in terms of currency k:

p̃ji + eki = ek − (1− α)(1− φχ)ej − α(1− χ)ei − (α + (1− α)φ)χ0e0. (A34)

It is easy to verify that the aggregate pass-through coe�cients (A16) are positive and no greater than
one, i.e. 0 ≤ χ, χ0 ≤ 1. It follows that the coe�cients before ej , ei and e0 are between 0 and 1 as well.
Since exchange rates ei are uncorrelated across countries, a �rm is more likely to choose the currency
with the higher weight in (A34). This result underlies the comparative statics analysis below.

Proof of Lemma 3 When α = φ = 0, we get p̃ji+eki = ek−ej and the minimum volatility is attained
by setting k = j, i.e. exporters choose PCP. �

Proof of Lemma 4 Expression (A16) implies that in the autarky limit γ → 0, the pass-through coe�-
cients are χ, χ0 → 0. Thus, p̃ji + eki → ek − (1 − α)ej − αei and V (p̃ji + eki)

2 is equal 2α2σ2
e under

PCP, 2(1 − α)2σ2
e under LCP and (ρ + α2 + (1 − α)2)σ2

e under DCP. Hence, exporters choose k = j

when α ≤ 0.5 and k = i when α ≥ 0.5. �

Proof of Proposition 1 Consider for example the limit γ, α→ 1, so that χ→ µP +µD, χ0 → µD and
p̃ji + eki → ek − (1 − χ)ei − χ0e0. Conjecture that other �rms choose DCP, so that µD = 1. Hence,
p̃ji + eki → ek − e0 and the �rm �nds it optimal to choose k = 0. The DCP equilibrium can therefore
be sustained in the neighbourhood of γ = α = 1 when prices are sticky.

Note that both χ and χ0 are increasing in γ and φ. In addition, given χ and χ0, the coe�cient before
ej is decreasing in φ, while the coe�cient before e0 is increasing in φ. It follows that higher γ and φ
decrease the weights of ej and ei and increase the weight of e0 in (A34), which makes PCP and LCP
less likely and raises the chances of DCP. The e�ect of α, on the other hand, is not monotonic. �

Lemma A1 In the �exible-price limit λ → 1, the equilibrium exists and is generically unique. The in-
voicing is symmetric across small countries.

Proof In the �exible-price limit λ → 1, the pass-through coe�cients from (A16) converge to χ →
γ

1−(1−γ)φ
and χ0 → γn

1−(1−γ)φ
and do not depend on invoicing decisions of �rms. The currency choice
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problem (A33)-(A34) then has a unique solution except for some borderline values of parameters. Fi-
nally, since coe�cients before exchange rates are the same for exporters from all small economies and
the volatility of exchange rates is also the same, the equilibrium invoicing is symmetric across them. �

Proof of Proposition 5 When n = 0, the desired price of exporters is

p̃ji + eki = ek −
1− φ

1− (1− γ)φ

[
(1− α)ej + α(1− γ)ei

]
. (A35)

Since volatility of all exchange rates is the same when ρ = 1, the exporter chooses between producer
and local currency based on their weights in (A35): k = j when 1 − α ≥ α(1 − γ) ⇔ α ≤ 1

2−γ and
k = i otherwise. �

Proof of Proposition 3 For simplicity, rewrite expression (A35) as p̃ji + eki = ek − aej − bei. The
volatility (A33) under DCP is then (ρ + a2 + b2)σ2

e . Since ρ does not a�ect volatility under PCP and
LCP, lower values of ρ unambiguously increase the chances of DCP. Note that in the limit φ → 1, we
have a = b = 0 and under ρ < 1 DCP strictly dominates both PCP and LCP. �

Proof of Proposition 4 The desired price in the �exible-price limit with n > 0 is

p̃ji + eki = ek −
1− φ

1− (1− γ)φ

[
(1− α)ej + α(1− γ)ei

]
− γ(α + (1− α)φ)

1− (1− γ)φ
ne0.

As long as n > 0, choosing k = 0 is optimal for example in the limit φ → 1. Moreover, keeping the
values of other parameters �xed, higher n increases the relative weight of e0 in the optimal price, and
therefore makes DCP more likely. �

The proof of Proposition 2 requires a few additional lemmas. When n = 0 and ρ = 1, the currency
choice of exporters is based on the following inequalities:

PCP � LCP ⇔ (1− α)φχ+ α (2− χ) < 1, (A36a)

PCP � DCP ⇔ (1− α)φ (χ+ χ0) + α (1 + χ0) < 1, (A36b)

DCP � LCP ⇔ (1− α) (1− φχ0) + α [2− (χ+ χ0)] < 1. (A36c)

where� stays for “prefered to”. I useχX andχX0 to denote the values of the corresponding pass-through
coe�cients in (A16) under symmetric invoicing X.

Lemma A2 If DCP is prefered to PCP (LCP) under PCP (LCP) price index, then this ordering holds under
DCP price index as well. Symmetrically, if PCP (LCP) dominates DCP under DCP price index, then this
ordering holds under PCP (LCP) price index as well.
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Proof Since condition (A36b) gets tighter with χ and χ0, and χP = χD, χP0 < χD0 , the relation
DCP � PCP under χP and χP0 implies the same ordering under χD and χD0 . Since condition (A36c)
is relaxed by higher χ and χ0 and χL < χD, χL0 < χD0 , the relationDCP � LCP for χL and χL0 implies
the same ordering for χD and χL0 . �

Lemma A3 It is impossible that for given parameter values, an exporter (i) chooses PCP when all others
choose LCP, and (ii) chooses LCP when all others choose PCP.

Proof Suppose that was the case. Then from (A36a) 1−φχP
2−χP (1+φ)

< α < 1−φχL
2−χL(1+φ)

. But this requires
χL > χP , which can not be the case. �

Lemma A4 Consider a pure-strategy NE with a choice only between PCP and LCP. If the symmetric LCP
equilibrium does not exist, the only possible pure-strategy NE is the symmetric PCP.

Proof Pure-strategy equilibria can be parametrized by cdf F (·) for µPi ∈ [0, 1] across countries. PCP
is chosen by exporter from country j to country i i�

(1− α)φχj + α (2− χi) < 1 ⇒ µj < a+ bµi

for some positive constants a and b. Integrating across importers, we then derive the equilibrium
condition: µi =

∫
j

I {µj < a+ bµi} dj, or equivalently

1∫
0

I {z < a+ bx} dF (z) = F (a+ bx) = x

for any x with positive density. Suppose next that symmetric LCP equilibrium does not exist, i.e.
F (a) = 0 is unattainable. This is possible only if a > 1. But then for any x > 0 with positive
density we have x = F (a+ bx) ≥ F (a) = 1, i.e. symmetric PCP is the only PSE. �

Proof of Proposition 2 (1) Suppose there are no symmetric equilibria for some combination of pa-
rameters. Note that since χP = χD, it follows from (A36a) that the preferences between PCP and LCP
should be the same under PCP and DCP price indices. First, suppose that PCP � LCP under DCP
and PCP. Since there is no PCP equilibrium, we must have DCP � PCP under PCP price index.
But by Lemma A2, we have DCP � PCP under DCP price index as well and hence, DCP equilib-
rium exists. Second, suppose that LCP � PCP under DCP and PCP. Then from Lemma A3, we have
LCP � PCP under LCP price index. Non-existence of LCP equilibrium requires then DCP � LCP

under LCP price index. By Lemma A2, DCP � LCP under DCP price index as well and hence, we
obtain DCP equilibrium. In both cases we arrive to contradiction.

(2) First, suppose that DCP is a unique symmetric equilibrium. Then DCP � LCP under LCP
and DCP � PCP under PCP price index. Since χi and χi0 can get only higher as one deviates from
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symmetric LCP, constraint (A36c) implies that DCP dominates LCP in any PSNE. But then χi stays
the same and χi0 can only increase relative to symmetric PCP and constraint (A36b) implies that DCP
dominates LCP in any PSNE as well. Second, suppose that LCP is a unique symmetric equilibrium. Since
χi and χi0 can only get lower as one deviates from symmetric DCP, constraint (A36c) implies that LCP
dominates DCP in any PSE as well. The existence of symmetric LCP requires according to constraint
(A36a) that α > 1−φχL

2−χL(1+φ)
> 1

2
. This implies α > (1− α)φ, so that constraint (A36a) relaxes as χi

decreases. Therefore, there can be no PSNE with PCP. Finally, suppose that PCP is a unique symmetric
NE. Since χi and χi0 can get only lower than under symmetric DCP, constraint (A36b) implies that DCP
is dominated by PCP in PSNE. According to Lemma A4, there can also be no PSE with positive measure
of LCP.

(3) Suppose there is market i, in which a positive mass of importers are indi�erent between PCP and
DCP and play mixed strategies. Take an arbitrary small share of �rms pricing in the producer currency
and exogenously switch their invoicing into dollars. The coe�cient χi does not change, while χi0
increases. Condition (A36b) implies that the �rms that were indi�erent now strictly prefer DCP, while
condition (A36c) implies that the share of LCP can only fall. Since �rms (endogenously) switch to dollar
in response to the perturbation, the initial equilibrium is not stable. Note there are no indirect e�ects
coming from other markets: as country i is in�nitely small, the changes in invoicing of its imports
or exports has no impact on other countries. A symmetric argument applies for other types of mixed
equilibria. �

A.3.2 Transition

Proof of Proposition 5 It is convenient to use a slightly di�erent notation than in other sections: two
currency unions have masses n1 and n2 with n ≡ n1 +n2, the relative exchange rate volatility of pound
is ρ ≡ σ2

1

σ2
1+σ2

2
, µki denotes the share of country i imports invoiced in currency k (µ1

i + µ2
i = 1). I also

de�ne pass-through coe�cients as follows: pi = χi0ei − χi1e1 − χi2e2. Vehicle currency 1 dominates
vehicle currency 2 for exporter from j to i i�

(1− α)
cov (φpj + e1 − ej, e1 − e2)

var (e1 − e2)
+ α

cov (pi + e1 − ei, e1 − e2)

var (e1 − e2)
<

1

2
.

Applying this formula for each bilateral trade �ow, we get:

• RoW exports to RoW:

(α + (1− α)φ)χN2 +
[
1−

(
χN1 + χN2

)
(α + (1− α)φ)

]
ρ <

1

2
,
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• RoW exports to currency unions:

(1− α)φχN2 + αχ1
2 +

[
(1− α)

(
1− φχN1 − φχN2

)
+ α

(
χ1

0 − χ1
1 − χ1

2

)]
ρ <

1

2
,

(1− α)φχN2 + α
(
1 + χ2

2 − χ2
0

)
+
[
(1− α)

(
1− φχN1 − φχN2

)
+ α

(
χ2

0 − χ2
1 − χ2

2

)]
ρ <

1

2
,

• Currency union exporting to RoW:

(1− α)φχ1
2 + αχN2 +

[
(1− α)φ

(
χ1

0 − χ1
1 − χ1

2

)
+ α

(
1− χN1 − χN2

)]
ρ <

1

2
,

(1− α)
(
1 + φχ2

2 − φχ2
0

)
+ αχN2 +

[
(1− α)φ

(
χ2

0 − χ2
1 − χ2

2

)
+ α

(
1− χN1 − χN2

)]
ρ <

1

2
,

• One currency union exporting to the other:

(1− α)φχ1
2 + α

(
1 + χ2

2 − χ2
0

)
+
[
(1− α)φ

(
χ1

0 − χ1
1 − χ1

2

)
+ α

(
χ2

0 − χ2
1 − χ2

2

)]
ρ <

1

2
,

(1− α)
(
1 + φχ2

2 − φχ2
0

)
+ αχ1

2 +
[
(1− α)φ

(
χ2

0 − χ2
1 − χ2

2

)
+ α

(
χ1

0 − χ1
1 − χ1

2

)]
ρ <

1

2
.

(1) Parameter ρ is present only in the currency choice (CC) block (not in price index):

(1− α)

[
φχj2 +

(
1− φχj1 − φχ

j
2

)
ρ−

(
1− φχj0

) cov (ej, e1 − e2)

var (e1 − e2)

]
+α

[
χi2 +

(
1− χi1 − χi2

)
ρ−

(
1− χi0

) cov (ei, e1 − e2)

var (e1 − e2)

]
<

1

2
.

The derivative of each term with respect to ρ is clearly positive for all countries except for country 1,
for which it is proportional to χ1

0 − χ1
1 − χ1

2. This term, however, is non-negative as well:

γλ (1− α) (1− n)

[
λ (1− α) (1− φ) + (1− λ) (1− γφ)

1− λ (α + (1− α)φ)

]
.

Thus, as ρ goes up, all constraints become more binding and everything else equal, can only decrease the
use of the pound. Hence, µ1

i falls and µ2
i rises, which leaves χi0 una�ected, decreases χi1 and increases

χi2. This tightens the constraint for currency 1 even further in a monotonic way.
Consider next an increase in n2, assuming that n1 + n2 remains unchanged. Country sizes ni are

present only in price indices, but not directly in the currency choice inequalities. The second part of
the proposition (proven below) implies that the share of dollar denominated imports from RoW to the
�rst country is not smaller than the one to the second country. From the inequalities for the trade
�ows between the currency unions we get µ1

1 − µ1
2 ≥ n1 − n1 = 0. This inequality ensures that for a

given currency choice, χi1 is monotonic in n1 and χi2 is monotonic in n2. This implies χi1 decreases and
χi2 increases in n2. The currency choice inequalities then tighten with n2. The argument from above
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(a) Changes in volatility
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(b) Bounds on transition path
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Figure A2: Transition from pound to dollar

Note: �gure (a) shows transition from the pound to the dollar as the relative volatility of shocks in the U.K. goes up, while
�gure (b) shows lower and upper bounds of transition paths driven by changes in relative sizes of the economies. The
parameter values are: γ = 0.6, α = 0.5, φ = 0.5, λ = 0.5 and nUS = nUK = 0.25.

shows that endogenous change in invoicing patterns ampli�es the fall in the global share of the pound.
(2) Consider an increase in n2, which leaves n unchanged. First, note that price index for any

country consists of three terms:

pi ∝ λγ (1− α)φ

∫
j

pjdj + λγ (1− α)

∫
(ei − ej) dj + (1− λ) γ

[
ei − µ1

i e1 − µ2
i e2

]
The �rst term is the same for all countries, while the second one does not depend on currency of invoic-
ing. The last term, however, implies that in the initial equilibrium with all global trade denominated
in currency 1, µ2

i is positive only for i = 2. Therefore, χj2 is higher and χj1 is lower for country 2. The
currency choice inequalities from above imply then T (b) ≤ T (c), T (e) ≤ T (f) and T (a) ≤ T (c),
T (d) ≤ T (g). This in turn implies χ2

2 ≥ χj2 for any j, which con�rms that the previous inequalities
hold and the ordering of switches is correct. The symmetric argument can be made for country 1 with
higher χj1 and lower χj2 implying T (c) ≤ T (f), T (b) ≤ T (e) and T (c) ≤ T (g), T (a) ≤ T (d). The
comparative statics for ρ can be made in the similar way: the derivative of the LHS of currency choice
inequality with respect to ρ is the same for all countries, so that only levels of χjk matter. �

A.3.3 Extensions

Proposition A2 In a model with exogenous monetary shocks {mi},
1. if λ→ 1, ρ < 1, DCP is the only possible equilibrium in the limit σ2

m →∞,
2. if n = 0, a proportional increase in volatility of {mi} in all countries expends the DCP region.
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Proof Substitute the aggregate price index (A15) into the desired price (A34) to obtain

p̃ji + eki = ek − (1− α) [(1− φχ) ej − (1− φ+ φχm)mj]

− α [(1− χ) ei − χmmi]− (α + (1− α)φ) (χ0e0 − χm̄nm0) .

Consider �rst the limiting case when monetary shocks dominate any other shocks in the economy, and
according to (A31) and (A.2.5), equilibrium exchange rate is ei ≈ mi. This implies

p̃ji + eki = ek − (1− α)φ (1− χ− χm) ej − α (1− χ− χm) ei − (α + (1− α)φ) (χ0 − χm̄n) e0,

where

1− χ− χm =
(1− λ)

(
1− γ

(
µP + µD

))
1− λ (α + (1− γ) (1− α)φ)

≥ 0,

χ0 − χm̄n =
γ (1− λ)

1− λ (α + (1− γ) (1− α)φ)

[(
nµP + µD

)
+
λ (1− α)φ

[
n+ γ (1− n)µD

]
1− λ (α + (1− α)φ)

]
≥ 0.

In the �exible price limit λ → 1, both coe�cients converge to zero and p̃ji + eki = ek. While �rms
are indi�erent between all currencies when ρ = 1, an arbitrary small volatility advantage is su�cient
to guarantee that DCP is the only equilibrium for any values of other parameters. More generally,
cov (mi, ei) > 0, so that higher volatility of monetary shocks decreases the e�ective weight of producer
and local currencies in the optimal price and makes exporters more willing to choose DCP. �

De�ne the global currency pricing (GCP) equilibrium as the one in which all �rms in the world
(including domestic ones) use dollars for invoicing. In contrast, in DCP equilibrium only exporters
price in dollars, while domestic �rms use local currency.

Proposition A3 Assume that domestic �rms optimally choose the currency of invoicing and n = 0. Then

1. in the �exible price limit λ → 1, the region of GCP is the subset of DCP, is non-empty as long as
ρ < 1 and is increasing in γ, φ and α,

2. in the limit of fully rigid prices λ→ 0, the region of DCP is a subset of GCP.

Proof As before, the import price index is

pIi = λ [(1− α) (φp+ ei) + αpi] + (1− λ)
[(
µP + µD

)
ei − µDe0

]
.

Denote the currency choice of domestic �rms with µ̂. Note that PCP and LCP coincide for domestic
�rms and therefore it is su�cient to focus on µ̂D. The price indices are therefore

pDi = λ [(1− α)φ+ α] pi + (1− λ) µ̂D (ei − e0) ,
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pi =
γλ (1− α) + γ (1− λ)

(
µP + µD

)
+ (1− γ) (1− λ) µ̂D

1− λ (α + (1− α) (1− γ)φ)
ei −

(1− λ)
[
γµD + (1− γ) µ̂D

]
1− λ (α + (1− α)φ)

e0.

In the �exible price limit, the currency of invoicing of both exporters and domestic �rms has no
e�ect on equilibrium prices, so that the currency choice of exporters remain the same as in the baseline
model. The volatility of the optimal price of local �rms expressed in domestic currency and dollars is

V PCP/LCP =

[
1− (1− φ) (1− γα)

1− (1− γ)φ

]2

, V DCP = ρ+

[
(1− φ) (1− γα)

1− (1− γ)φ

]2

.

It follows that local �rms choose DCP if 2 (1−φ)(1−γα)
1−(1−γ)φ

< 1− ρ, which is more likely when ρ is low and
γ, φ and α are high.

Consider next the case with λ = 0. Assuming that exporters choose DCP, the volatility of the
optimal price of local �rms in di�erent currencies is

V PCP/LCP = [1− (1− α) (1− φχ)− α (1− χ)]2 + (α + (1− α)φ)2 χ2
0ρ,

V DCP = [(1− α) (1− φχ) + α (1− χ)]2 + [1− (α + (1− α)φ)χ0]2 ρ.

The GCP equilibrium exists if α + (1− α)φ > 1
2
, which is always satis�ed for α > 0.5 or φ > 0.5. At

the same time, DCP equilibrium requires

(1− α) γφ+ α (1 + ργ) >
1 + ρ

2
,

(1− α) (1− γφ) ρ+ α (1− γ) (1 + ρ) <
1 + ρ

2
.

I next argue that the last two conditions imply that α + (1− α)φ > 1
2

is satis�ed as well. Prove by
contradiction. Condition for GCP does not depend on γ, while conditions for DCP relax as γ becomes
larger. Therefore, take γ = 1

(1− α)φ >

(
1

2
− α

)
(1 + ρ) ,

(1− α)φ >

(
1

2
− α

)
− 1

2ρ
.

If α > 0.5, the GCP equilibrium exists and we arrive to contradiction. If α < 0.5, then conditions are
relaxed for ρ = 1

(1− α)φ > (1− 2α) ,

(1− α)φ > −α.

The second condition is always satis�ed, while the �rst one implies α + (1− α)φ > 1 − α > 0.5, so
GCP equilibrium exists and we again arrive to contradiction. �
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A.4 Invoicing in terms of currency baskets

This section extends the baseline model by allowing �rms to set prices in terms of an arbitrary basket
of currencies, e.g. Apple sells iPhone 7 in Germany for 500 dollars plus 300 euros plus 200 Swiss francs.
Importantly, this is not the same as using lotteries (mixed strategies) when choosing the currency of
invoicing since the (ex-post) pass-through of exchange rate shocks is either zero or one in this case.
Another wrong interpretation is that a �rm sells some fraction of its products in one currency and
some fraction in another currency. If this is the same product, customers will only buy with the lowest
ex-post price. If the products are di�erent, the �rm will have suboptimal pricing for each of them.

Lemma A5 Suppose that prices are set in terms of basket of arbitrary currencies. Then exporters can
achieve the optimal pass-through of exchange rate shocks in every state of the world.

Proof It is su�cient to check that the sum of exchange rate weights in the optimal price is one.
Since bilateral exchange rates remain unchanged if all {ei} increase by the same constant, the sum of
exchange rate weights in pi is zero and the sum of weights in p̃ji + eki is one. �

Thus, even if prices of �rms are fully rigid, exporters can construct such invoicing baskets that their
prices will move optimally with exchange rates. While this is a strong result, it is important to realize
what it does not say:

• While the weights of all exchange rates are positive in the baseline model, in a more general
environment, they might be negative. From an economic perspective, this means that �rms are
allowed to make transfers to the customers, e.g. a client pays 1200 dollars for the good and gets
back 200 euros as a discount.

• While the pass-through of exchange rates into prices is optimal, the pass-through of other shocks
is not. In particular, the pass-through is zero for idiosyncratic productivity shocks and even for
the aggregate shocks as long as they are uncorrelated with movements in exchange rates.

• As long as domestic �rms are obliged to set prices in local currency, the prices of importers are
di�erent from the ones under �exible prices.

Proposition A4 Assume mi = aT i = 0, domestic �rms set prices in local currency, while exporters can
use arbitrary baskets of currencies for invoicing. Then

1. equilibrium is always unique,

2. the share of the dollar in international trade cannot be higher than n,

3. relative dollar volatility ρ has no e�ect on dollar use in international trade,

4. high price rigidity 1− λ decreases the use of the dollar and stimulates LCP,

5. the share of the dollar increases in γ and φ and might be not monotone in α.
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Figure A3: Dollar share in trade

Note: the �gure shows the share of dollars in trade between non-U.S. countries when exporters can use arbitrary baskets
of currencies. Parameter values: ρ = 0.5, φ = 0.5, λ = 0.5, n = 0.5.

Proof The importers enjoy the optimal state contingent prices:

pi =
γ (1− α)

1− γα− λ (1− γ) (α + (1− α)φ)
(ei − ne0) .

All results except for the second one follow immediately from expressions for pi and p̃ji. Let s̄i denote
the share of local currency in the optimal basket of exporters. Since χ ≤ 1 and χ0 = nχ ≤ n, the dollar
share in trade between third countries is [α + (1− α)φ]χ0 ≤ n and the dollar share in international
trade is

1

1− n2

[
(1− n)2 s̄0 + n (1− n) (s̄i + s̄0) + n (1− n) (s̄j + s̄0)

]
≤ n.

�

The intuition for results 1 and 3 is straightforward: the optimal share of the dollar depends on
the fraction of suppliers and competitors from the U.S., which cannot be higher than n (see Figure A3).
Thus, the model with complete basket cannot match empirical fact that the share of DCP is much higher
than the share of the U.S. in international trade. In addition, the model predicts that the relative volatility
of dollar ρ plays no role because it has zero e�ect on the optimal pass-through of exchange rate shocks.
Also, in contrast to the baseline model, higher price rigidity actually reduces the international use of
the dollar. This is because lower frequency of price adjustment has a direct e�ect only on domestic
producers, while the e�ect on importers is indirect and decreases the pass-through of exchange rate
shocks. Finally, the comparative statics with respect to import share γ and intermediate share φ remains
the same as in the baseline model since their main e�ect comes from the weights of currencies in the
optimal basket.
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A.5 Alternative models of sticky prices
A.5.1 Calvo pricing

This section shows that the main results about currency choice from Section 3 hold under staggered
pricing. As before, I abstract from monetary and productivity shocks. In addition, to simplify the
analysis, the exchange rates are assumed to follow random walk, which requires that the process for
ψit is also a random walk.

Assume that prices of all �rms are set a la Calvo with the probability of adjustment 1 − λ (note
the di�erence in notation from the baseline model). Start with exporter from country j to country i.
Since exchange rates follow random walk, the �rst order approximation to the adjusted price does not
depend on the currency of invoicing (see Gopinath, Itskhoki, and Rigobon 2010) and can be written in
destination currency as

p̂jit = (1− βλ) p̃jit + βλEtp̂jit+1,

where the optimal static price p̃jit is the same as in the baseline model. The import price index from j

to i aggregates across adjusting and non-adjusting �rms

pjit = (1− λ) p̂jit + λ
(
pjit−1 + µP∆eijt + µD∆ei0t

)
.

The standard manipulations lead to the NKPC:

πit =
(1− βλ) (1− λ)

λ
(p̃it − pit) + βEtπit+1 + γ

[
µP (∆eit − n∆e0t) + µD (∆eit −∆e0t)

]
,

where p̃it = (1− γ) (1− α)φpit + γ (1− α) (φpt + eit − ne0t) + αpit.
I solve for pit in two steps. First, denote deviations of local variables from global averages with bars:

−βEtp̄it+1 + [1 + β + (1− (1− γ)φ)κ] p̄it − p̄it−1 = κγēit + γ
(
µP + µD

)
∆ēit,

where κ ≡ (1−βλ)(1−λ)(1−α)
λ

and ēit ≡ eit − ne0t. Rewrite it in terms of lag operator L and factorize
applying Vieta’s formula:

−
[
βL−1 − (1 + β + (1− (1− γ)φ)κ) + L

]
= −

(
1− βϕL−1

) (
1− ϕ−1L−1

)
L,

ϕ =
1 + β + ςκ−

√
(1 + β + ςκ)2 − 4β

2β
=

1 + β + ςκ−
√

(1− β + ςκ)2 + 4βκς

2β
> 0,

where ς ≡ 1− (1− γ)φ and ϕ ∈ (0, 1). Substitute solution back into the di�erence equation:

p̄it = ϕp̄it−1 + ϕEt
∞∑
τ=0

(βϕ)τ
{
κγēit+τ + γ

(
µP + µD

)
∆ēit+τ

}
.
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Since exchange rates follow a random walk, we get

p̄it = ϕp̄it−1 +
ϕκ

1− βϕ
γēit + γϕ

(
µP + µD

)
∆ēit.

Second, integrate across countries to get the second-order di�erence equation for global price index:

−βEtpt+1 + [1 + β + (1− φ)κ] pt − pt−1 = −γµD (1− n) ∆e0t.

Using the same steps as above, obtain solution

pt = ϕ̂pt−1 − γϕ̂µD (1− n) ∆e0t,

ϕ̂ =
1 + β + ς̂κ−

√
(1 + β + ς̂κ)2 − 4β

2β
, ς̂ ≡ 1− φ.

Finally, back out dynamics of country i price index from pit = p̄it + pt.
To solve the currency choice problem, consider without loss of generality the case when initial

values of all shocks are zero and the optimal preset prices in any currency is zero as well. The ex post
price in period t conditional on non-adjustment is therefore eikt when currency k is used for invoicing.
The second-order approximation to the currency choice problem of exporter from j to i is

min
k

E0

∞∑
t=0

(βλ)t (p̃jit + ekit)
2 .

Note that the interpretation that a �rm chooses currency k to mimic dynamics of the optimal invoicing
basket is still valid. It also follows that exporters prefer currency k to currency l i�

∞∑
t=0

(βλ)t E0 (p̃jit − eikt)2 <
∞∑
t=0

(βλ)t E0 (p̃jit − eilt)2 .

Following the steps from Gopinath, Itskhoki, and Rigobon (2010), the inequality can be rewritten as

(1− βλ)
∞∑
t=0

(βλ)t
cov

(
p̃kjit,∆ekl0

)
var (∆ekl0)

<
1

2
,

or after substituting the optimal price as

(1− βλ)
∞∑
t=0

(βλ)t
cov [(1− α) (φpjt − ejt) + α (pit − eit) + ekt,∆ekl0]

var (∆ekl0)
<

1

2

To �nd covariance terms, I normalize volatilities of non-dollar exchange rates to one and the volatil-
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ity of dollar to ρ, and use the Yule-Walker equations to estimate the autocovariance function:

cov (p̄it,∆ei0) = ϕcov (p̄it−1,∆ei0) +
ϕγκ

1− βϕ
cov (eit,∆ei0) + γϕ

(
µP + µD

)
cov (∆eit,∆ei0) ,

cov (p̄it,∆e00) = ϕcov (p̄it−1,∆e00)− ϕγκn

1− βϕ
cov (e0t,∆e00)− γϕn

(
µP + µD

)
cov (∆e0t,∆e00) ,

cov (pt,∆e00) = ϕ̂cov (pt−1,∆e00)− γϕ̂µD (1− n) cov (e0t,∆e00) .

The resulting IRFs are

vit ≡ cov (pit,∆ei0) = γϕt+1

[
κ

1− βϕ
+
(
µP + µD

)]
+

1− ϕt

1− ϕ
γϕκ

1− βϕ
,

v0t ≡ cov (pit,∆e00) = −γϕt+1

[
κn

1− βϕ
+ n

(
µP + µD

)]
ρ− 1− ϕt

1− ϕ
γϕκn

1− βϕ
ρ− γϕ̂t+1µD (1− n) ρ,

and zero for all other exchange rates. Three inequalities determine invoicing decisions of �rms:

V PCP < V LCP ⇔ [(1− α)φ− α]
γϕ

1− βλϕ

[
(1− βλ)

(
µP + µD

)
+

κ

1− βϕ

]
< 1− 2α,

V DCP < V PCP ⇔ [αρn+ (1− α)φ (1 + ρn)]
γϕ

1− βλϕ

[
(1− βλ)

(
µP + µD

)
+

κ

1− βϕ

]
+ (α + (1− α)φ)

γϕ̂ (1− βλ)

1− βλϕ̂
ρµD (1− n) >

1

2
(1 + ρ)− α,

V DCP < V LCP ⇔ [α (1 + ρn) + (1− α)φρn]
γϕ

1− βλϕ

[
(1− βλ)

(
µP + µD

)
+

κ

1− βϕ

]
+ (α + (1− α)φ)

γϕ̂ (1− βλ)

1− βλϕ̂
ρµD (1− n) > α− 1

2
(1− ρ) .

Proposition A5 All results about the currency choice from the benchmarkmodel remain true in themodel
with staggered pricing:

1. there can be no DCP equilibrium in the closed economy limit γ → 0,

2. there can be no DCP equilibrium in the limit λ→ 0, n = 0, ρ = 1,

3. the DCP region is increasing in ρ for λ→ 0, n = 0,

4. the DCP region is increasing in n for λ→ 0,

5. the DCP region is non-empty when prices are sticky λ > 0.

Proof

1. In the limit γ → 0, the processes for p̄it and pt have the same AR root, ϕ → ϕ̂ > 0. Therefore,
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the inequalities reduce to

α <
1

2
, α >

1

2
(1 + ρ) , α <

1

2
(1− ρ) .

The last two expressions imply there are no values of α, for which DCP dominates both PCP and
LCP. From the �rst inequality, the equilibrium invoicing is PCP if α < 1

2
and LCP if α > 1

2
.

2. In the limit λ→ 0, we obtain κ→∞, ϕ, ϕ̂→ 0, κϕ→ 1
1−(1−γ)φ

and κϕ̂→ 1
1−φ . Use conditions

n = 0 and ρ = 1 and take the limit in the inequalities:

γ [(1− α)φ− α]

1− (1− γ)φ
< 1− 2α ⇒ (1− 2α + γα) (1− φ) > 0,

γ (1− α)φ

1− (1− γ)φ
> 1− α ⇒ (1− α) (1− φ) < 0,

γα

1− (1− γ)φ
> α ⇒ α (1− γ) (1− φ) < 0.

Thus, both PCP and LCP strictly dominate DCP. The only two points, for which �rms are indif-
ferent between three options are α = γ = 1 and φ = 1 as in the baseline model.

3. Note that κ, ϕ and ϕ̂ do not depend on ρ. Therefore, the derivative of the inequalities for DCP
vs. PCP/LCP wrt ρ is

(α+ (1− α)φ)
γϕn

1− βλϕ

[
(1− βλ)

(
µP + µD

)
+

κ

1− βϕ

]
+(α+ (1− α)φ)

γϕ̂ (1− βλ)

1− βλϕ̂
µD (1− n)−1

2
,

which is always negative for λ→ 1 and n = 0.

4. Note that κ, ϕ and ϕ̂ do not depend on n. Therefore, the derivative of the inequalities for DCP
vs. PCP/LCP wrt n is

(α+ (1− α)φ)
γϕρ

1− βλϕ

[
(1− βλ)µP +

κ

1− βϕ

]
−(α+ (1− α)φ) γρ

[
ϕ̂

1− βλϕ̂
− ϕ

1− βλϕ

]
(1− βλ)µD,

where ϕ̂ > ϕ. The derivative is positive in the �exible price limit.

5. Suppose n = 0 and ρ = 1. Take the limit α, γ → 1, which implies κ → 0, ϕ, ϕ̂ → 1 and show
that DCP equilibrium always exists for µD = 1.

�

A.5.2 Rotemberg pricing

I argue next that the results from the baseline model remain robust under a state-dependent price
adjustment, i.e. to the �rst-order approximation, the same equilibrium arises under Rotemberg pricing.
To simplify the notation, I suppress below the indices of exporters’ origin and destination.
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There are two steps in �rm’s optimization. In the second one, after the shocks are realized, a �rm
decides how much to adjust its prices. Taking the second-order approximation to the (static) pro�t
function with quadratic costs of price adjustment, the problem of the �rm can be written as

min
p

{
ϕ (p− p̃)2 +

(
p− pk0

)2
}
,

where ϕ < 0 is a constant determined at the point of approximation, p̃ is the optimal price in a given
state of the world, pk0 is the value of the preset price, which depends on the currency of invoicing k.
The �rst-order condition implies then that �rms choose a price as a weighted average of the optimal
price and the preset price p = ωp̃+ (1− ω) pk0 , where ω = ϕ

1+ϕ
. Therefore,

p− p̃ = (1− ω)
(
pk0 − p̃

)
, p− pk0 = −ω

(
pk0 − p̃

)
,

and hence, the pro�t function is proportional to
(
pk0 − p̃

)2. The �rst period problem of the �rm is to
choose the currency of invoicing, which to the second-order of approximation is equivalent to

max
k

E Π
(
pk
)
⇔ min

k
E
(
pk0 − p̃

)2
.

Thus, the currency choice problem is isomorphic to the one in the benchmark case.

A.5.3 Menu cost model

The baseline model predictions remain also robust in a model with menu costs. To simplify, I assume as
before that �rms can preset prices each period before the realization of shocks, but can now pay some
�xed menu costs to update prices after the uncertainty is resolved. I use the second-order approximation
to �rm’s pro�t function and the �rst-order approximation for price indices (see appendix in Gopinath
and Itskhoki (2010) for the proof that such approximation is consistent). In addition to the aggregate
exchange rate shocks, �rms also experience idiosyncratic productivity shocks, which according to the
previous studies, account for most price adjustments (see e.g. Golosov and Lucas 2007). As before, I
abstract from the aggregate monetary and productivity shocks.

I solve the model numerically using the following algorithm. I �rst guess a (linear) price function
pi = p(ei, e0) for a given currency of invoicing. I then estimate deviation of producer’s ex-post price
from the optimal level p̃ji in each state of the world and solve for the price adjustment decision. In-
tegrating across both idiosyncratic productivity shocks and exchange rates ei, I then update function
p(·, ·) and iterate this procedure until convergence. Finally, I compute expected pro�ts of a given ex-
porter under the alternative invoicing regimes and check whether conjectured currency choice can be
sustained in equilibrium. To implement this algorithm, I use a grid with 31 points for exchange rates
and 51 points for idiosyncratic shocks. Following Gopinath and Itskhoki (2010), I calibrate the standard
deviation of productivity shocks to be �ve times larger than the standard deviation of exchange rates.
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(a) No-DCP benchmark (b) Baseline calibration

Figure A4: Currency choice in the menu cost model

Note: plot (a) shows DCP region is empty in the limiting case of almost zero menu costs and n = 0, ρ = 1. Plot (b) shows
the region of symmetric DCP equilibrium (other equilibria are suppressed) under the baseline calibration: n = 0.3, ρ = 0.5,
φ = 0.5 and menu costs are calibrated in such way that the probability of price adjustment is 0.5 for α = 0.5, γ = 0.6.

The menu costs are calibrated to generate the same probability of price adjustment λ = 0.5 as in the
benchmark model.

Figure A4 reproduces two key results from the baseline model in the extension with menu costs.
The left plot shows equilibrium invoicing when menu costs are close to zero and the dollar has no
fundamental advantages. As in Figures 2b, the equilibrium is unique for most parameter values and no
DCP equilibrium exists. The right �gure shows instead that the region of DCP is large and close to the
one from Figure 4 when prices are sticky and countries are asymmetric. Intuitively, with idiosyncratic
shocks accounting for most of the variation in �rms’ optimal prices, the probability of price adjustment
remains close to λ = 0.5 in the most of the region of the parameter space. This in turn implies that the
currency choice does not change much relative to the benchmark model.

A.5.4 Model with bargaining

This section outlines a model with bargaining between suppliers and buyers based on Gopinath and
Itskhoki (2011), and shows that the same equilibrium as in the baseline model can arise even when
prices and invoicing currency are chosen jointly by two �rms.

The general equilibrium setup is the same as in the benchmark model. The tradable sector is pop-
ulated by two types of �rms. As before, there is a continuum of manufacturing �rms producing in-
termediate goods in each country. In addition, there are wholesale �rms, which combine local and
imported products using the Kimball aggregator and sell output to �nal consumers and to �rms in the
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tradable sector as intermediate inputs. I use the Klenow and Willis (2007) speci�cation, which is the
most commonly used functional form for the Kimball aggregator. Wholesale �rms set prices �exibly
and charge a constant markup over marginal costs, i.e. demand for their output is Qi = P−ζi Bi, where
Bi is demand shifter taken as given by individual �rms and ζ > 1.

The wholesale �rms and their suppliers bargain over prices and the currency of invoicing before
the realization of shocks. After uncertainty is resolved, the sales are determined by the demand of the
wholesale �rms. With probability λ, �rms experience large enough idiosyncratic shocks to renegotiate
prices ex post. The assumption that contract speci�es prices, but not quantities is motivated by the
result from the optimal contract literature by Hart and Moore (2008): “The parties are more likely to
put restrictions on variables over which there is an extreme con�ict of interest, such as price, than on
variables over which con�ict is less extreme, such as the nature or characteristics of the good to be
traded.”

The marginal costs of production for manufacturers are the same as in the baseline model. The price
index for a bundle of intermediate goods pi remains also unchanged because of the combination of two
assumptions: (i) prices of all wholesale �rms are equal in equilibrium due to symmetry, (ii) wholesale
�rms charge a constant markup over marginal costs. Denote the marginal costs of a wholesaler with
Ri. The pro�ts of a wholesale �rm for given costs are

Πi =
Bi

ζζ (ζ − 1)ζ−1
R1−ζ
i .

Lemma A6 The marginal e�ect of signing a contract with an additional supplier j on the marginal costs
of a wholesaler i is equal to

dRi = DiPjih

(
DiPji
Ri

)
−RiΥ

(
h

(
DiPji
Ri

))
.

Proof The equilibrium values of Ri and Di are characterized by a system of equations:42

1

N

∫ n

0

Υ

(
h

(
DiPji
Ri

))
dj = 1,

1

N

∫ n

0

h

(
DiPji
Ri

)
Pji
Ri

dj = 1.

Take a full di�erential of two equations and use xj ≡ DiPji
Ri

to simplify notation

Υ (h (xn)) dn+

∫ n

0

Υ′ (h (xj))h
′ (xj)xjd log

(
Di

Ri

)
dj = 0,

42For simplicity, I assume that demand shifter γ re�ects the mass of varieties coming from di�erent countries (extensive
margin) rather than the trade �ow of a given �rm (intensive margin).
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h (xn)xndn+

∫ n

0

[
h′ (xj)x

2
jd log

(
Di

Ri

)
− h (xj)xjd logRi

]
dj = 0.

Note that Υ′ (h (xj)) = xj in the �rst condition from de�nition of h (·) and that 1
N

∫ n
0
h (xj)xjdj = 1 in

the second condition according to the initial equilibrium system. Using these equalities and substituting
the �rst equation into the second one, we obtain

d logRidj = [h (xn)xn −Υ (h (xn))]
dn
N
,

which proves the lemma. �
The bene�t of signing a contract for a given supplier is

(Pji −MC i
j)Qji = (Pji −MCi

j)h

(
DiPji
Ri

)
R−ζi Bi,

where MCi
j are marginal costs of producer j expressed in currency i. Nash bargaining solution can

then be obtained from the following problem:

max
Pji

[(
Pji −MCi

j

)
h

(
DiPji
Ri

)
R−ζi Bi

]1−τ
[

Bi

ζζ (ζ − 1)ζ
R−ζi

[
DiPjih

(
DiPji
Ri

)
−RiΥ

(
h

(
DiPji
Ri

))]]τ
,

or equivalently

max
Pji

(1− τ) log

[
(
Ri

Di

x−MCi
j)h (x)

]
+ τ log [xh (x)−Υ (h (x))] ,

where τ denotes the bargaining power of the wholesaler. The �rst-order condition is

(1− τ) Ri
Di

Ri
Di
x−MCi

j

+
(1− τ)h′ (x)

h (x)
+
τ [h (x) + xh′ (x)−Υ′ (h (x))h′ (x)]

xh (x)−Υ (h (x))
= 0.

Multiply all terms by x, use the de�nition of h (x) = Υ′−1 (x), which implies Υ′ (h (x)) = x, and
de�nition of θ (x) ≡ −h′(x)x

h(x)
to rewrite optimality condition as

(1− τ)

[
Pji

Pji −MCi
j

− θ (x)

]
= τ

h (x)

Υ (h (x))− xh (x)
.

Log-linearize equilibrium condition around symmetric deterministic point with all prices being
equal Pji = P = Ri, x = D, Υ′ (1) = D, Υ (1) = h (D) = 1:

(1− τ)

[
P/MC

(P/MC − 1)2

(
mcij − p̃ji

)
− εθ (p̃ji − pi)

]
= τ

θD

(1−D)2

[
θ − 1

θ
−D

]
(p̃ji − pi)

where ε ≡ ∂ log θ(x)
∂ log x

and pi = ri. When suppliers have all bargaining power τ = 0, the optimal
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price is exactly the same as in the benchmark case. More generally, since equation is homogeneous
in
(
p̃ji,mc

i
j, pi
)
, the optimal price p̃ji can be written as a weighted sum of marginal costs and the local

price index as in the baseline model. Moreover, for the Klenow and Willis (2007) aggregator, we have
D = θ−1

θ
, and therefore the optimal price does not depend on the bargaining power τ .

Lemma A7 The �rst-order approximation to the optimal price (17) is the same in the model with bar-
gaining as in the baseline model.

Finally, because contract is sticky and can be renegotiated only in extreme states of the world, suppliers
and wholesalers choose the currency of invoicing to minimize deviations of ex post price from the
optimal one. Under the second order approximation, this implies the same invoicing problem as in
the benchmark model: min

k
E [p̃ji + eki]

2. Thus, the equilibrium conditions for marginal costs, price
index, optimal price and currency choice are the same to the �rst-order approximation as the ones in
the baseline model, and therefore two models have the same equilibrium.

A.6 General equilibrium implications of currency choice
A.6.1 Transmission of shocks

Proof of Proposition 6 Consider a positive monetary shock mi. The risk-sharing condition (A31)
implies that the depreciation of exchange rate ei in response to local monetary shock is the same in all
countries. Moreover, conditional on exchange rates, the pass-through of mi into prices and quantities
(A15)-(A25) is independent from the currency regime and is the same for all countries when n = 0.
The only di�erence between the U.S. and other economies is, therefore, coming from the e�ect of ei
on prices and quantities. Both the export and the import elasticities with respect to trade-weighted
exchange rate ei are di�erent for the U.S. than for other countries because of the e�ect of e0 on the
global economy, which is summarized by the partial elasticity

∂exi
∂e0

=
∂imi

∂e0

=

[
(1− γ) (θ − 1) +

γφ

1− λ (α + (1− α)φ)

]
(1− λ)µD,

which is positive under DCP. The e�ect of ei on CPI in�ation is given by pCi = ηχei for non-U.S.
economies and pC0 = η (χ− χ0) e0 for the U.S., which implies that in�ation is lower in the U.S. From
equation (A26), ei has no e�ect on output in non-tradable sector: yNi = pCi − pNi + ci = mi − pNi .
Equation (A25) implies that the relevant price terms in tradable production are

yi =
γθ

1− (1− γ)φ

[(
pIi − pEi

)
− (pi − p)

]
− (1− γ) (1− φ2)

1− (1− γ)φ
pi −

γ (1 + φ)

1− (1− γ)φ
p.

Again, the asymmetries across countries come from the partial derivative with respect to e0:

∂
[(
pIi − pEi

)
− (pi − p)

]
∂e0

= 0,
∂pi
∂e0

=
∂p

∂e0

= −χ0.
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Hence, the stimulating e�ect on local output is higher in the U.S. Finally, Proposition A1 implies that
the e�ect of ei on local net exports is the same for all countries when n = 0. �

Proof of Proposition 7 Consider a positive monetary shock in the U.S.m0. The risk-sharing condition
(A31) implies that the depreciation of dollar exchange rate e0 is the same under all invoicing regimes.
Moreover, conditional on e0, the pass-through of m0 into prices and quantities (A15)-(A25) is indepen-
dent from currency regime as well. The only di�erence in international spillovers under PCP/LCP and
under DCP come from the e�ect of e0 on foreign prices and quantities. From equations (A15)-(A19),
the pass-through of the dollar exchange rate into prices is given by

p = γpI , pC = ηp+ (1− η)pN , pI = − (1− λ)(1− n)µD

1− λ(α + (1− α)φ)
e0.

Substitute prices into (A28) and integrate across countries to show yI = − [θ(1− γ) + γ(1 + φ)] pI .
This proves result 1 that the volume of the global trade goes up. While production in the non-tradable
sector does not change yNi = pCi − pNi + ci = mi − pNi , the global production of tradables (A24) goes
up y = −γ(1 + φ)pI and so does consumption c = m− ηγpI , which proves result 2.

The price index (A15) implies that higher e0 decreases pi and CPI in other economies, and the
foreign consumption increases according to (A20). Equation (A25) implies that the relevant price terms
in tradable production are

yi =
γθ

1− (1− γ)φ

[(
pIi − pEi

)
− (pi − p)

]
− (1− γ) (1− φ2)

1− (1− γ)φ
pi −

γ (1 + φ)

1− (1− γ)φ
p,

where (
pIi − pEi

)
− (pi − p) =

[
χ− λ (αχ+ (1− α) (2− φχ))− (1− λ)

(
2µP + µD

)]
ne0.

Thus, when θn → 0, the �rst term in yi drops out and since both pi and p decrease in e0 under DCP,
the e�ect on foreign output is positive. �

A.6.2 E�cient allocation

Proof of Proposition 8 Assume CES aggregator across tradable products, α = 0, and no non-tradable
sector, η = 1. The �rst-best allocation maximizes the global welfare state by state subject to the resource
and technology constraints:

max

∫ 1

0

(
logCi − Li

)
di

s.t. Ci +Xi +Gi ≤
[
(1− γ)

1
θ e−

γ
θ
ξiY

θ−1
θ

ii + γ
1
θ e

1−γ
θ
ξi

∫ 1

0

Y
θ−1
θ

ji dj

] θ
θ−1

,
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Yii +

∫ 1

0

Yijdj ≤ Ai

(
Li

1− φ

)1−φ(
Xi

φ

)φ
.

The �rst-order optimality conditions are

Ci =
1− φ
φ

Xi

Li
, (A37)

[
(1− γ) e−γξi

Ci +Xi +Gi

Yii

] 1
θ

=
1

Ai

(
1− φ
φ

Xi

Li

)1−φ

, (A38)

(
e−ξi

1− γ
γ

Yji
Yii

)− 1
θ

=
Ai
Aj

(
Xi

Li
/
Xj

Lj

)φ
. (A39)

I show next that the equilibrium allocation under PCP and the monetary policy that stabilizes
marginal costs in every country satis�es these conditions. First, note that with α = 0 and constant
marginal costs, both adjusting and non-adjusting �rms keep their prices constant in producer currency
at Pii = 1, so that Pij = Eji. Second, divide labor demand (A3) by demand for intermediate goods (A5)
to get expression for real wages

Wi

Pi
=

1− φ
φ

Xi

Li
.

Substitute it into the labor supply to show that the optimality condition (A37) is satis�ed:

Ci =
Wi

Pi
=

1− φ
φ

Xi

Li
.

Third, using demand for local goods (A4), we obtain

Yii = (1− γ) e−γξi
(
Pii
Pi

)−θ
(Ci +Xi +Gi)

and [
(1− γ) e−γξi

Ci +Xi +Gi

Yii

] 1
θ

=
Pii
Pi
.

Combine stable marginal costs condition (A6) with the real wage from above to show

Pi = Ai

(
Wi

Pi

)−(1−φ)

= Ai

(
1− φ
φ

Xi

Li

)−(1−φ)

.

Together, the last two equations imply that the optimality condition (A38) is satis�ed. Fourth, divide
demand for local and foreign goods

Yji = γe(1−γ)ξi

(
Pji
Pi

)−θ
(Ci +Xi +Gi)
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to show (
e−ξi

1− γ
γ

Yji
Yii

)− 1
θ

=
Pji
Pii

= Eij.

Substitute expression forPi from above into the risk-sharing condition (A7) to get equilibrium exchange
rate:

Eij =
CiPi
CjPj

=
Ai
Aj

(
Xi

Li
/
Xj

Lj

)φ
.

Combining the last two equations, we get the optimality condition (A39). This completes the proof of
e�ciency of the allocation given that �rms use PCP.

I next show this is indeed the only equilibrium currency choice. Given α = 0, the desired price of
exporter from j to i in terms of currency k is

p̃ji − eik = mcj + ek − ej = ek − ej,

where the last equality follows from the stability of the marginal costs. It follows that producer currency
unambiguously dominates any alternative for both exporters and domestic �rms.

Finally, consider the optimal monetary policy. Complete risk sharing implies eij = mi −mj . With
marginal costs fully stabilized and α = 0, the price index is

pi = γ

∫ 1

0

eijdj = γ (mi −m) .

Substitute this expression into the marginal costs and integrate across countries to show

mi =
1

1− (1− γ)φ

[
ai +

γφ

1− φ
a

]
.

It follows that equilibrium exchange rates are ei = 1
1−(1−γ)φ

ai. �

A.6.3 Loss function

This subsection derives the second-order approximation (SOA) to the loss function of a global plan-
ner. To economize on the notation, I suppress the higher order terms O(x3) and focus exclusively on
productivity shocks (more general results are available upon request).

Kimball price index To economize on indices, consider a general price index for Kimball demand that
is implicitely determined by the following system:∫ 1

0

γiΥ (h (Dexi)) di = 1,∫ 1

0

γie
xih (Dexi) di = D,
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where
∫ 1

0
γidi = 1 and with some abuse of the notation, xi is the log-deviation of DPi

P
from symmetric

deterministic point with Pi = P , normalized by the steady-state value of D. Take the SOA to this
system. Start with the �rst equation:∫ 1

0

γi

[
Υ (h (D)) + Υ′ (h (D))h′ (D)Dxi

+
1

2

(dΥ′ (h (X))

dX
h′ (D)D2 + Υ′ (h (D))h′′ (D)D2 + Υ′ (h (D))h′ (D)D

)
x2
i

]
di = 1.

From the properties of the functions, we have Υ (h (D)) = 1, Υ′ (h (D)) = D and dΥ′(h(X))
dX

= dX
dX

= 1.
From the de�nitions of elasticity and superelasticity of demand:

θ (X) ≡ −h′ (X)
X

h (X)
⇒ h′ (X) = −θ (X)

h (X)

X
,

ε (X) ≡
d log

(
−h′ (X) X

h(X)

)
d logX

= h′′ (X)
X

h′ (X)
+1+θ (X) ⇒ h′′ (X) = (θ (X) + 1− ε (X))

θ (X)h (X)

X2
.

Substitute these equalities into the SOA to obtain∫ 1

0

γi

[
xi +

1

2
(1− θ + ε)x2

i

]
di = 0.

Consider next the second equation of the system determining price indices:∫ 1

0

γi

[
h (D)D +

(
h′ (D)D2 + h (D)D

)
xi +

1

2

(
h′′ (D)D3 + 3h′ (D)D2 + h (D)D

)
x2
i

]
di,

= D

[
1 + d+

1

2
d2

]
.

Substitute steady-state values:∫ 1

0

γi

[
(1− θ)xi +

1

2

(
(1− θ)2 − εθ

)
x2
i

]
di = d+

1

2
d2.

Note that to the FOA d = 0, which implies that all second-order terms with d are zero. Multiply the
�rst equation by 1− θ and subtract from the second one to show the following result.

Lemma A8 The SOA to the Kimball price index is∫ 1

0

γi

[
(pi − p) +

1

2
(1− θ) (pi − p)2 + (pi − p) zi +

1

2 (1− θ)
z2
i

]
di = 0,

−1

2
ε

∫ 1

0

γi (pi − p)2 di = d.
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Consider next the SOA to the relative demand Vi ≡ h (exi):

vi +
1

2
v2
i = h′ (D)Dxi +

1

2

(
h′′ (D)D2 + h′ (D)D

)
x2
i = −θxi +

1

2
(θ − ε) θx2

i .

Therefore, using result from Lemma A8,∫ 1

0

γi

(
vi +

1

2
v2
i

)
di = −θ

∫ 1

0

γi

[
(d+ pi − p) +

1

2
(ε− θ) (d+ pi − p)2

]
di =

θ

2

∫ 1

0

γi (pi − p)2 di.

Lemma A9 The integral of the SOA to the relative demand is equal to∫ 1

0

γi

(
vi +

1

2
v2
i

)
di =

θ

2

∫ 1

0

γi (pi − p)2 di.

Labor market and intermediates Both labor demand and labor supply equations are exact in logs:

ci = wi − pi, li = −φ(wi − pi)− ai + yi.

Demand for intermediate goods is also exact in logs

xi = yi − ai + (1− φ) (wi − pi) .

The sum of �nal and intermediate demand is therefore,

(1− φ)

(
ci +

1

2
c2
i

)
+ φ

(
xi +

1

2
x2
i

)
=
(
1− φ2

)
(wi − pi) +

1

2

[
(1− φ) + φ (1− φ)2] (wi − pi)2

−φ (1− φ) (wi − pi) ai + φ [(1− φ) (wi − pi)− ai] yi + φ

(
yi +

1

2
y2
i

)
− φ

(
ai −

1

2
a2
i

)
.

Goods market The market clearing condition in tradable sector of country i can be written as

Yi = (1− γ)

∫ 1

0
h

(
DiPii (ω)

Pi

)
dω (Ci +Xi) + γ

∫ 1

0

∫ 1

0
h

(
DjPij (ω)

Pj

)
dω (Cj +Xj) dj

≡ (1− γ)

∫ 1

0
(ViiωCi + ViiωXi) dω + γ

∫ 1

0

∫ 1

0
(VijωCj + VijωXj) dωdj.

The SOA to this equation is

yi +
1

2
y2
i =

[
(1− γ)

∫ 1

0

(
viiω +

1

2
v2
iiω

)
dω + γ

∫ 1

0

∫ 1

0

(
vijω +

1

2
v2
ijω

)
dωdj

]
+ (1− γ)

[
(1− φ)

(
ci +

1

2
c2
i

)
+ φ

(
xi +

1

2
x2
i

)]
+ γ

∫ 1

0

[
(1− φ)

(
cj +

1

2
c2
j

)
+ φ

(
xj +

1

2
x2
j

)]
dj

+

[
(1− γ)

∫ 1

0
viiωdω ((1− φ) ci + φxi) + γ

∫ 1

0

∫ 1

0
vijωdω ((1− φ) cj + φxj) dj

]
.
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Integrate market clearing conditions across countries:∫ 1

0

(
yi +

1

2
y2
i

)
di =

∫ 1

0

[
(1− γ)

∫ 1

0

(
viiω +

1

2
v2
iiω

)
dω + γ

∫ 1

0

∫ 1

0

(
vjiω +

1

2
v2
jiω

)
dωdj

]
di

+

∫ 1

0

[
(1− φ)

(
ci +

1

2
c2
i

)
+ φ

(
xi +

1

2
x2
i

)]
di

+

∫ 1

0

[
(1− γ)

∫ 1

0

viiωdω + γ

∫ 1

0

∫ 1

0

vjiωdωdj

]
((1− φ) ci + φxi) di.

According to Lemma A9, (1− γ)
∫ 1

0
viiωdω+γ

∫ 1

0

∫ 1

0
vjiωdωdj is of the second order and therefore, the

last term is zero in the SOA. Substitute the expression from Lemma A9 into the �rst term:∫ 1

0

(
yi +

1

2
y2
i

)
di =

θ

2

∫ 1

0
σ2
Pidi+

∫ 1

0

[
(1− φ)

(
ci +

1

2
c2
i

)
+ φ

(
xi +

1

2
x2
i

)]
didi,

where σ2
Pi denotes dispersion of prices in region i for brevity. Substitute next the expression for

consumption and intermediate demand to obtain∫ 1

0

(
yi +

1

2
y2
i

)
di =

∫ 1

0

[
(1 + φ) (wi − pi) +

1

2
[1 + φ (1− φ)] (wi − pi)2 − φ (wi − pi) ai

]
di

+

∫ 1

0

[
θ

2

1

1− φ
σ2
Pi + φ

[
(wi − pi)−

1

1− φ
ai

]
yi −

φ

1− φ
(ai −

1

2
a2
i )

]
di.

Loss function The preferences in country i are given by

Ui = logCi − Li.

The SOA to the objective function is

Ui = logC − L+ ci − L
(
li +

1

2
l2i

)
.

Use steady-state values C = L = 1 and suppress a constant term:

ui = ci − li −
1

2
l2i .

Next, substitute in consumption and labor from labor market clearing condition:

ui = (1 + φ) (wi − pi)+
(
ai −

1

2
a2
i

)
−1

2
φ2 (wi − pi)2−φ (wi − pi) ai−

(
yi +

1

2
y2
i

)
+[φ (wi − pi) + ai] yi.
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Integrate across countries and use expression for total output from the goods market clearing to see
several terms cancel out. Suppress exogenous terms to simplify the expression:

u =

∫ 1

0

[
−1

2
(1 + φ) (wi − pi)2 − θ

2

1

1− φ
σ2
Pi +

1

1− φ
aiyi

]
di.

The FOA to the output of an individual country in (A25) implies that the price terms in yi are

yi =
γθ

1− (1− γ)φ

[(
pIi − pi

)
−
(
pEi − p

)]
+

(1− γ) (1− φ2)

1− (1− γ)φ
(wi − pi) +

γ (1 + φ)

1− (1− γ)φ
(w − p) .

Substitute this equation, use wi = mi and change the signs to obtain the loss function:

L =

∫ 1

0

[
1

2
(1 + φ) (mi − pi)2 − 1

1− φ
γθ

1− (1− γ)φ

[(
pIi − pi

)
−
(
pEi − p

)]
ai

+
1

1− φ
θ

2
σ2
Pi −

(1− γ) (1 + φ)

1− (1− γ)φ
(mi − pi) ai

]
di+

γ (1 + φ)

1− (1− γ)φ

1

1− φ
(m− p) a.

(A40)

A.6.4 Optimal policy

This section proves the results about the optimal monetary policy. While I make several restrictive
assumptions to simplify the analysis, most of the results can be extended for the case with two sec-
tors in the economy, partially adjusting nominal prices, and multiple shocks (the additional results are
available upon request).

Proof of Proposition 9 Because the U.S. is a closed economy η → 0, its optimal policy does not depend
on either the currency choice or the monetary policy of other countries and is simply m0 = a0. Since
the U.S. is small n = 0, the total welfare maximized by other countries is given by (A40). The fact
that loss function contains only second-order terms implies that the FOA to the pricing block and risk-
sharing conditions is su�cient. Assuming that prices are fully sticky and invoicing is symmetric across
countries and using

∫ 1

0
eidi = 0, we obtain

pji =
(
µP + µD

)
ei − µDe0 − µP ej,

pIi =
(
µP + µD

)
ei − µDe0,

pEi = −µDe0 − µP ei,

pi = γ
(
µP + µD

)
ei − γµDe0,

p = −γµDe0,

(A41)

σ2
Pi = γ

∫ 1

0

p2
jidj − p2

i = γ

∫ 1

0

[(
µP + µD

)
ei − µDe0 − µP ej

]2
dj − γ2

[(
µP + µD

)
ei − µDe0

]2
.
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The perfect risk-sharing and normalization
∫ 1

0
eidi = 0 imply ei = mi−m, while from the labor supply

condition the nominal wage is wi = mi.
If �rms choose PCP, the optimal policy is:

mi = ei =
1

1− (1− γ)φ
ai,

LPCP = −1

2

[
γ (2− γ) θ

1− φ
+ (1− γ)2 (1 + φ)

](
1

1− (1− γ)φ

)2

σ2
a.

If �rms choose DCP, on the other hand, the loss function is

L =

∫ 1

0

[1

2
(1 + φ) ((1− γ) (ei +m) + γm0)2 − 1

1− φ
γ (1− γ) θ

1− (1− γ)φ
eiai

− (1− γ) (1 + φ)

1− (1− γ)φ
((1− γ) (ei +m) + γm0) ai +

γ (1− γ)

1− φ
θ

2
(ei +m−m0)2

]
di,

where e0 is a function of endogenous m. The FOCs with respect to ei and m imply

ei =
1

1− (1− γ)φ
ai,

m =
γ [θ − (1− φ2)]

γθ + (1− γ) (1− φ2)
m0,

e0 =
1− φ2

γθ + (1− γ) (1− φ2)
m0,

mi =
1

1− (1− γ)φ
ai +

γ [θ − (1− φ2)]

γθ + (1− γ) (1− φ2)
m0.

Results 1 and 2 of the proposition then follow directly from the comparison of the equilibrium exchange
rates under PCP and DCP. The welfare losses under DCP

LDCP = −1

2

1− γ
1− φ

γθ + (1− γ) (1− φ2)

(1− (1− γ)φ)2
σ2
a +

1

2

γ (1 + φ) θ

γθ + (1− γ) (1− φ2)
σ2
m0
, (A42)

are higher than losses under PCP, LPCP ≤ LDCP . The currency choice of an individual exporter under
two described policies is determined respectively by

p̃ji + eki = ek + (1− α) (mcj − ej) + α (pi − ei) = ek − (1− α) ej − α (1− γ) ei,

p̃ji + eki = ek − (1− α) ej − α (1− γ) ei − γ
[
1− (1− α) θ

1 + φ

]
e0.

Thus, as long as θ is not too large, the DCP is more likely under the second policy, which proves result
4 from the proposition. �
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Proof of Proposition 10 The planner’s problem is to minimize (A40) subject to price setting con-
straints (A41) and the individual currency choice (A33). Because of the SOA, it is su�cient to focus on
the class of linear policy functions. Given that the U.S. accounts only for a trivial fraction of the global
economy, it is never optimal to make monetary policy in other countries respond to U.S. shocks: the
same exchange rates can be achieved by changing the U.S. monetary policy instead without generating
additional distortions in other economies. Thus, one can focus on the policies mi = δiai, where due to
symmetry, δi = δ is the same for all countries, except possibly the U.S. I impose an additional constraint
that |δ0| ≤ |δi| to ensure that no other currency than the dollar is used as a vehicle currency. This is
without loss of generality, given we can always relabel countries. I also assume that productivity shocks
are symmetric and uncorrelated across countries for simplicity: the solution for global shocks is trivial
and does not a�ect �rms’ currency choice. It follows from (A42) that even under the best discretionary
policy with σ2

m0
= 0 the global welfare is still lower under DCP than under PCP. The same is true for

LCP. Hence, the region of PCP cannot be smaller under commitment than under discretion.
When the optimal currency choice does not change relative to the discretionary case, the optimal

monetary policy is also the same. Consider next the subset of parameters, for which the planner �nds
it optimal to make �rms switch from DCP to PCP. The optimal currency choice is based on

p̃ji + eki = ek − (1− α)aj − (1− α)(1− γ)φej − α(1− γ)ei − (α + (1− α)φ) γµDe0.

Given the linear policy functions and the same volatility of productivity shocks in all countries, the
�rms choose DCP over PCP if

[1− (α + (1− α)φ) γ]2 δ2
0 ≤

[
1− 2(1− α)

(
1

µ
+ φ(1− γ)

)]
δ2.

It follows that to make exporters switch to PCP, the planner sets δ0 = δ (upper bound) and lowers the
value of δ relative to the discretionary case. The same argument applies in the case of LCP. Thus, the
volatility of all exchange rates (except possibly for the U.S. one) is lower under commitment.

Finally, to ensure that the optimal allocation is implemented as a unique equilibrium, I extend the
optimal policy out of equilibrium as follows. Consider an arbitrary trade �ow between countries j and
i, which is invoiced in some currency k instead of PCP. Notice that it is always the case that currency
k has a nonzero weight in the optimal basket: for any k 6= j,

∣∣∣ ∂pj∂ek

∣∣∣ < 1,
∣∣∣∂(ei−pi)

∂ek

∣∣∣ < 1 and hence,

∂ (p̃ji + eki)

∂ek
= 1−

[
(1− α)φ

(
−∂pj
∂ek

)
+ α

∂ (ei − pi)
∂ek

]
> 0.

The planner can always make the volatility of p̃ji + eki arbitrarily high by increasing the volatility
of monetary shocks mk. This, in turn, will ensure that setting prices in currency k is suboptimal for
exporters and such equilibrium does not arise. �
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