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The relationship between democracy and
economic growth is of long standing inter-
est in Economics. We revisit the empirical
analysis of Acemoglu et al. (forthcoming)
using state of the art econometric meth-
ods. We consider variations of the GMM
Arellano-Bond and fixed effects estimators
of a dynamic linear panel data model with
country and time fixed effects. We find that
both methods produce similar estimates of
the short-run and long-run effects of democ-
racy on growth once the GMM estimator
is bias-corrected for the many instrument
problem and the fixed effect estimator is
bias-corrected for the incidental parame-
ter problem. Our estimated effects show
that the finding that democracy does cause
growth is not sensitive to the econometric
methodology.

I. Econometric Methods

A. The Setting

We consider the dynamic linear panel
data model

(1) Yit = ai + bt +D′itα+W ′
itβ + εit,

where i = 1, ..., N and t = 1, ..., T . Here Yit
is the outcome for an observational unit i at
time t, Dit is a vector of variables of interest
or treatments, whose predictive effect α we
would like to estimate, Wit is a vector of
covariates or controls including a constant
and lags of Yit, ai and bt are unobserved
unit and time effects that can be correlated
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toDit, and εit is an error term normalized to
have zero mean for each unit that satisfies
the weak exogeneity condition

(2) εit ⊥ Iit, Iit := {(Dis,Wis, bs)
t
s=1, ai}.

We shall assume that all the variables
are stationary over t conditional on the
unobserved effects, and the vectors Zi :=
{(Yit, D′it,W ′

it)
′}Tt=1, that collect these vari-

ables for the observational unit i, are i.i.d.
across i. The main challenge in the esti-
mation of panel data models is how to deal
with the unobserved effects. We review two
approaches.

B. Fixed Effects Approach

This approach treats the unit and time
effects as parameters to be estimated by ap-
plying OLS in the model:

Yit = D′itα+X ′itγ + εit,

where Xit := (W ′
it, Q

′
i, Q

′
t)
′, Qi is an N -

dimensional vector of indicators for obser-
vational units with a 1 in the i-th posi-
tion and 0’s otherwise, and Qt is a T -
dimensional vector of indicators for obser-
vational units with a 1 in the t-th posi-
tion and 0’s otherwise. The elements of
Qi and Qt are called unit fixed effects and
time fixed effects, respectively. The result-
ing estimator is the fixed effect or least
squares dummy variable estimator. It can
be seen as an exactly identified GMM esti-
mator with the score function

g(Zi, α, γ) = {(Yit −D′itα−X ′itγ)Mit}
T

t=1 ,

where Mit := (D′it, X
′
it)
′.

Under a short panel asymptotic approx-
imation where N → ∞ and T is fixed,
the fixed effect estimator of α is inconsis-
tent in general. This is a manifestation of
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the so-called incidental parameter problem
(Neyman and Scott, 1948) that arises in
situations where there are many nuisance
(non-target) parameters such as the fixed
effects. In this case, the number of nui-
sance parameters p := dim(γ) = dim(β) +
T + N is non-negligible compared to the
number of observations n = NT . A way to
tackle this problem is to adopt an alterna-
tive large panel asymptotic approximation
where both N → ∞ and T → ∞. Under
these sequences, the fixed effect estimator
is consistent, but has a small-sample bias
that affects inference. We show in Section
I.D how to reduce this bias.

C. GMM Approach

This approach eliminates the unit effects
ai by taking differences across time and uses
moment conditions for the variables in dif-
ferences. Specifically, define the differenc-
ing operator ∆ acting on doubly indexed
random variables Vit by creating the differ-
ence ∆Vit = Vit−Vit−1. Apply this operator
to both sides of (1) to obtain:

(3) ∆Yit = ∆D′itα+ ∆X ′itγ + ∆εit,

where Xit = (W ′
it, Q

′
t)
′. Note that by (2),

∆εit ⊥ (Dis,Wis)
t−1
s=1, t = 2, . . . , T.

This means that estimation and inference
can be done using an overidentified GMM
with score function

g(Zi, α, γ) = {(∆Yit−∆D′itα−∆X ′itγ)Mit}Tt=2,

where Mit = [(D′is,W
′
is)

t−1
s=1, Q

′
t]. This is the

Arellano and Bond (1991) estimator.

The Arellano-Bond estimator is consis-
tent under short-panel asymptotics, but
can be biased in large panels due to the
many instrument problem. In this case
the number of moment conditions m =
dim(g(Zi, α, γ)) = T + T (T − 1)(dim(α) +
dim(β))/2 can be a non-negligible fraction
of the number of observations n = NT . We
show how to reduce the bias in the next
section.

D. Bias Corrections

In the fixed effect approach, the dimen-
sion of α is low, but the dimension of γ
might be high. We can approximate this
situation as p = dim(γ)→∞ when n→∞,
while dim(α) is fixed. In the GMM ap-
proach, the number of moment conditions,
m = dim(g(Zi, α, γ)), could be high, so we
can approximate this situation as m → ∞
when n→∞. Under this high dimensional
asymptotic approximation, there exist reg-
ularity conditions such that if the square of
the dimension of the nuisance parameter or
the number of moments is small compared
to the sample size, namely that:

(4) (p ∨m)2/n→ 0 as n→∞,

then the approximate normality and con-
sistency results of the GMM estimator con-
tinue to hold:

(5)
√
n(α̂− α)

a∼ N(0, V11),

where V11 is the dα× dα upper-left block of
the asymptotic variance of the GMM esti-
mator corresponding to α̂.1

The rate condition (4) has a simple prac-
tical message: p2 and m2 should be small
compared to n. This is not the case in the
fixed effect approach where p2 = O(N2 +
T 2) and n = NT , and might not provide a
good approximation to the GMM approach
when T is large because m2 = O(T 4) and
n = NT . To understand where (4) comes
from, let us focus on the exactly identified
case where p = m. An asymptotic second
order expansion of α̂ around α gives

α̂− α = Zn/
√
n+ b/n+ rn,

where Zn
a∼ N(0, V11), b = O(p) is a first

order bias term coming from the quadratic
term of the expansion, and rn is the higher
order remainder such as rn = Op((p/n)3/2+

1Sufficient conditions are given, for example, by
Newey and Windmeijer (2009) for GMM problems with

m → ∞ and p fixed; and by Hahn and Newey (2004),

Hahn and Kuersteiner (2011) and Fernández-Val and
Weidner (2018) for nonlinear panel data models where

m ∝ p → ∞.
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p1/2/n). Then, (5) holds if both

√
nb/n→ 0, i.e. p2/n→ 0,

and

√
nrn →P 0, i.e. p3/2/n→ 0.

The previous derivation shows that the
bias is the bottleneck. If we remove the bias
somehow, then we can improve the require-
ment from p2/n→ 0 to a weaker condition.
There are several ways of removing the bias:

a) Analytical bias correction, where we es-
timate b/n using analytical expressions
for the bias and set

α̌ = α̂− b̂/n.

b) Split-sample bias correction, where we
split the sample into two parts, com-
pute the estimator on the two parts
α̂(1) and α̂(2) to obtain ᾱ = (α̂(1) +
α̂(2))/2, and then set

α̌ = α̂− (ᾱ− α̂) = 2α̂− ᾱ.

In some cases we can average over
many splits to reduce variability, and
it is also possible to use the bootstrap
and leave-one-out methods for bias cor-
rection.

Why does the sample-splitting method
work? Assuming that we estimate the same
number of nuisance parameters and use the
same number of moment conditions in all
the parts of the sample, and that these
parts are homogenous, then the first order
biases of α̂, α̂(1), and α̂(2) are

b

n
,

b

n/2
,

b

n/2
,

so that the first order bias of α̌ is

2
b

n
−
(

1

2

[
b

n/2

]
+

1

2

[
b

n/2

])
= 0.

With the bias correction, the resulting
rate conditions are weaker. In particular,
there exist regularity conditions such that

if
(p ∨m)3/2/n→ 0 as n→∞,

then the approximate normality and consis-
tency results for the bias-corrected GMM
estimator continue to hold:2

√
n(α̌− α)

a∼ N(0, V11).

To implement the analytical bias correc-
tion, we need to characterize the first order
bias. For the fixed effect approach, Nickell
(1981) showed that

Hb = − 1

T

N∑
i=1

T∑
t=2

t−1∑
s=1

E[Ditεis],

where

H =
1

NT

N∑
k=1

T∑
t=1

E[D̃itD̃
′
it],

and D̃it is the residual of the linear projec-
tion of Dit on Xit. Note that b = O(N)
because the source of the bias is the esti-
mation of the N unit fixed effects and the
order of the bias is b/n = O(T−1) because
there are only T observations that are in-
formative about each unit fixed effect.3 An
estimator of the bias can be formed as

Ĥb̂ = −
T−1∑
t=1

(t+M)∧T∑
s=t+1

Disε̂it
T − s+ t

,

where ε̂it is the fixed effect residual,

Ĥ =
1

NT

N∑
k=1

T∑
t=1

D̃itD̃
′
it,

and M is a trimming parameter such that
M/T → 0 and M → ∞ as T → ∞ (Hahn
and Kuersteiner, 2011).

To implement the split-sample bias cor-
rection, we need to determine the par-

2Sufficient conditions are given in Kiviet (1995),

Hahn and Kuersteiner (2002) and Chudik, Pesaran and
Yang (2018) for dynamic linear panel data models and

Fernández-Val and Weidner (2016) and Fernández-Val

and Weidner (2018) for nonlinear panel data models.
3There is no bias coming from the estimation of the

time fixed effects because the model is linear and we

assume independence across i.
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tition of the data. In the fixed effect
approach, we split the panel along the
time series dimension because the source
of the bias is the estimation of the unit
fixed effects. Thus, following Dhaene and
Jochmans (2015), the parts contain the ob-
servations {i = 1, . . . , N ; t = 1, . . . , dT/2e}
and {i = 1, . . . , N ; t = bT/2c, . . . , T},
where d·e and b·c are the ceiling and floor
functions. This partition preserves the time
series structure and delivers two panels with
the same number of unit fixed effects, where
there are T/2 observations that are infor-
mative about each unit fixed effect. In
the GMM approach, we split the panel
along the cross section dimension because
the source of the bias is the number of
moment conditions relative to the sample
size. Thus, the parts contain the observa-
tions {i = 1, . . . , dN/2e; t = 1, . . . , T} and
{i = bN/2c, . . . , N ; t = 1, . . . , T}. This par-
tition delivers two panels where the num-
ber of observations relative to the number
of moment conditions is half of the original
panel. Note that there are multiple possi-
ble partitions because the ordering of the
observations along the cross section dimen-
sion is arbitrary. We can therefore average
across multiple splits to reduce variability.

II. Democracy and Growth

We revisit the application to the causal
effect of democracy on economic growth of
Acemoglu et al. (forthcoming) using the
econometric methods described in Section
I. We use a balanced panel of 147 countries
over the period from 1987 through 2009 ex-
tracted from the data set used in Acemoglu
et al. (forthcoming). The outcome variable
Yit is the logarithm of GDP per capita in
2000 USD as measured by the World Bank
for country i at year t. The treatment vari-
able of interest Dit is a democracy indicator
constructed in Acemoglu et al. (forthcom-
ing), which combines information from sev-
eral sources including Freedom House and
Polity IV. This indicator captures a bun-
dle of institutions that characterize elec-
toral democracies such as free and competi-
tive elections, checks on executive power, an
inclusive political process that permits var-

ious groups of society to be represented po-
litically, and expansion of civil rights. Table
1 reports some descriptive statistics of the
variables used in the analysis. The uncondi-
tional effect of democracy on GDP is 134%
in this period.

We control for unobserved country ef-
fects, time effects and rich dynamics of
GDP using the linear panel model (1),
where Wit includes four lags of Yit. The
weak exogeneity condition (2) implies that
democracy and past GDP are orthogonal to
contemporaneous and future GDP shocks,
and that the error εit is serially uncorrelated
once we include four lags of GDP. In addi-
tion to the instantaneous or short-run effect
of a transition to democracy to economic
growth measured by the coefficient α, we
are interested in a permanent or long-run
dynamic effect. This effect in the dynamic
linear panel model (1) is

(6) α/(1−
4∑
j=1

βj),

where β1, . . . , β4 are the coefficients corre-
sponding to the lags of Yit.

Table 2 presents the results.4 We con-
sider estimators based on the fixed effect
and GMM approaches. For example, FE is
the fixed effect estimator and AB is a one-
step Arellano-Bond estimator. For each
estimator, we report analytical standard
errors clustered at the country level and
bootstrap standard errors based on resam-
pling countries with replacement. The es-
timates of the long-run effect are obtained
by plugging-in estimates of the coefficients
in the expression (6). We use the delta
method to construct analytical standard er-
rors clustered at the country level, and re-
sample countries with replacement to con-
struct bootstrap standard errors. FE finds
that a transition to democracy increases
economic growth by almost 2% in the first
year and 16% in the long run, while AB
finds larger impacts of 4% and 21% but less
precisely estimated. In results not reported
in the table, we do not find evidence to re-

4We obtained the estimates with the commands plm

and pgmm of the package plm in R.
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Table 1—Descriptive Statistics

Mean SD Dem = 1 Dem = 0
Democracy 0.62 0.49 1.00 0.00

Log(GDP) 7.58 1.61 8.09 6.75

Number Obs. 3,381 3,381 2,099 1,282

ject the J-test of overidentifying restrictions
based on AB.5

AB relies on m = 632 moment condi-
tions to estimate p = 169 parameters with
n = 147 × 18 = 2, 646 observations, after
using the first five periods as initial condi-
tions. Thus, (m ∨ p)2/n ≈ 150 and there-
fore the rate condition (4) is unlikely to
provide a good approximation. We con-
sider two versions of the split-sample bias
correction. SBC1 uses one random split,
whereas SBC5 uses the average of five ran-
dom splits. A similar situation arises for
FE because it estimates p = 170 parameters
with n = 147×19 = 2, 793 observations, af-
ter using the first four periods as initial con-
ditions, such that (m∨p)2/n ≈ 10. We con-
sider both analytical and split sample bias
corrections. ABC4 implements the analyt-
ical correction with M = 4, whereas SBC
implements the split-sample bias correction
for the fixed effect approach. We report
bootstrap standard errors for the corrected
estimators. There is no need to recompute
the analytical standard errors, because the
ones obtained for the uncorrected estima-
tors remain valid for the bias corrections.

We find that the bias corrections change
the estimates by an amount that can be sig-
nificant relative to the corresponding stan-
dard error. The analytical standard errors
are smaller than the bootstrap standard er-
rors for the split-sample bias corrections.
These differences might indicate that the
analytical standard errors miss the addi-
tional sampling error introduced by the es-
timation in smaller panels. The analytical
correction produces more precise estimates

5The J-test statistic based on the twos-step
Arellano-Bond estimator is 130.23, which corresponds
to a p-value of 1.00 under a chi-square distribution with

463 degrees of freedom.

than the split-sample correction. Focusing
on the effect of democracy, the corrected
estimators find that a permanent transition
to democracy increases economic growth by
about 2-5% in the first year, and about 25-
26% in the long run. Interestingly, the fixed
effect and GMM approaches produce very
similar estimates of the long run effect af-
ter the correction, which provides further
support to the robustness of the results of
I to the econometric methodology and data
selection.
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Appendix

The online supplemental Appendix con-
tains the data and code in R and Stata for
the empirical application.


