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Abstract

We explore the consistency of the characteristics of individuals who participate in
studies posted on Amazon Mechanical Turk (AMT). The primary individuals analyzed
in this study are subjects who participated in at least two of eleven experiments run
on AMT between 2012 and 2018. We demonstrate subjects consistently report a se-
ries of demographic and personality characteristics. Further, subjective willingness to
take risk is found to be significantly correlated with decisions made in a simple lottery
experiment with real stakes. This suggests the quality of data obtained via AMT is
unharmed by the lack of control and low stakes.
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1 Introduction

Amazon Mechanical Turk (also known as AMT or MTurk) has become an increasingly com-

mon tool for researchers in social sciences (e.g., Clifford, 2014; Verkoeijen and Bouwmeester,

2014; Milita et al., 2017). This is partly because researchers are looking for experimental

samples that are more heterogeneous than student samples and cheaper than samples re-

cruited by survey firms and laboratory samples. However, critics of AMT worry that AMT

samples are unreliable and of poor quality. The reasoning behind such worries are often

based off of some mixture of formal criticisms (e.g., frequency of participation and un-

representative samples) that are discussed in the academic literature (c.f., Krupnikov and

Levine, 2014; Huff and Tingley, 2015), and informal criticisms that crop up in blog posts

and referee reports (see Searles and Ryan, 2015). Given that experiments performed on

AMT generally replicate the results using nationally representative and laboratory studies

(c.f., Horton et al., 2011; Amir et al., 2012; Mullinix et al., 2015; Gibson and Johnson,

2018; Arechar et al., 2018), these criticisms seem puzzling.

In this paper, we add to the growing body of literature reporting the efficacy of AMT by

demonstrating that AMT worker responses are consistent across time (and where possible

at level comparable to more controlled studies) and correlated, in the expected direction,

with decisions that are made when there are real stakes present. Our data is from eleven

different experiments run on AMT from September of 2012 to January of 2018. In each

of these experiments, we collected at least two of the following measures: age, gender,

impulsivity, and subjective willingness to take risk. We take advantage of the fact that AMT

data sets report workers’ “worker id” numbers and use this information to track worker

responses over time. We show differences in responses are small – which would be consis-

tent with measurement error – both to single questions and a multi-item index.1 Further,

1In fact, the responses to the question about risk preference are more reliable than re-
sponses to one of the long-running panel survey.
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we demonstrate that self-reported risk measures are highly correlated with a financially

incentivized measure of risk. This is important because it suggests the consistency is eco-

nomically meaningful and not the result of some decision rule used to complete surveys

more quickly – for example, always picking the first option. Because we can predict the

respondent’s incentivized behavior with self-reported measures taken at the same time and

months or, in some cases, even years before, this suggests AMT respondents provide valid

measures of variables that are important to social scientists, despite the low stakes and lack

of control.

2 AMT and Inconsistent Responses

Before proceeding further, we would like to give a brief refresher of the labor market we

are using. AMT is an online labor market made up of workers (respondents/subjects) and

requestors (researchers). Requestors on AMT post human intelligence tasks (HITs) that

are then completed by workers in exchange for payment. In the social sciences, these

HITs are often experiments (e.g., Clifford and Gaskins, 2016; Del Ponte et al., 2017; Milita

et al., 2017) and are seen as an alternative to laboratory experiments that use student

samples (Goodman et al., 2013). Each HIT on AMT pays workers a fixed participation fee

for completing a HIT. These fixed participation fees are typically quite small and range from

$0.05 to $1.00. This participation fee is analogous to the show-up payments paid to subjects

in laboratory economics experiments. Requestors also have the option of paying workers

a bonus. A convenient feature of these bonuses is that they are individually assigned after

the requestor has observed workers’ responses. This means requestors can observe workers’

behaviors/decisions and pay them based off of their observed behavior/decisions. Like the

participation fees, these bonuses are quite small relative to laboratory payments.

Demographically, AMT workers are significantly more varied than university subject

pools (Ipeirotis, 2010; Buhrmester et al., 2011; Behrend et al., 2011). For example, it is
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common to observe workers who report to be as young as 18 and as old as 65. However,

American workers are still younger and more ideologically liberal than the overall U.S.

population (Berinsky et al., 2012). More importantly, for the purposes of this paper and

others using AMT, American workers on AMT generally have a lower reported income (c.f.,

Paolacci et al., 2010; Berinsky et al., 2012; Levay et al., 2016) are more likely to report to

be unemployed (e.g., Ipeirotis, 2010; Goodman et al., 2016).

This suggests that the money earned from completing HITs might be especially valu-

able to AMT workers. Since the HITs generally pay small amounts, the only way to earn

even minimum wage is to complete many HITs. However, this could lead to poor re-

sponses as respondents engage in satisficing or some quick decision rule (for example,

always choose the middle category). It could also lead to response instability, one of the

most common issues in social science surveys (Converse, n.d.). Zaller (1992) notes that

one way to cure response instability is to encourage respondents to “stop and think” prior

to answering. For these AMT respondents, stopping to think is costly as time spent thinking

is time not spent earning money for completing another HIT.

At the same time, survey experiments conducted on the platform have been shown to

replicate the results from surveys on representative samples (Berinsky et al., 2012; Mullinix

et al., 2015). For example, Horton et al. (2011) replicates three experiments: i) a prisoner’s

dilemma, ii) a priming experiment, and iii) a framing experiment. In each of these experi-

ments, Horton et al. (2011) finds that AMT workers’ behavior is not significantly different

from laboratory counterparts.2 This result is not unique. Amir et al. (2012) explores be-

havior in online dictator, ultimatum, trust, and public goods games and concludes that

results “are generally consistent with what is observed in the physical laboratory” despite

the low stakes and lack of control. Gibson and Johnson (2018) show that AMT workers

2Horton et al. (2011) also demonstrates AMT workers have upward sloping supply
curves.
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make decisions consistent with risk averse preferences (albeit more so than laboratory sub-

jects) across four different incentivized lottery experiments and, just as in Dohmen et al.

(2011), that their decisions made in the experiments correlate, in the expected direction,

with their reported subjective willingness to take risk. Finally, Arechar et al. (2018) find

that contributions made in a repeated public goods game taking place online is similar to

those seen in the lab. Given that online experiments are much less expensive than their

laboratory counterparts and that online results generally replicate results observed in the

lab it is surprising that so few studies relying on online samples appear in highly regarded

journals.3

Yet, this does not necessarily mean that AMT responses are high quality. Experimental

effects would potentially replicate if responses in both samples were of poor quality. AMT

workers have a financial incentive to finish quickly, but respondents to a more traditional

survey also would want to finish quickly. As part of an effort to improve the quality of

responses, experimental economists ask respondents to participate in tasks with real stakes

in order to measure underlying attitudes. For example, one could measure intergroup affect

with survey questions, but measuring affect via a trust or dictator games avoids issues of

social desirability (Fowler and Kam, 2007; Carlin and Love, 2013). By offering real stakes

to answer a question, researchers can incentivize careful responding. An AMT worker, who

answers the real stakes question too quickly, risks lower earnings which may defeat the

purpose of quick responding. However, one could argue that the cost of this behavior is

mitigated by the relatively low stakes. Hence, to demonstrate that AMT workers provide

quality data, we need to demonstrate both that the responses are consistent across time,

but also that the measures obtained via survey questions are consistent with those from a

3As of November 12, 2018, a simple google scholar search of the keyword “Amazon
Mechanical Turk” reveals that since 2011, the year Horton et al. (2011) was published,
Experimental Economics, Games and Economic Behavior, and The American Economic Review
have published 10, 2 and 13 papers mentiong Amazon Mechanical Turk, respectably.
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real (but low) stakes task.

While researchers are probably most often concerned with how workers respond

within an experiment, there is also the worry that the workers are not who they say they are

(e.g., a husband and wife share an AMT worker account) and/or have responses that vary

substantially over time (possibly due to not paying attention to the questions or deliberately

responding randomly); both implying responses would be more likely to be inconsistent.

To address this concern, researchers have also explored the consistency (i.e., test-retest

reliability) of online workers’ responses. For example, Buhrmester et al. (2011) explores

the test-retest reliability of AMT workers and finds that AMT workers consistently report

their political beliefs and personality traits. Similar results are discussed in Rand (2012),

which explores the consistency of reported age, gender, level of education, income, and be-

lief in God; Holden et al. (2013), which explores the consistency of personality traits; and

Shapiro et al. (2013), which explores the consistency of reported mental health. Such con-

sistency may be considered surprising due to the lack of control but, in retrospect, less so

because (Hauser and Schwarz, 2016) find many AMT workers perform better on attention

checks than laboratory subjects.4 If online workers are highly attentive, and consequently

not responding randomly, it makes sense that their responses are also highly consistent.

3 Data

We ask two central questions: 1) is the data provided by AMT workers consistent? and 2)

if so, are workers’ responses economically meaningful – i.e., do their responses to survey

questions correlate with their decisions in a real stakes task? The data we use is from eleven

different experiments which were run from 2012 to 2018. To avoid selection bias, we use

data from all of the experiments author one has run on AMT that asked workers to report

4Though in (Hauser and Schwarz, 2016), participation was restricted to, compared to
our study, high quality workers (i.e., US workers with greater than 95% approval rating
and more than 100 jobs approved).
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at least two of the measures of interest (discussed below) and have access to their worker

identification number (workerid) and the date the experiment was posted.5 The dates of the

experiments and the number of observations in each experiment are found in Table E.1 in

the Appendix.6 The timing of each of the variables of interest (e.g., age and impulsiveness

test) varies widely across experiments. For example, in some experiments workers were

asked about their willingness to take risk prior to the experiment (to conceal a treatment

assignment variable) and, in others, the question occurred after the main experiment.

In general, the worker sample analyzed here is, in all likelihood, of lower quality than

the samples used in Hauser and Schwarz (2016) and Arechar et al. (2018). This is because

author one generally has little to no restrictions placed on who is eligible to participate in his

experiments. What this means is that workers who have never completed an experiment, do

not live in the US, and/or have a low approval rating are all usually eligible to participate.7

This is important to highlight because Peer et al. (2014) demonstrate that high quality

workers (i.e., those with approval ratings greater than 95%) are less likely to fail attention

checks than low quality workers (i.e., those with approval ratings less than 95%). Thus, it

is reasonable to suspect a higher percent of workers in the sample analyzed here, relative to

the sample discussed in Hauser and Schwarz (2016) and Arechar et al. (2018) are randomly

5A description of each experiment is found in Appendix section 5. All experimental data
is posted online. We will update the data set as we run more experiments.

6All of the experiments were written in html and javascript which was then copied and
pasted into the area where HITs are edited. Each experiment consisted of multiple pages
and workers could only continue to the next page after they had answered all of the ques-
tions on a given page. The incentives present in each of the experiments are low by labora-
tory standards but are probably on the high side for AMT - evidenced by author one’s pay
rating on turkopticon (a site where AMT workers grade requestors).

7Author one makes this design choice for two reasons. First, IP addresses (how worker
location is identified) can be faked so there is no guarantee that the worker is even living
in the United States. Second, for ethical reasons, author one believes that all workers
should be given the opportunity to participate. Further, laboratory experiments do not
limit participation to subjects who have completed a set number of experiments, so it seems
contradictory to require this in the online setting.
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entering text. In other words, the deck is stacked against us.

3.1 Questions

In assessing the consistency of workers’ responses we evaluate four variables. The first

two are basic demographic variables: age and gender. These measures provide only a low-

bar test as answering those questions quickly and carelessly would take about as long as

answering the questions accurately. It will serve to demonstrate that AMT workers are not

“trolling” researchers (Lopez and Hillygus, 2018).

We perform more comprehensive analyses of two respondent personality traits: im-

pulsiveness and willingness to take risk. Impulsiveness is a commonly studied trait in the

psychology of criminals (Farrington, 1998) and has been used in political science to explain

differences between liberals and conservatives (McAdams et al., 2013), partisan strength

(Hatemi et al., 2009) and political violence (McDermott et al., 2013). Impulsiveness is mea-

sured using the Barratt Impulsivity Test (Stanford et al., 2009). Respondents indicate how

often they engage in thirty different activities (e.g., “I plan tasks carefully”) using a four

point scale ranging from “Rarely/Never" (1) to “Almost Always/Always" (4). A worker’s

impulsiveness score is the sum of their responses.8 To demonstrate that workers consis-

tently report their level of impulsiveness, we use both workers’ responses to each of the

impulsiveness questions as well as their total score on the instrument.

Willingness to take risk is measured using the general risk attitudes question from

the German Socio-Economic Panel Survey (SOEP) which was popularized in Dohmen et al.

(2011). The English translation of the question is as follows:

How do you see yourself: Are you generally a person who is fully prepared to take

risks or do you try to avoid taking risks?

8Some of these questions are reverse coded.
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Workers answer this question on an 11 point scale ranging from 0 to 10 - with 0

corresponding to “I avoid risk" and 10 corresponding to “Fully prepared to take risks.”

Additionally, in two of the experiments respondents were asked to choose to play one

lottery from a list of several lotteries; this is a common way to measure an individual’s risk

profile in experimental economics (e.g., Holt and Laury, 2002; Dave et al., 2010). We will

explain the details of the real stakes task later when we examine how it correlates with the

answer to the SOEP risk attitudes question.

A convenient feature of the data sets generated using AMT is that they not only in-

clude workers’ decisions and responses but also a unique randomly generated worker iden-

tification number (workerid) and the date at which the HIT was posted online. We use the

workerid to link the responses of workers who participated in at least two of the experi-

ments presented in Table E.1 in the Appendix. The date is used to establish the order of the

responses – allowing us to compare a respondent’s first response to their future responses.

3.2 AMT Workers

In the eleven experiments, there are 5,347 observations. 3,566 workers completed a single

experiment. 730 workers completed at least two, and 223 workers completed three or

more experiments. The average number of experiments completed by workers is 1.24 and

the most experiments completed by a worker is eight. We did not contact workers who

participated in one study to participate in future studies. Hence, the fact that respondents

appear in this study in a panel nature is purely by chance. 4,127 workers reported their

gender, 2,829 reported their age, 3,811 reported their willingness to take risk, and 2,730

completed the Barratt Impulsivity Test.9

Table 1 presents the summary statistics of the workers who participated in the exper-

9A breakdown of average responses by the day of the week the batch of the HIT is posted
is found in section 1 of the Appendix. Detailed analysis of “day of the week” effects are not
the primary purpose of this paper but is available upon request.
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iments.10 Each variable in Table 1 contains subscripts indicating a group and a response

time. The first subscript corresponds to the order of the workers’ response (i.e., 1 if first; 2

if last). Workers are classified into one of two groups. The first group (group 1) are workers

who participated in one experiment. The second group (group 2) are workers who partic-

ipated in two or more experiments. The group is indicated by the second subscript (i.e., 1

if group 1; 2 if group 2). For example, Risk1,2 is the average earliest reported willingness

to take risk for workers who completed more than one experiment.

The distributions of Age, Risk, and IMP by group, and order of response are found

in Figure 4. Figure 4 and Table 1 suggest that there are differences in the workers who

completed more than one experiment compared to those who only completed a single ex-

periment. Workers who completed more than one experiment are significantly more likely

to report being male (test of proportions: 0.561 vs 0.628, p = 0.001), are less impul-

sive (t-test: 60.623 vs 58.594, p < 0.001; u-test: p < 0.001), are less willing to take

risk (t-test: 5.364 vs 5.037, p = 0.005; u-test: p = 0.005), and older (t-test: 32.149 vs

33.856, p < 0.001; u-test: p < 0.001) than workers who completed a single experiment.11

This means the experienced AMT participants have somewhat different characteristics than

those who are less experienced, which may lead to questions regarding external validity

relating to the consistency of responses. Yet, it does not affect our ability to test whether

experienced and inexperienced workers provide economically meaningful responses.12

10Careful readers will note that the sum of the variables in Table 1 do not add up to the
“correct” total. This is due to the fact that workers could have completed experiments that
did not ask them to report one or two of the measures. So, for example, while a worker
could have completed more than one experiment, she could have actually only reported
her age once.

11All t-tests assume unequal variance.
12Note that the averages presented in Table 1 do not match the averages and proportions

reported when we are comparing responses across groups. This is not a mistake but re-
flects the fact not all HITs asked the same questions. See Footnote 10 for a more concrete
example.
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Table 1: Summary Statistics

Responded Once
Variable Obs Mean Std. Min Max

Male1,1 3398 0.561 0.496 0 1
Age1,1 2136 32.149 10.028 6 69
Risk1,1 3090 5.364 2.691 0 10
IMP1,1 2055 60.623 11.628 30 110

Responded More than Once (First Response)
Variable Obs Mean Std. Min Max

Male1,2 678 0.645 0.479 0 1
Age1,2 418 33.117 9.536 18 67
Risk1,2 553 4.911 2.793 0 10
IMP1,2 406 58.628 11.106 32 92

Responded More than Once (Last Response)
Variable Obs Mean Std. Min Max

Male2,2 678 0.639 0.481 0 1
Age2,2 418 33.969 9.663 19 69
Risk2,2 553 4.929 2.824 0 10
IMP2,2 406 58.369 12.441 31 120

Summary statistics of variables of interest by group and order of response. Male is the reported
gender (1 if male; 0 if female). IMP is Barratt Impulsiveness Test score. Risk is general willing-
ness to take risk. Age is reported age in years. First subscript number indicates whether this
is for a respondent’s first (1) or most recent response (2). Second subscript number indicates
whether the respondent participated in only one survey (1) or at least two experiments (2).
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In the coming analysis, we will primarily consider the respondents who participated

in more than one study as those are the only respondents who we can show are consistent

in their responses. However, we will later use some participants who participated only once

to compare their responses to the risk question to their decisions made in the real stakes

lottery task. As we will demonstrate, the relationship between subjective risk preferences

and choices made in the incentivized lottery experiment, for workers who participated in

only one experiment, is not qualitatively different (e.g., similar size and significance) than

the relationship observed in workers who participated in more than one experiment.

4 Results

4.1 Age and Gender Consistency

As a “low-bar” test of the consistency of responses, we start by exploring workers’ first

reported gender and age and compare these responses to their final responses. The aver-

age number of days between first reported gender(age) and last reported gender(age) is

401(289). Overall, 666 workers consistently reported their gender. 237 of these workers

reported being female and 429 of these workers reported being male. Eight(four) workers

first reported being male(female) but reported being female(male) in the last experiment

they completed. Thus, workers consistently report their gender 98.23 % of the time – which

is a higher gender consistency (96%) reported in Rand (2012).13

13Given that recent studies estimate that between 0.4% and 0.6% of the US population
identifies as transgender (Flores et al., 2016), some of the observed inconsistency possibly
represents real changes in gender identities rather than a mistake or careless response. Ev-
idence in support of this can be seen when looking at the workers who participated in more
than one experiment and changed their reported gender. For example, one worker, first re-
ported being male and then subsequently reported being female in two later experiments.
Obviously, it is impossible to say whether or not the first response given by this worker was
a mistake or not but it is noteworthy to mention that this worker was very consistent in their
reported willingness to take risk (Risk1,2=4 and Risk2,2=5) and impulsiveness (IMP1,2=52
and IMP2,2=49).
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Figure 1: Distribution of workers’ characteristics by group and completion order.
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First row of sub-figures in Figure 4 corresponds to age, second row corresponds to reported
willingness to take risk, and the third row is Impulsivity Test scores. First column are the
distributions of characteristics of the workers who only participated once (group 1). Middle
column are the distributions of characteristics reported in the first experiment among workers
who participated in two or more of the experiments (group 2). Third column are the distribu-
tions of characteristics reported in the last experiment completed among those who completed
more than one experiment (group 2).
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418 workers reported their age more than once. The correlation between first and

last reported age is positive and significant (r = 0.977, p < 0.0001). The average reported

age when workers completed their first(last) experiment 33.12(33.97) which translates

into a difference of .85 years. While this difference is statistically significantly different

from zero (t-test: p < 0.001) it is expected considering workers will age over the time

between experiments. Yet, this difference is not statistically different from the difference

in the time they last reported their age and first reported their age divided by 365 (t-test:

0.85 vs .793, p = 0.174). Just as with gender there is some inconsistency. There are

eight “Benjamin Buttons” who got younger (i.e., their last reported age was less than first

reported age) and five subjects who aged more than was reasonably possible over the six

year period.14 Nonetheless, of the workers who reported their age more than once, roughly

91% of workers who reported a final age that was within 1 year of their first reported

age plus the number of days between the two reported ages divided by 365. While this

consistency is lower than the age consistency (93%) reported in Rand (2012), it is not, in

our opinion, meaningfully different. Overall, these results suggest, for simple demographic

questions at least, AMT respondents are fairly consistent.

4.2 Consistency in Impulsivity

We now present results suggesting that workers are consistently reporting their impulsivity.

The distribution of the absolute difference between workers’ first and last Impulsiveness

Test score is found in Figure 2a. In Figure 2b, we present a scatter plot of IMP1,2 and

IMP2,2. The average time difference between workers’ first and last Impulsivity Test is 339

days. As with the previous demographics and characteristics, workers consistently report

their impulsivity.

The difference in workers’ first and last Impulsivity Test score is not statistically dif-

14For example, one worker aged 17 years over 163 days.

13



Figure 2: Distribution of the Absolute Differences and Scatter Plots of First and Last Impul-
sivity Test Responses.
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Figure 2a presents the distribution of the absolute difference of workers’ first Impulsiveness
Test score and final Impulsiveness Test score. Figure 2b presents a scatter plot of workers’ first
Impulsiveness Test score (IMP1,2) and final reported willingness to take risk (IMP2,2). X-axis
corresponds to first reported willingness to take risk/test score while y-axis is final reported
willingness to take risk/test score. Dashed lines are fitted regression lines. Dot sizes, in the
scatter plots, indicate the proportion of responses.

ferent (paired t-test: 58.628 vs 58.369, p = 0.5843). While the two scores are highly

correlated (r = 0.679, p < 0.001) the observed correlation is not as high as what is re-

ported in Stanford et al. (2009) who reports a one month correlation across test scores of

0.83 using a sample made up of college students and subjects recruited from the cities of

Winston-Salem, NC and Houston, TX. As can be seen in Figure 2a, this difference is being

driven by a few very inconsistent workers. For example, if we remove the eight most incon-

sistent workers (or less than 2 % of the sample of workers who completed the Impulsivity

Test more than once), r increases to .804.15

The number of days between measures does not affect the consistency of the re-

sponses. This can be seen in Figure 3 which plots the absolute difference between first

15Interestingly, one of these workers inconsistently reported their gender which might
suggest this an extreme troll.
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Figure 3: Difference in Impulsivity Test Responses Over Time.
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The solid lines is the fitted regression line. Dot sizes indicate the proportion of responses.

and last scores on the impulsivity measure on the y-axis and the number of days between

responses on the x-axis. When we estimate an OLS model using the absolute difference

as a dependent variable and the number of days between responses as the independent

variable, we find the coefficient on the number of days between measures is small and not

statistically significant (coef= 0.001, p = 0.594, n= 406).

In Appendix section 4, we present the result for each of thirty items in test. The

difference between initial and final responses to one item has a p-value less than 0.05 with

another two items having p-values less than 0.1. Given the multiple tests, we should adjust

our p-values for multiple comparisons. Whether we account for “false discovery rate” – the

expected proportion of false positives (Type I errors) (Benjamini and Hochberg, 1995) – or

“Family-Wise Error Rate” – the probability of incorrectly rejecting even one null hypothesis

– using the common Bonferroni correction, there are no statistically significant differences

between the first and final responses to any of the items.
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Figure 4: Distribution of the Absolute Differences and Scatter Plots of First and Last Impul-
sivity Test Responses.
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Figure 4a presents the distribution of the absolute difference of workers’ first reported general
willingness to take risk and final reported general willingness to take risk. Figure 4b presents
a scatter plot of workers’ first reported willingness to take risk (Risk1,2) and final reported
willingness to take risk (Risk2,2). Dashed lines are fitted regression lines. Dot sizes, in the
scatter plots, indicate the proportion of responses.

4.3 Consistency in Willingness to Take Risk

The distribution of the absolute difference between workers’ first and last reported willing-

ness to take risk is found in Figure 4a. In Figure 4b, we present a scatter plot of Risk1,2 and

Risk2,2. The average time difference between workers’ first and last response to the risk

question is 418 days. The difference between reported willingness to take risk the first and

last time they completed an experiment is not statistically significant (paired t-test: 4.911

vs 4.929, p = 0.852) and, as expected, the responses themselves are highly correlated

(r = 0.672, p < 0.001). Further, the reported reliability (i.e., test and re-test correlation)

is higher than the 30-49 day reliability (r = 0.60) reported in the SOEP manual (Richter et

al., 2017).

Additionally, we once again see no evidence that the difference in reported willingness

to take risk increases in the number of days between the first and last time it is reported. We
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Figure 5: Difference in Willing to Take Risk Over Time.
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The solid lines is the fitted regression line. Dot sizes indicate the proportion of responses.

show this in Figure 5 which plots the absolute difference between first and last responses

to risk question on the y-axis and the number of days between responses on the x-axis.

When estimating the absolute difference between first and last response, with OLS, using

the number of days between responses as the independent variable, we find the coefficient

on the number of days between measures to be small and not statistically significant (coef=

0.0001, p = 0.472, n= 553).

4.3.1 Risk Measured with Real Stakes

We have shown that AMT respondents provide consistent responses, but this does not nec-

essarily mean the data is of high quality or economically meaningful. Consistent responses

could be the result of careful consideration or a basic decision rule – for example, always

answer the middle option. We now show that the data AMT workers provide is econom-

ically meaningful. We do so by showing that subjective risk preferences correlate in the

expected direction with workers’ decisions in a simple real stakes task: an incentivized
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lottery experiment (Johnson and Webb, 2016; Gibson and Johnson, 2018).16

In the experiment, workers are given a set of 20 lotteries (shown in Table 2) that

vary in the probability they will be successful and the payoff that will be paid if the lottery

turns out to be successful. Lotteries that are riskier (i.e., lower in index number) have a

higher payoff (if successful) while lotteries that are safer (i.e., higher in index number)

have a lower payoff (if successful).17 After being shown the possible lotteries that they

can select, and each lottery’s expected value, workers are asked to select the lottery that

they wish to play for real stakes. The advantage of this simple risk task compared to some

others available is that the measure does not conflate risk preference and math ability as

is the case with some more complex measures, which makes it particularly suitable for the

environment and population.

The stakes of the experiment are quite low relative to laboratory experiments. Work-

ers, on average, earned about $1.15 for their decisions. 122 workers completed the lottery

experiment. The average subjective willingness to take risk of workers, taken at the time of

the incentivized experiment is 4.76. The correlation between these two variables is -0.332

and is statistically significant (p = 0.0002). The average index number of the lottery se-

lected by these workers is 11.75 which is statistically significantly greater than the index

number of the safer of two lotteries that are expected utility maximizing (lottery 11 in Table

2) assuming risk neutral preferences (t-test: p = 0.039). Overall, roughly 67% of subjects

selected a lottery that is consistent with some degree of risk averse preferences. Of subjects

who completed the lottery experiment and a prior experiment in which they were asked to

report their general willingness to take risk, this figure rises to approximately 76%.

16Note here we are focusing on the control treatment of Johnson and Webb (2016) that
had workers select a single lottery rather than a bundle of lotteries. Gibson and Johnson
(2018) had workers only select a single lottery.

17In the actual experiment, lotteries are indexed by a letter of the alphabet rather than
number.
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Table 2: Lotteries Used in Real Stakes Task

Lottery Prob. Prize E.V. Obs1 Obs2

1 0.05 $5.00 $0.25 9 2
2 0.1 $4.75 $0.48 0 0
3 0.15 $4.50 $0.68 3 1
4 0.2 $4.25 $0.85 0 0
5 0.25 $4.00 $1.00 3 0
6 0.3 $3.75 $1.13 0 0
7 0.35 $3.50 $1.23 4 1
8 0.4 $3.25 $1.30 1 0
9 0.45 $3.00 $1.35 5 2
10 0.5 $2.75 $1.38 15 2
11 0.55 $2.50 $1.38 14 1
12 0.6 $2.25 $1.35 8 7
13 0.65 $2.00 $1.30 14 5
14 0.7 $1.75 $1.23 9 2
15 0.75 $1.50 $1.13 12 5
16 0.8 $1.25 $1.00 8 1
17 0.85 $1.00 $0.85 9 4
18 0.9 $0.75 $0.68 4 1
19 0.95 $0.50 $0.48 2 0
20 1 $0.25 $0.25 2 0

Prob. is the probability the lottery will favorable to the subject, Prize is the amount won if the
lottery is favorable, and E.V. is the expected value of the lottery. Obs1 is the number of subjects
who selected a given lottery. Obs2 is the number of subjects who selected a given lottery and
completed a prior experiment in which they were asked to report their general willingness to
take risk.
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In both Johnson and Webb (2016) and Gibson and Johnson (2018) workers also re-

ported their general willingness to take risk. 122 workers participated in either the control

treatment of Johnson and Webb (2016) (n= 47) or Gibson and Johnson (2018) (n= 75).

We now demonstrate that workers’ subjective willingness to take risk correlates with their

lottery selections. We do so in two ways in Table 3’s tobit models.18 Though we are aware

of its shortcomings, the tobit is our preferred estimator because of censoring in the depen-

dent variable and the ease of interpretation. In Models 1 and 2, both measures are taken

at the same point in time. In Models 3 and 4, we use the 34 respondents who participated

in more than one study. Moreover, instead of using their response to the subjective risk

preference question from the same study as the lottery experiment, we use their subjective

risk preference response from the first study in which they participated.19 This allows us

to determine if survey responses from months (even years!) earlier are related to their

real stakes behavior. The average gap, in days, between workers’ first reported willingness

to take risk and the lottery experiment is 521 days – more than a year.20 So these older

measures are quite old relative to other studies that tend to use a 1-month reliability. Con-

sequently, one could think of these measures as a lower bound in terms of relevancy as they

correspond to an individual’s willingness to take risk in the past.21

The subjective risk variable is measured with larger values indicating a greater will-

ingness to take risk. At the same time, the riskier lottery choices are lower in index num-

18Similar results (in terms of significance and direction) are observed in all alternative
models considered, i.e., ordered probit, interval regression (dependent variable is the risk
parameter inferred from lottery choices assuming CRRA utility), and OLS. Results using
alternative estimators are found in the Appendix.

19We do not use control variables in these models because of the smaller sample size.
20Roughly, 35% of subjects who completed the lottery experiment and a prior experiment

in which they were asked to report their willingness to take risk completed both experiments
within a year. 20% of subjects completed the lottery experiment more than 2 years after
the first experiment in which they were asked to report their willingness to take risk.

21So not only are we using data of dubious quality but old data of dubious quality.
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Table 3: Subjective Risk Preferences and Risky Decision Making in a Real Stakes Task

Model 1 Model 2 Model 3 Model 4
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E.

Contemporaneous Risk -0.579 0.151 -0.562 0.159
1st Risk Response -0.733 0.229 -0.800 0.619
Days Since Response 0.003 0.003 0.002 0.006
Days X 1st Response 0.000 0.001
Male 1.452 0.881
Age 0.041 0.043
Impulsivity -0.003 0.036
Constant 14.404 0.835 12.319 2.817 14.333 2.294 14.678 3.751

Obs 122 119 34 34
R2 0.020 0.024 0.059 0.059
LL 9 8 2 2
UL 2 2 0 0

Tobit models. The dependent variable is the index number of lottery selected: larger values
indicate less risky choices. LL(UL) indicates the number of workers who selected lottery 1(20).

ber. Therefore, since we expect subjective risk preferences to correlate with decisions made

when there are real stakes, we expect to observe an inverse correlation between workers’

response to the risk question and the lottery selected. This is exactly what is observed in

Model 1 and Model 2 of Table 3. This suggests that the responses to the risk measure are

not only consistent, but are economically meaningful. Hence, the data acquired via AMT

worker responses are, on average, high quality measures.

In Models 3 and 4, we go a step further. First, as Model 3 shows, the same expected

negative correlation holds – even if the subjective response was from an earlier time point.

Second, as Model 4 shows, the size of correlation does not differ as the number of days since

the first subjective response increases. We demonstrate this by including an interaction

effect between the subjective response and the days since the response was given (Figure

6).

As Figure 6 shows, the marginal effect of subjective risk preferences on an individual’s
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Figure 6: Marginal Effect of Willingness to Take Risk as Number of Days Since 1st Response
Increases.
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Marginal effect estimated from Model 4 in Table 3. Bars represent 95% confidence intervals.

lottery choice is always around -0.7. The relationship is statistically significant at the .05

level for responses given up to 2 years prior. After that point, we simply do not have enough

observations to show the correlation with any confidence.

Naturally, it may be that the statistically significant relationship between subjective

risk preferences and decisions made in the incentivized lottery experiment is being driven

only by workers who participated in more than one experiment. This would be troublesome

because it could suggest that only the decisions made by workers who participate in more

than one experiment are economically relevant. Given that workers who participate in

more than one experiment tend to be older, less willing take risk, and less impulsive - this

seems like a reasonable possibility. To explore whether or not this is the case, we re-estimate

Models 1 and 2 from Table 3 using data from workers who participated in one experiment

(EXP=1) and workers who participate in more than one experiment (EXP>1). These results

are presented in Table 4. As can be seen in Table 4, the direction and magnitude of the

coefficient estimates are similar to what is found in Table 3. The results presented in Table 4
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therefore suggest that the subjective risk preferences of workers who participate in only one

experiment predict risky decision making in the real stakes experiment. Further, coefficients

in the models that use data from workers who completed only a single experiment are in

the same ballpark as counterparts presented in Table 3 as well as models that use data from

workers who completed more than one experiment.22

Table 4: Subjective Risk Preferences and Risky Decision Making in a Real Stakes Task
(Group 1 vs Group 2)

Model 1 Model 2 Model 3 Model 4
EXP=1 EXP>1 EXP=1 EXP>1

Coef. S.E Coef. S.E Coef. S.E Coef. S.E

Contemporaneous Risk -0.573 0.192 -0.605 0.242 -0.493 0.207 -0.588 0.239
Male 1.077 1.184 2.175 1.240
Age 0.006 0.057 0.096 0.061
Impulsivity -0.059 0.050 0.076 0.053
Constant 14.756 1.093 14.025 1.291 17.426 3.565 4.765 4.395

Obs 69 53 66 53
R2 0.0211 0.0194 0.0257 0.0393
LL 5 4 4 4
UL 1 1 1 1

Tobit models. The dependent variable is the index number of lottery selected: larger values
indicate less risky choices. LL(UL) indicates the number of workers who selected lottery 1(20).

In all, the results in this section are an important indication that AMT workers give not

only consistent responses, but responses that map onto actual behavior. Further, because

the responses are consistent, it does not matter when the response was recorded. Responses

taken several months prior are just as good at predicting risky behavior in a real stakes task

as responses taken at the same time. This suggests that, on average, AMT workers provide

quality data – at least for the questions we asked respondents.

22As before, similar results (in terms of significance and direction) are observed in all
alternative models considered, i.e., ordered probit, interval regression (dependent variable
is the risk parameter inferred from lottery choices assuming CRRA utility), and OLS. Results
using alternative estimators are found in the Appendix.
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5 Discussion and Conclusion

Critics of studies using Amazon Mechanical Turk question the validity of studies using the

platform for a wide variety of reasons. Many of these criticisms are valid. Namely, ex-

periments involving an element of social interaction or those that require specific subject

pools/samples are probably not best suited for the platform. However, in many experi-

ments, these types of criticism are not applicable. Therefore, the primary concerns become

those related to consistency and economic relevancy of workers’ responses (i.e., is the data

good?). We show that workers on Amazon Mechanical Turk consistently report their ba-

sic demographics, subjective risk preferences, and impulsivity. Further, their responses are

economically relevant in, at the very least, a basic lottery experiment - though the prepon-

derance of evidence suggests relevancy far beyond a basic lottery experiment. Subjective

willingness to take risk is significantly correlated with behavior in an incentivized lottery

experiment and in the direction one would expect. In sum, the results suggest the quality of

data obtained via AMT is not significantly harmed by the lack of control over the conditions

under which the responses are recorded or the stakes.

Given that the stakes on AMT are very low relative to the lab (c.f., Horton et al.,

2011; Amir et al., 2012) and the fact that, unlike the lab, workers are not monitored, it is

natural to wonder why the decisions made by AMT workers are not all that different from

the decisions made by laboratory subjects and why their responses have high test-retest

reliability. As a possible explanation, we would like to remind readers that poor quality

responses by workers can lead to rather severe penalties. For example, if a worker submits

a HIT and does not answer any of the questions, the requestor can reject the submission

and the worker will be paid nothing. Additionally, requestors have the option of blocking

workers which will prevent the worker from completing any of the requestor’s HITs in

the future. Rejections and blocks themselves are also quite costly to workers. If a worker

receives too many blocks, they risk having their account deleted. Furthermore, each worker
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has an approval rate, which is determined by the percent of HITs the worker has completed

that have not been rejected. If a worker’s approval rate gets too low, it reduces the number

of HITs they are eligible to complete. This is because the worker’s approval rate is one

of the “canned” qualifications that is available to all requestors.23 These punishments can

be very costly to worker – especially so when one considers the fact that 25% percent of

workers on AMT report that “all” or “most” of their income comes from AMT.24

Researchers need to, however, use Amazon Mechanical Turk with care. As Arechar

et al. (2017) shows, the population completing tasks on Amazon Mechanical Turk tends

to be more male during the weekdays and the studies used to generate the data set that

is analyzed here support this finding. Researchers using AMT should provide the time the

HIT was posted along with any observed differences in their samples from ongoing large

scale projects. Further, while the population of workers is generally more representative

of the US population than typical university subject pools, there are still significant differ-

ences between the worker population and US population. Researchers need to take these

differences seriously before making external validity claims. Additionally, recently there

has been concern raised in informal academic circles (e.g., Twitter) that computer pro-

grams (called “bots”) are being used to complete HITs rather than humans. Evidence in

support mechanized survey responses is based off of suspicious geocodes (inferred from IP

addresses). While we do not dispute that bots may pose a problem, our work here suggests

that at the current moment, these concerns are more molehills than mountains. This is

because if bots are a problem we would not expect subjective willingness to take risk to

be correlated with decisions made in the incentivized lottery experiments. However, this

23For example, if the requestor does not want workers, with approval rates less than 90
percent, to participate, they can tell AMT that only workers with an approval rate greater
than 90 percent can complete the HIT.

24Paul Hitlin “Research in the Crowdsourcing Age, a Case Study”
http://www.pewinternet.org July 7, 2016. July 24, 2017.
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conjecture needs to be taken with a grain of salt and may only be relevant to our study.25

In terms of future steps, normatively, research using AMT is lacking in standardization.

Unlike the lab, there are few established norms for conducting research on AMT or online,

generally. A consensus of best practices (e.g., pay, reasons for blocking workers, and bot

prevention tactics) needs to be reached for comparisons across studies to be meaningful.

Such standardization could also foster increased experimental control.

To close, there are three caveats regarding the results presented in this manuscript.

First, this paper is not about the overall demographics of the AMT worker population.

Worker demographics vary across the day and week and there is evidence of long term

trends in changing demographics. Given that the experiments were posted during rela-

tively consistent times of day and over a long period of time, there is no reason to believe

that the demographics presented will match the demographics of today’s AMT worker pop-

ulation. Indeed, they do not. Second, this paper is not about identifying the inter-temporal

correlation of various worker characteristics and demographics under the most controlled

conditions allowed in the environment. The experiments from which we include data vary

widely and the order of the measures taken in the experiments do as well. Further, we try to

keep as many observations as possible. This means that we include data from workers who

provided inconsistent answers, did not complete the experiment, or failed an English com-

prehension/attention check question.26 Third, it is well-known that the population of AMT

workers may not be suitable for all research questions. While it is true that, demograph-

ically, AMT workers are significantly more varied than university subject pools (Ipeirotis,

2010; Buhrmester et al., 2011; Behrend et al., 2011), the AMT population is not represen-

25The experiments analyzed in this study all had, multiple pages, and are somewhat old.
Further, the HITs themselves were programmed in notepad using a mixture of javascript and
HTML and did not link to an external site (e.g., surveymonkey) where subjects completed
the survey.

26So in some sense, the data analyzed in this study is the experimentalist’s worst night-
mare.
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tative of the US population as a whole. American workers on AMT generally have a lower

reported income than the overall population of the US (c.f., Paolacci et al., 2010; Berinsky

et al., 2012; Levay et al., 2016), are more likely to report to be unemployed (e.g., Ipeirotis,

2010; Goodman et al., 2016), younger, and are more ideologically liberal (Berinsky et al.,

2012).27 Thus, this paper is not arguing that AMT is a suitable tool for all research ques-

tions. Instead, as we have shown, the purpose of this paper is to demonstrate that even in

inconsistent settings, with low stakes, in an uncontrolled environment, with some of the

worst workers possible, workers on AMT can provide consistent and economically mean-

ingful data. In sum, given this research and the abundance of prior research discussed in

the introduction, it is difficult to argue the merit of criticizing online studies on the basis of

low stakes and lack of control.

27However, AMT workers are fairly similar to samples created using other online survey
platforms (Huff and Tingley, 2015).
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