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Abstract

We examine the impact of temperature on mortality across income groups in Mexico using
individual death records (199810) and Census data. Random variations in temperature are
responsible for 8% of deaths in Mexico (45,000 deaths every year). HoW&¥enf these
weatherrelated deaths are induced dnid (<10°C) omildly cold (1620°C)daysrather than

by outstandingly hot day$32°C).Moreover,temperatures only kifpeoplein the bottom half

of the income distribution. We show that t8eguro Populg a universal healthcare policy
progressivel rolled out since 2004, reducedld-related mortality emong eligible people by
about 136.
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1. Introduction

Between 1980 and 2015, life expectancy increased from 61.7 to 71.8 years worldwide (Global
Burden of Disease Study, 201@)espite persistent differences between countriess, t
significant gain in longevity largely comes from deyeig countriesHowever, because these
countries arenore vulnerablend have low adaptive capagitfimate change in thieventy

first centurycouldslow down the convergence in life expectancy between high anithtmme
countries' Recent studies looking at the impacts of extreme temperatures in tigradRdt

al., 2001; Deschenes and Moretti, 2009; Deschenes and Greenstone, 2011; Barreca, 2012;
Heutel, Miller and Molitor, 201)have found much smaller impacts than those foundred

India by Burgesegt al.(2014), suggesting the importance that income may play in shaping the

impacts of climate change on health both across and within countries.

In this paper, wenvestigatethe relationship between temperature, mortality andosoc
economicmequalities in Mexico. Temperature shocks are the most direahwayich climate

change can affect mortality. We uséarge dataset of over 9 milliaaily mortalityratesfrom

1998 to 2010 for 289 Mexican municipalities, representingaro d 95 % of t he ¢
population, matched with weather data from the closest meteorological statiorvesasure the

extent to which temperature stress unequally affadividualsdepending on their capacity to
protect themselves from adverse weatlnditions To this effect, we match the
characteristics of individuals as reported in death records to the Mexican census data. This
allows us to estimate the income level of each individual in our dataset at the time of their death
and analyse the vulreility to temperature shocks across income grolips paper is the

first analysis of the heterogeneous relationship between temperature and mortality in a
developing country that combines daily mortality data with individastimates ofncome

level.In the final section of the paper, we exploit the progressive implementation of a universal

1 Fastgrowing emerging economies (e.g. China, Brazil or Mexico) hawventlyexperienced a drastic reduction

in the mortality caused by transmissible diseases. Despite these significant gains, developing countries are less
prepared to face catastrophiceats affecting healthas demonstrated e recent West Africa Ebola virus
epidemicor the HIV/AIDS pandemicClimate change in the twenfiyst century will likely add to this burden by
affecting many determinants of health: water, food supply, putiiiegtructure, housing, economic growth and
conflict. By 20302050 climate change could trigger 250,000 additional deaths per year globally
(http://www.who.int/mediacentre/factsheets/fs266/en/

2 Climate change may also widen the differences that exist within countries between the rich and the poor. These
differences seem to have increased recently fortrearsmissible diseases: in the Unitgthtes, recent studies

have documented a growing life expectancy gap between the affluent and less affluent, which has been associated
to widening income inequality (Olshansky et al., 2012).

3 The relationship between income and health has been studitedtagince Preston (1975). The health economics
literature (see Deaton, 2003, for a review) has shown that it is difficult to disentangle the impact of income on
improving health from the impact of good health on raising revenues. In the context dédaimage, income
determines the capacitf households to invest in protective measures.
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healthcare policyi the Seguro Populari to analyse the impact of extending universal
healthcare on reducing weather vulnerability. To our knowledge, this pagleoithe first to
assess the impact pfo-poorpublic health policies on resiliente weather shocks

The use of daily data has two major advantages. First, the inclusion of munidyyatitynth

by-year fixed effects allows us to purge the estimates faolarge number of confounding
factors that might be correlated with both temperatures and mortality. Second, the use of
distributed lag modela la Deschenes and Moretti (2009) or Bragaal. (2001), allows us to
report the effect of extreme temperatiom mortality up to a month after an unusually hot or

cold day, which accounts for possible mortality displacement effects.

We find that random variation in temperatures is responsible for the death of around 45,000
people every year in Mexico, repreiag 8% of annual deaths in the country. Consistent with
previous epidemiological research, we find that the most vulnerable group to extreme
temperatures is the elderly, in particular people over 75 years old, followed by young children.
The predominantauses of death from excessive heat and cold are, in order of importance,
circulatory, respiratory and metabolic diseases. In terms of magnitudes, our results suggest at
least a threéime stronger vulnerability to cold in Mexico than in the, W8sed oredimates

from recent studies (Bragat al, 2001 Deschenes and Moretti, 2009; Deschenes and
Greenstone, 2011; Barreca, 2D1®n the other hand, we find a modest, but statistically
significant impact of heat on mortality whereas previous studies in the US did not find any
impact (Bragaet al, 2001 Deschenes and Moretti, 2009n contrast, the impact of
temperatures on motiky in Mexico appears to be much smaller than the impacts found in India
by Burges<t al.(2014).

A first interesting contribution of this study is wocumentthe impact of mildly cold
temperatures on mortality. Whereas the media usually pay att¢otextreme heat and cold,

these events are infrequent and only account for a minority of weatherd deaths in our
analysis. In a hot country like Mexico, even days with mean temperature below 20°C (68°F)
are associated with statistically significamtiieases in the daily mortality rate. Therefore, while
very cold days with mean temperature below 10°C are responsible for the death of around 4,700

people each year, we estimate that 88% of weartidkeiced deatht around 40,000 people per

4 While the impact of othe-day temperatures on death has been widely reported in the medical literature, their
impact on longevity is debated and depends on thenitoalg of mortality displacement effects: extreme
temperatures could simply accelerate the death of already weak people by only a few days (e.g. Deschenes and
Moretti, 2009; Hajat et al., 2006; Hajat et al., 2005; Braga et al., 2001).
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yeari occur beause ofdaily meantemperatures between 10°C and 20°[. contrast,
extremely hot days over 32°C trigger a comparably small amount of additional deaths (around
400 annually). We present data on the very low rate of heating equipment across Mexico which

may account for this impact of mildly cold temperatures on mortality.

In terms of longevity, we find that the number of years of life lost due to cold days u#dé€r 10

is 50% larger for children under 5 than for people aged 75. This is not only becaussnchild

under 5 have a longer life expectancy, but also because the Mexican population is very young:
there are around four times more children under 5 than people over 75. These results are in
sharp contrast with the ones foundlbye s c henes andf oMo rtehtetfhddlSh 210 @9 )

|l arge e ect of cold temperatures on the | ong
children under 5.

Combining our results with lortgrm climate scenarios, we predict that, by the end of tfie 21
century, the number afeathefrelated deaths in Mexico would decrease by 50 to 80% even in

the absence of any adaptation. This finding stands in sharp contrast with most recent analyses
of both developed and developing countries, which tend to predict that climate change will
significantly increase temperatuneduced mortality (e.g. Deschenes and Greenstone, 2011,
Burgess et al. 2014), and they illustrate the vast heterogeneity in climate change impacts across

countries and regions.

The second contribution of this researchasshow that vulnerability to extreme weather is
negatively correlated with personal income. Controlling for differences in the age structure
across income groups, we show that vulnerability to unusual cold (defined as a day with mean
temperature below 109@s 35% higher for people in the bottom half of the income distribution
compared to people in the top half. Death following mildly cold days2QEC) appears to
concern only people living below the national median personal income. Hence, the great
majority of coldrelated deaths only affect the poorest income groups. In contrast, we find no

statistically significant differences in vulnerability to heat across income groups.

The final contribution of this study is &ssess the impact that improved actedsealthcare
has on reducing weatheglated vulnerability. Qr epidemiological analysis shows that policies
targeting the most vulnerable people (particularly young children and the elderlyimcionve
households) could significantly reduce weatredated mortality. However, such policies

5 Since the daily meatemperature is the average between the minimum and maximum temperatailg, a
average of 10°C may hide mudbwer temperatures at nighOn a day with mean temperature of 20%0e
minimum temperature at night may well be below 10°C.
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should not focus on extremely cold ddysnlike, for example, early warning systeinsgut
provide protection all year round since mildly cold days are responsible feagtmajority of
weatherrelated deaths. Thisuggests that expanding access to healthcare (particularly for
vulnerable groups) may be able to significantly reduce weather vulnerabilityng our stugt
period, Mexico implemented a nationwide politlye Seguro Popularto increase access to
healthcare for lowncome householddt provides protection against a set of diseases which
happen to be particularly sensitive to weather conditions (e.g. pneumonias and diabetes).

We use a matching method on agluisample of death certificatesartficially recoverthe
identifying conditions of arandomizedexperiment We exploit information on affiliation to
theSeguro Populaas reported on all death certificates between 2004 and 2010 to compare the
vulnerability to extreme weather between twougs of deceased people: treated whowere
registered witlthe Seguro Populaat the time of their deatlanda control groupthat did not

have any social insuraneghenthey died.To construct theontrol group, wepair each treated
individual with anuntreated observation of the exact sage, gender, education, profession
andplace ofresidence. We then compdhe distribution of deaths throughout the ykarthe
treated and the control grougiboth groupsvere similar, deaths should be etjyalistributed

within the yearHoweverwe observea difference in the spread of deaths asroold, temperate

and hot dayssuggesting thatecease@eoplefrom the treated and the control graanedrawn

from different distributionsWe find that the schee reduces weather vulnerability during cold
days (<10°C) by around 35%. When including milder days (<16°C), we find that the reduction
in weather vulnerability is around 13%/e estimate that the increase in resilience to cold
weather provided by the SaguPopular would save around 3,300 lives every year if extended
to all the people in need in Mexidd/hile our analysis focuses areather vulnerability, which

is onlyone specific aspect of the impacts of 8eguro Populaon mortality, it actually is th

first assessment of the impact of ®eguro Populaon mortality®

The policy implications from this paper go beyond the frontiers of Mexico. Even in hot
countries where the coldest temperatures almost never reach 0°C, cold remains a risk factor

with potentially large health impacts. Lemvcome households, particularly in the developing

6 Access to healttare is a major issue in Mexico: accordinghe 2000 Mexican Censusyer 80% of peoplin

the firstincomequartile do not have access to social security.

7 A randomized control trial woultikely not be economically feasible because both deaths amlalty cold

days are rare events

8 Other papers looking at the Seguro Popular have focused on health spending (King et al., 2009), health
expenditure and setfeclared information on health issues (Barros, 2008), access to obstetrical services (Sosa
Rubi, Galarraga and Harris, 2009) and prenatal services (Harris andRBbs&009).



world, are illequipped to protect themselves against it. This puts them at a higher risk at all
ages, and particularly when they become older. Furthermore, thesedidas®k at risk over

longer time periods in the year than richer households, since they appear to be vulnerable to
even mildly cold temperatures. We show that access to universal healthcare can successfully

reduce this high vulnerability.

The remaining othis paper is structured as follows. Section 2 discusses the previous empirical
literature on the impact of weather on mortality. Section 3 describes theTHatgeneral

impact of temperatures on mortalig/presented in Section 4. Results by quartiiesicome

are presented in section 5, and the impact assessment of universal healthcare on reducing
weatherrelated mortality is presented in section 6. A codiclg section summarises our
findings and discusses the implications of our results.

2. Previous empirical literature on temperature and mortality

Appendix Al presents a review of the epidemiological literature focusing on the physiological
impact of cold and heat on human health, busummarize the most important results in this
section.To quantify heatand coldrelated mortality, epidemiological studies usualbyrelate

daily death counts with temperature data at the city levelrelydon a Poisson regression
framework.Recentstudieshave established the existenceaof)shape relatinship between
temperature and mortaligt the daily leve(Currieroet al, 2002 Hajatet al, 2005; Hajatet

al., 2007; McMichaelet al, 2009. Human beings face lowestortalityrisk ata given threshold
temperature, which differs from one locatian @nother (e.g. due to acclimation) and may
possibly change over time. Above and below this threshold, mortality increases and, the farther
away from the threshold, the greater is heat coldrelated mortality. This is in line with
medical evidence thalhe human body starts being at risk outside a comfort zone which varies
across individuals but is generally believed to lie in the range of 20°C to 25°C. From a
methodological perspective, such a nonlinear relationship between mortality and temperature
cals for the use of temperature bins in panel data analyses (Deschenes and Greenstone, 2011):
the impact between temperature and mortality is then separately evaluated at different levels of

temperature stress.

Despite evidence from the medical literaturattbven mildly cold or hot days can negatively
affect human health, the economic literature has primarily focused on the impact of extremely
hot and cold days (see for examp@deschenes and Moretti, 2009; abeschenes and
Greenstone, 2011), plausibly besa these extreme weather events tend to concentrate media

attention. However, while the impact of a mildly cold or hot day is definitely less dangerous
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than that of an extremely hot or cold day, days lying outside the typical human body comfort
zone are mch more frequentThis misrepresentation of the relative burden of extreme
temperatures in the media is particularly striking in the case of very hot days. Whereas
unusually hot days receive media attention, the question of their actual impact on ynortalit
remains controversial once account is taken
temperature on the mortality levels of the following d&dra mortality on hot days was often

found to be offset by lower mortality in the following dagsggesting that mortality on hot

days largely corresposdo a fiharvesting effect Bragaet al, 2001; Hajatet al, 2005;
Deschenes and Moretti, 2009).

However, uncertainty remains on the true mortality impact of hot days because extreme weather
eventsmay not only directly affect human physiology, but also reduce agricultural output,
potable water availability or family income. Thaesgactsmay in turn affect health or access

to healthcare and lead to extra mortality. In order to account for theger-term impacts, a

few economic studies have used monthly or annual panel data rather than daiDedataepes

and Greenstone, 2011; Barreca, 20BRrgesset al, 2014; Barrecat al, 2016)!° These
studies find a clear correlation between hot temperatures and monthly or annual mortality.
Burgesset al.(2014) find a strong impact of extreme temperatures on annual mortality in India,
plausibly because shocks on temperatures affect agricutirgductivity, and therefore the

food intake and income of populations located in rural areas.

The existence of such economic factors in addition to the standard epidemiologic ones suggest

t hat peopleds vulnerabil ity theioaceessltodprotactiolh h o't
measuresFor example Barrecaet al. (2016) establisha strong correlation between the
declining heatrelatedmortality that has been observed in the US over time and the gradual
deployment of air conditioning. Heutel, Millend Molitor (2017)similarly argue that the
deployment of air conditioning explains regional differences in the health impact of heat on the
elderly in the US. Deschenes and Greenstone (2011) pthdictlimate change in the US

would lead toa 3% increasé ageadjusted mortality by the end of the*2denturyand to a

12% increase irelectricity consumptioras householdsesort to akconditioningto protect

themselves fronthe negativeconsequencesf temperature rise©ther potential adaptations

% For example, Gouveia et §2003)show that thepositive relationship between mortality and heafao Paulo
dissipatesithin threeweels. Based on data for Beirut (Latmn), EtZein et al. (2004) show th#tie statistically
significant effeciof hot dayson mortalitydissipatesvithin fourteendays.

10 See Bupa (2008) and Deschenes (2014) for thorough literature reviews.



include migration to places with a more indulgent climate (Deschenes and Moretti, 2009) or a

reduction in the time spent outdoors (Giaivin and Neidell, 2010).

Differences in the ability of populations to adsptemperature shocksve been documented
both within and between countried=or example,McMichael et al. (2008) show vast
heterogeneity in the impact of temperature on mortality across twelve cities in medium and
low-income countriesdJsing long term climate change scenariBarreca (2012) finds eery

small reduction in mortality for the U&s a whole(-0.08%) but this hides significant
heterogeneitymortality would decreasen the coldest stateshereas it would significantly
increase (bwp to 3%6) in the warmest and most humid Statedndia, Burgess et al. (2014)

find a significant increase in healated mortality but onlyin rural areasin these regions,
climate change impact&ould translate into a large increase in mortabty the end of the
century of 12 ta16%.

Overall, evidence sugstghat weather vulnerability in emerging economies may substantially
differ from that in developed countries. In particular, developed countries have already
experienced an epidemiological transition: cancers and otheran@missible diseases have
long bkecome the major cause of death in these countnasiary to mangeveloping countries.
Furthermore, elemental protection measures (e.g. proper clothing) are available to all in
industrialised countries, and national programs such as Medicare and Mepliocaide
universal healthcare coverage in4ifeeatening cases.

3. Data and summary statistics
To evaluate the relationship between temperature and mortality in Mex&a,ombine
mortality data from the Mexican National Institute of Statistics and Gpby (INEGI) and

weather data from the National Climatological Database of Mexico.
3.1 Mortality data

Our mortality datacomes fronthe Mexican general mortality recordafefunciones generales
from 1990 onwards as assembled by INEGI. The maeta prowdes information about each
case of death in Mexico, including cause, municipalitgteand time of death along with
socioeconomic information on the deceagetemplate of death certificate used in Mexico is
provided in Appendix A2. Based on this datasee are able to construct daily municipal
mortality rates fomall Mexican municipalities over the period 192810.Table 1 displays the

average daily mortality rate by cause of death, gender and age, together with the average



population within each grgufor 19982010!! The average daily mortality rate across all
municipalities is 1.3 deaths per 100,000 inhabitants. This figure is about twice as low as the
current rate in the United States (see Deschénes and Moretti 2009), a feature that is explained
by the larger proportion of young people in Mexico. The death rate is lowest for children aged

4-9 and rises nofinearly until it reaches 21.2 per 100,000 inhabitants for people aged 75 years

and above.
Table 1: Summary of death statstics

Average daily municipal mortality rate (
Aver adg Respirl Circul ﬁ:???; Infecit V;[?(:e All o
Group popu_la_t Al I c{ s_yste s_yste and di sea Neopl 4 neel 6 deai

muni ci f di sea di sea mgtab i@ a i

di sea

Total 44935 1.30 (08'.181; (02'22.97E (01'52.07Z (03',.05210E (01'21.65: (01'01.49 (205'.363;)
Me n 21886 1.47 (Oé.lsz‘; (02.03.062 (()1"¢<1.93E (04.0160] (Oilloe/ao)2 (01'52.37 (gé?é&)
women| 23vas| 1as| 2809 0,281 921 0,038 o st 9 o8] or
noew [ asas | ava] (9,041 0 0h 00 GO 00l G &%
nasio | a7se | o.oa| 0 081 0007 0,009 0,008 o oii o 0zf oo
noedia w227 | o.as| 05008 0,000 9,004 0 084 ©.0%f 0 07) o3
noeasel sioaz| o.s7| $GOKE 0 023 0018 0,03 o030 i) oo
Ageds®s 5674 0.66 (Oé.osz‘; (01'10.73E (Oétgo)e (07'.0750] (01'30.84E (02'61.72 (2%.%3%/0)
Ageds4 3880 1.39 ?.42/0?( (Ol. 62.372 (Ol‘ 72.48E (04.04601 (01‘62. 3QE (01.31. 8l (207.?;’30)
Aged6 b 2462 8.10 (05. 126"/ (02. l6 52E (02.47.52] (Oé .09901 (01‘75. 4GE (06.270 (202.6.5;5/50)
naewrd rasz | soas| 0 288 (4.0%) (LE5) 0ia3d 0.90q o34 i
poeo | oss | 2a2q 302 14| S A1) 0,82y 2.28) 0.s9) wit

Notes: The table shows causpecific daily mortality rates in number of deaths per 100,000 inhabitants. The share of average
group mortality is presented in brackets. The sample includes 2,289 municipalities over 11.65 years on average. All means are
weighted ly the relevant population group in municipalities.

We break down mortality rates by cause of death, based on the typology of thergién of

the International Classification of Diseases-(CD) of the World Health Organisation (WHO).

We consider sevaypes of cause of death: infectious and parasitic diseases; malign neoplasms;
endocrine, nutritional and metabolic deaths (including diabetes which account for 80% of
deaths in this category, followed by malnutrition); diseases of the circulatory sysseases

of the respiratory systerand violent and accidental deaths. As it has been reported elsewhere,
the primary cause of death is citatory system diseases, whiths been identified as affected

by temperatures in the epidemiologic literature. The importance of each cause of death differs

1 we calculate daily municipal mortality rates by dividing the amount of deaths in a municipality on a specific
day with the population in this municipality. To do so, we use municipal population data available from the INEGI
for the years of the nationatesuses (1990, 1995, 2000, 2005 and 2010). We perform a linear interpolation of the
population for the years between two censuses to obtain estimates of the Mexican population of each municipality
in each year between 1990 and 2010. This may introduceuneeaant error in the dependent variable, a problem
known to reduce model efficiency but not the consistency of the estimates.
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by age and gender. For example, the prevalence of violent and accidental death is four times
greater among men than among womeéms also the main cause of death for people aged
between 10 and 44. The importance of circulatory system diseases rises with age and peaks

above 75, when it becomes the primary cause of death.
3.2 Weather and climate data

The National Climatological Dabase of Mexico provides daily temperature and precipitation
records for around 5,500 operating and formerly operating-basdd stations in Mexico.
Information on the longitude and latitude of the stations is also proviedder to compute
mean tempe&tures and precipitations at municipal level, we match the municipalities in Mexico
with the closest lanthased station’s. This leads us to exclude a few municipalities which are
too far from any weather station, or close to weather stations that diffioeintly record both
minimum and maximum temperatures. Our combined daily tempenaiontality dataset
covers 2,289 Mexican municipalities over the period 12980 and includes over 9 million

observations.

Figurel below presents the historical distribution of daily average temperature in Mexico from

1998 to 201G* The temperaturedata is weighted according to the population of each
municipality © reflect the average exposure of Mexicans to low and high temperatures. We use

13 temperature bins: ibel ow 10ACO, Afabove 3
empirical models presented hereafter, we use the same temperature bins to estimate the
relationship between temperature and mortalityFigure 1, each bar represents the average
number of days in each temperature category for the avpesgen in Mexico. The mode of

the distribution is between 16 and 18°C, and 50% of days lie in the rar2@°@4 At the

extremes of the distribution, the average Mexican is exposed to 5.6 days per year below 10°C

(50°F) and 2.5 days per year above 32°CA(80) . Mexicobs climate is

2To do so, we use the information on the longitude and latitude of municipalities from the National Geostatistical
Framework (maso geoestadistico nacional) of the INEGI. We calculate the longitude and latitude of the centroid

of each municipality (averaging the coordinates of all the locations that are part of a municipality), and then the
distance between this centroid and allldretbased stations of the climatological data. Based on their distance to

the centroid of each municipality, lathdised stations are matched with municipalities. We consider -4péeed

station to be within a municipality if it is $8 than 20km from st centroid.For municipalities that are in very
isolated zones, we have less than 5 active stations in the 20km radius. In this case, we match each municipality
with the five closest stations within a maximum radius of 50km. Once we have identifiedditmtad stations

relevant to a municipality, we compute the daily mean temperature and precipitation levels in a municipality by
averaging the records of all the stations considered to be relevanvemargunicipality.

1n 2008, there were 2,454 mumpalities in Mexico (INEGI, 2008).

1 Daily average temperature is defined as the average between the maximum and the minimum temperature of
that day, following recommendations by the World Meteorological Organization (2011).
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of the US, which fewer days below 16°C and many more days above'28t@. distribution

is also more spread out in the UB. addition, Figure 1 also provides estimates of the
distribution of cold and hot days under climate change. These estimates are derived from the
output of the third version of the Coupled Physical Model of the Geophysical Fluid Dygami
Laboratory (GFDL CM3) of the National Oceanic and Atmospheric Administration (NORA).

We observe that the distribution of daily temperature shifts sharply to the right in all climate
change scenarios with much fewer cold days and many more hot days by the end of the century.

Figure 1: Population-weighted number ofdays per year falling within each temperature
bin (in °C) for historical data and 3 climate change scenarios based on GFDL CM3
model output (20752099)

.Ai”hillﬁ

<10 - 16-18 20-22 24-26 28-30 >
10-12 14-16 18-20 22-24 26-28 30-32

Historical (1998-2010) [ RCP 4.5
——> RCP 2.6/RCP 8.5

1

40

1

20

Notes: The figure shows the distribution of daily mean temperatures across 13 tempeagtini@s. Eeh light grey bar
represents the average number of days in each temperature category ove01®98eighted by total population in a
municipality-year. The climate change results depend on the scenario chosen. The dark grey bar is for the RCP4.5 scenario
whereas the arrows represent the impact of shifting from the RCP2.6 scenario (low emissions) to the RCP8.5 scenario (high
emissions).

15 Deschenes and Greenstone (P0firovide a distribution of daily mean temperatures in the U.S. On average,
temperatures are much lower: there are around 120 days with a mean temperature below 10°C and 1.3 days with
temperatures greater than 90°F (32.2°C).

16 We extract monthly averagerhperature forecasts for Mexico and 2@®9 based on three IPCC emissions
scenarios (RCP2.6, RCP4.5 and RCP8.5). We obtain the model output from the Atlas Climético Digital de México.
This Atlas provides climate model output for Mexico online and is tooed by Centro de Ciencias de la
Atmosfera of the Universidad Nacional Autonoma de México (UNANM@.extrapolate the number of days falling

within each temperature bin for each climate scenario and municipality. To do so, we calculate the difference
between the monthly average temperature as observed in the historical dat2199&nd the forecasts of GFDL

CM3: this gives estimates of monthly increases in average temperature due to climate change. Assuming that the
distribution of daily temperaturesamd the monthly average temperature in one location and the population
distribution across municipalities would remain constant under climate change, we can evaluate the proportion of
days falling within each temperature bin under each climate changariscehhe result of this exercise is
synthetically provided in Figure 1 for the three climate scenarios.
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3.3 Socioeconomic data

In addition, information from the Mexican 2000 census of population and housing is used in
this pger to estimate the income of the deceased. In particular, we extract socioeconomic
information on income, educational attainment, social insurance coverage, profession, age, etc.
We alsorefer tosurvey data from the Mexican Survey of Household IncomeEapeénditure
(ENIGH: Encuesta Nacional de Ingreso y Gasto de Hogares) between 1998 and 2010 to assess
heating and cooling equipment ownershifhese data sources are described in detail in
AppendcesA3 (census datagnd C7ENIGH data) In a nutshellthe2000 Census shows larges
differences in the average personal income between the poorest and the richest households.
People in the first income quartile have an average personal income which is 18 times lower
than people in the top quartile. This largeguality is a feature of the Mexican economy that

we will use in the next sections to investigate differences in the weathrality relationship

across income groups. In addition, these large inequaliieslateinto low healthcare
coverage of the vgrpoor: more than 80% of the people in tiegliartile of income have no

social security.

4. The effect of temperatures on mortality in Mexico
4.1 Method

One of the simplest approaches to assess the impact of daily temperatures on mortality is to
correlate daily temperatures with daily mortality rates using a-fefftt linear regression. To
control for differences in mortality rates due to seasonal phenomena and structural differences
between municipalities (e.qg. in the quality of medical ses)icthe model inclugemunicipality

by month byyear fixed effects.Thus, in the baseline regressionsientification of the
parameters comes from deviationstemperaturdrom the municipality average in a given
month and yearbut we show robustness tming alternative sets of fixed effectslore

precisely, we run regressions of the type:

iih BYiRR T RR CRAR

=<

where®y, ;  is the mortality rate of municipality i on day d of month m and yeaista vector
of parameters)Y; j i IS a vector of climatic variables that we discuss in detail bélgy; is
a vector ofmunicipality-by-monthby-year fixed effectand- j is the error termStandard

errors arelusteed at themunicipalitymonthlevel but we explore the robustness of our results
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to alternative cluster$’ In addition, the regression coefficients are weighted by the square root

of the population in each municipality.

¥ i n includes our climatic variables of intereSince the mortalitytemperature relationship

has been shown to be nbnear, the most conservative approach consists in using temperature

bins to specify the relationship between temperature and mortality (Deschenes and Greenstone,
2011). The model requires many dummy variables'it, j  as temperature bins (excluding

a baseline temperature bin), each one taking
within the range of the bin. We useC2lsiusdegree temperature bins (e.g-12ZrC, 1214°C

and so on) to construct the vectd . The lowest bin covers days with temperature below

10 Celsius degrees, and the highest bin covers days with temperature above 32 Celsius degrees.

Furthermore,Y; ; ; cannotonly consists of the imgat of todayods temper a
mortality. The temperatures of previous days also have an impact on mortality (e.g. because
some people may catch influenza during a cold day and die a few days after) and are obviously
correl ated t o .tEoprealyy Bescheaas @medrMortetti (2609) show that
dynamic effects related to the impact of temperature on mortality can spread over 30 days and
need to be accounted foFo simultaneously account for ndinearities in the temperature
mortality relatioship and for dynamic effectfeschenes and Greenstone (2011) suggest
combiningtemperature bingith a distributed lag modellhus we consider 12 temperature

bins and include 30 lags for each .bite choice of 30 lags &bitrarybut allows comparison

of our results with Deschenes and Moretti (2009). In practice, this choice is rather conservative
since all effects seem to fade out after2Dbdays(see Appendix A.p The expression for the
distributed lag model is as follows

Wh f R — Drn omr DRRAE CRE  -RAER

The subscript s stands for the various temperature bing, and; is a dummy variable equal

to one if the temperature in day-Kyl of municipalityi falls within bins. Furthemore, we use

71n an alternative specification, we have also used $aid clusters to relax the hypothesis of zero correlation
between municipalities, and zecorrelation between observations of a same municipality but pertaining to a
different month or year. Standard errors increase but the statistical significance of the effects remains for the
basdine model covering all causes of death and the entire Mexopulation.

8 This is because, without any weights, coefficients would be representative of municipalities and not of the
population. Furthermore, ¥ m;is noisily estimated in small municipalities and the effect of such noise on the
estimation is migated when populatichased weights are usedote that usingotal population as a weight
instead of the square rosuich adeschenes and Moretti (2009) has no significant impact on the results.
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onthe-day average precipitation  ; ) to control for the confounding effect of precipitations

on mortality. Due to the lag structure of the model, the effeatcotd or hot day on mortality

is the sum of all the coefficients fthre contemporaneous aradjtjed variables representing this
temperature binThis model is computationally intensive, butrovery large sample allows
overcoming the multicollinearity problems arising when many lags and temperature bins are

considered simtineously.
4.2 Main results

We now present the results obtained with ttetridiuted lag modelin Appendix A4, we also
present the results obtained with a simpler model with no lags, therefore considering only the

contemporaneous relationship between terajure and mortality.

Figure 2 displays the cumulative impact of temperature ord&t mortality for the whole
population and all causes of deathestimated with our distributed lag model. We find the
classical Ushaped relationship between temperatures and mortality identified in previous
studies. However, looking at the two extremes of the temperature distribution observed in
Mexico, low temperaties appear to lead to much more extra mortality than high temperatures.
A day with an average temperature below 10°C kills 6 to 7 times more than a day with an
average temperature above 32°C. Interestingly, we find statistically significant impacts of days
above 32°C, suggesting that extremely hot days displace death by more than one month and not
only a few days, a finding in contrast with that of Deschénes and Moretti (2009) for the US.
Furthermore, we find statistically significant and strong impactaanality of all temperatures

bins below 20°C. In fact, the contrast between a day below 10°C and a day betvi@é@ 19

not sharp. A day between -1I2°C increases mortality by around 0.5 deaths per 100,000
inhabitants when a day below 10°C increasedatty by 0.7 deaths per inhabitants. Likewise,

a day between 168°C increases mortality by 0.1 deaths per 100,000 inhabitamieek of

mildly cold days at 14.8°C will have the same mortality impact as one unusually cold day
below 10°C. The comparisas interesting when we consider that there are around 51 days at
16-18°C per year in Mexico and only 5.6 days per year below 10°C. In Mexico, the effects of
temperatures below 20°C and above 3B&@elong-lasting effects that can reduce longevity.

These esults are consistent with the dynamic effects of heat and cold days on mortality as
reported previously, for example by Deschenes and Moretti (2009). Like these authors, we find
evidence of strong harvesting for hot days whereas the impact of cold daysutates after

the event (see all details in Appendix A5). A cold day below 10°C has a statistically significant
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effect on mortality every day during the first week, and we find statistically significant effects
at 5, 14 and even 21 and 22 days afterctiid day. By contrast, we find that a hot day above
32°C has a strong and immediate effect on mortality but this effect is statistically significant
only for the first two days, after which the coefficients become systematically negative although
not statstically significantly so.

Figure 2: Impact of temperature bins on 3tday cumulative mortality, in deaths per
100,000 inhabitants
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Notes: The graph shows the cumulative effect of a day with a temperature within each bin based (relative -@6tie= 24
category) obtained from a dynamic model with 30 lags. The diamonds show the sum of the coefficients on these thirty lags in
each category. Dhsd lines correspond to the 95% confidence interval. The dependent variable is daily mortality rate at the
municipality level.312,140 groups and 30.1 observations per group on average. The regression controls for daily precipitation
level and includes ange of municipalitthy-yearby-month fixed effects.

Table 2 combines the results presented in Figure 2 with the distribution of hot and cold days in
Mexico shown in Figure 1. Days under 10°C are responsible for the death of around 4,700
people each yea®%% confidence interval is 4,1i79,296). This represents 0.8% of the annual
number of deaths in Mexico. However, because mild temperatures between 10 and 20 degrees
are much more frequent, the total amount of extra mortality associated with moderately low
temperatures below 20°C is around 43,700 per'$¢26%Cl: 34,60052,800), or 7.7% of the

annual number of deaths in Mexico, suggesting that the impact of mild temperatures on
mortality is much stronger than the impact of unusually cold #a4sthe othe extreme of the
spectrum, extremely hot days over 32°C trigger a comparably small amount of additional deaths
(around 80 annually, 95% CI = 9563).

19 This includes the impact of days below 10°C. The estinfmt the impact of mild temperatures alone (1:0°C

20°C) is slightly below 40,000 deaths.

20 We are comparing days with an average temperature between 10°C and 20°C with days with an average
temperature between 24°C and 26°C. Minimal temperatures at nigtitecaold (e.g. @0°C) for mildly cold

days, whereas maximal temperatures can be high in the reference bin (dependingdaty ivdirgations).
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Table 2: Estimated number of deaths per year by temperature bin

Average daily temperatur{ Averagedeaths per yea 95% confidence interva
<10°C 4,736* (4177, 5296)
10-12°C 8,474* (7457, 9491)
12-14°C 11,259* (9553; 12965)
14-16°C 8,910* (6470; 11349)
16-18°C 7,399* (4468; 10331)
18-20°C 2,968* (510, 5426)
20-22°C 1,036 (-834; 2907)
22-24°C -1,018 (-2561; 526)
24-26°C - -
26-28°C -1,332 (-2665; 0)
28-30°C -900 (-1944; 144)
30-32°C 2 (-539; 544)
>32°C 378* (92; 663)

Notes:* denotes statistically significant at 5%. The 95% confidence interval in brackets only takes into account the uncertainty
of the impact of temperature bins on mortality. It does not take into account the variability of hot and cold days ifrdviexico
one year to the other.

These estimates can be compared with the results of recent studies conducted with US panel
data Deschenes and Moretti, 200@eschenes and Greenstone, 2011;Badeca, 201Pand

Indian data (Burgesst al, 2014). This comparison mesented in detail in Appendix A6, but

in short, our results are higher in magnitude than the ones obtained in the US, and are far smaller
in magnitude than the ones found by Burgess et al. (2014) for extremely hot days in India.
Burgess et al. (2014)d strong effects on rural populations and not on urban populations. This

is because unusually hot weather during the growing season sharply depresses agricultural yield
and the wages of agricultural laborers in rural gredsch in turns pushes mortalityp. For

Mexico, we find no statistically significant difference between rural and urban areas (see
Appendix B9).This suggests that the impact of heat is smaller in countries in which people in

rural areas do not entirely rely on subsistence agriculture.
4.3 Implications for climate change

We can use our model to simulate the impact that climate change may have on mortality in
Mexico. This is done in detail in Appendix A7. Because the frequency of cold and mildly cold
days is expected to decrease, the remalh deaths imputable to temperatures reduces with the
forecasted temperatures of GFDL CM3 as compared with the historical ones. With the RCP2.6
scenario (low GHG emissions), temperattelated mortality would be twice as small. The
RCP8.5 scenario (higeHG emissions) corresponds to an 80% reduction in the estimated
relationship between mortality and temperature. We show later that wesltited mortality

affects mostly people in the first two quartiles of the income distribution, suggesting that the
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reduction in the exposure to cold weather associated by climate change could lead to a reduction
in mortality inequality Economic development may furthermarancel offthe remaining
impact of cold wavesn mortality if Mexico registers steady growfthes results are high in
magnitudeHowever, this analysis comes with serious warnibgsause we only look at short

run impacts, our analysis restrains weattebsited deaths to short term variability in weather.
Climate change could also affect mortalityough increased frequency of natural catastrophes
and not only through temperaturasd these deaths are unaccountedrfahe present study

Also, our analysis at the daily level does not allow for acclimatizato we could be
underestimating tharmipact of increased heat waves if the effect of heat growsimesrly
beyond 32°C days. In addition, our model includes municipbitynonth-by-year fixed
effects which control for income, technologies, and for the general health of the population,
threefactors that climate change could influence. All in all, our results simply suggest that extra

winter mortality will reduce and that mortality will be more equally spread across seasons.
4.4 Impacts by gender, age and cause of death

We now look at the imgct of temperatures on mortality by gender, age and cause of death.
This exercise is useful to identify the type of people at risk during cold waves. We focus on the
two extremes of theéemperaturedistribution days with average temperature below 10°C
(carresponding to the lethand side oFigure2) anddayswith average temperature above 32°C
(corresponding to the rigiitand side ofigure2). The full regression results are presented in

Appendix A8; here, we briefly discuss the main results from this analysis.

We find that bhe 3tday effects of clol are much stronger for people over 75: the coefficient for
cold-related mortality is 16 times higher than for the whole population. In addition, the very
young (<5 years old) and senior people (>55) are also vulnerable to cold. Cold appears to have
a paticularly strong impact on metabolic, circulatory and respiratory diséaJ3émse three

causes of death are estimated to concentrate 70% of deaths due to unusual cold. Interestingly,
cold days induce more accidental and violent deaths, but only amongwaAm#or extreme

heat, because of the small number of days above 32°C differences between age groups are not
statistically significant. However, the model seems to indicate that days above 32°C primarily
kill people between 35 and 54 years old and themnagpbove 75 years old. Most heatated

2! There is also an impact of cold on infectious diseases. This could look surprising since diseases lke malari
transmit at higher temperaturétowever, nore than 85% of deaths caused by infectious diseases are triggered by
gastroenteritis and colitis; hepatitis B; sepsis and HIV.
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deaths seem to be due to circulatory system diseases (affecting men) and accidental and violent

deaths (affecting women).

Deschenes and Moretti (2009) similarly find (for the US) that people over 75 are much more
vulnerable than the rest of the population. The causes ofelalttd deaths seem very different
though: in the US, twhirds of coldrelated deaths have a cardiovascular origin and around
20% are caused by respiratory diseases. Diabetes and infectieasadi respectively accounts

for only about 3% and 2% of cold related deaths. Looking atdhespondingstimates for
Mexico, we find that cardiovascular diseases account for around a third oktaile deaths

only, followed by respiratory disease®7¢0) and metabolic ones (17%, including mostly

diabetes). Infectious diseases also account for a small share (3%)-oflatéd deaths.

The output of the regressions by age groups can be used to compute annual deaths by age
groups. These are reportedTiable3 for cold € 1 0)An@idly cold 1 @ 0 AaBd hot$ 3 2)A C

days. The great majority of deaths correspond to people aged 75 and over, mostly during mildly
cold day. Children under 5 constitute the second age category in terms of number of deaths.
Individuals over 75 are much more vulnerable than children unapfining the large gap

in deaths. However, there were only around 700,000 people over 75 in Mexico in 2010, whereas
the country comprised around 10 million children under 5thissameReas ul t s by age

are not statistiamdveg 3I2A4@.i ycant for days

The estimates by age group are informative about the impact of cold on longevity. We calculate

the annual total of years of life lost associated with outdoor temperature exposure for the
Mexican population by using the life expectancy estimatabe Mexican life table of 2010

available from the Global Health Observatory data repository. Results are synthesized in Table

4. The number of years of life lost due to cold days und&r@050% larger for children under

5 than for people aged 75.1Fdays between @nd 2R C, we ynd t hat the r

of I'ife |l ost is roughly equivalent between t
similar calculations of years of || ifeelrost f
from 106, 405 years of |ife |l ost annually. Ho
in a year for children under 5 was only 5,41

therefore much highes + gdthees ctansaet opfr i Merxiitcioe.s
in both countries should be-rceail agreaentmorwWalpaly
to focus on the elderly, whereas emerging co

mortality a&anditgeovultheral derly to unusual w
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Table 3: Death estimates by age group and temperature level

Age grou <10AC 1@0AC >32AC
0-4 458* 2,706* -6
5-9 14 -345 -2
1a9 13 754* 31
2384 225* -355 19
354 203* 356 49
45 4 186* 2,579 26
55 4 378* 2,423 1
6 5 4 371* 2,297 3
75+ 2,536* 24,756* 97

Notes: These are estimates of the annual number of deaths due te<cbl@)An@ldly cold (L € 0 Aadd hot ¢ 3 2)AL

compared to a day with average temperature e26%.C . Est i maacecso uthatk et hientfor equency

got days.

Table 4: Years of life lost estimates by age group and temperature level

Age grou <10AC 1@0AC >32AC

0-4 35,872* 212,115* -456
5-9 1,040 -25,734 -144
1a9 898 50,675* 2,073
28B4 12,443* -19,639 1,050
3514 8,767* 20,167 2,117
45 4 6,282* 87,130 863
5% 4 9,461* 60,652 13

6 5 4 6,413* 48,452 60

75 + 23,766* 232,044* 908

of

Notes: These are estimates of the total number of years of life lost for each age category. They are obtained from multiplying
the estimated number of deaths of te@leith the remaining life expectancy of each age group, as provided by the life table of

2010 br Mexico which is accessible from the Global Health Observatory data repoNitory.e hteh @taltcul at i on of
of Ilife | ost assumes the same | ife expectancy for
wititomsequence for the international
and Moretti, 2009) . However,
resubws at

4.5 Robustness

We have conductechaxtensiveseries of robustness checks to confirm all the aforementioned

findings. Those are described in detail in AppenBikut wesummarize them in this section.

First, we have considered specifications in which the definition of the temperature bins is
different. We separately estimate the effect of daily minimum and daily maximum temperatures
instead of using the daily average temperature (Appendix B1). Thigsatlansidering whether
intracday temperature variations has a strong impact on mortality. We find that minimum
temperatures below 0°C are associated with an increase in mortality of 0.6 deaths per 100,000
inhabitants. We record no statistically significaaftect on mortality for unusually high
minimum temperatures above 25°C. We find an extra mortality impact of around 0.36 deaths
per 100,000 inhabitants when daily maximum temperatures are below 15°C, and a small effect
when they are unusually high (+0.d8aths per 100,000 inhabitants for maximum temperatures

above 40°C). The magnitude of these effects is similar to the one found when using daily
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averages in our base model. We also study the impact of consecutively hot or cold days on
mortality and find neevidence that consecutively hot or cold days induce more mortality than
if spread throughout the month (Appendix B2).

We then consider the role of acclimatization (Appendix B3). We assume that the temperature
mortality relationship might depend on theuaktemperature faced by households in a given
location. Heutel, Miller and Molitor (2017) find radically different results on the health impact
of climate change in the US when taking into account differences in regional sensitiveness.
Instead of using a&wlute temperature bins, we calculate deviations from the average
temperature in each location to construct relative temperature bins with a 2°C window. The
average temperature in each municipality is obtained by averaging all daily temperatures over
19972013. Then we rerun our distributed lag model with the newly constructed temperature
bins. These include deviations betweel0°C and +10°C with respect to the average
temperature in each municipality. There are some small differences in magnitudesewith th
results obtained using absolute temperature bins, but the main messages on the large impact of
mild cold and the comparatively small effect of heat remain unaffected. When accounting for
the frequency of unusually cold and hot days, we find that dakiswéan temperature of more

than 10C below the municipality averagae responsible for the death of around 2,700 people
annually (95% Cl is 2,208,200). Mild cold (deviations of betwee?°C t0-10°C) induce the

death of 26,700 people (95% CI: 23,68®700). On the other hand, unusually hot dagbove

the average by 10°C or morewould cause around 350 deaths (95% CI:-&00). We also

find statistically significant effects for days with temperatures between 6°C and 10°C above the
municipal averagehese would be responsible for the death of around 1,500 people (95% CI:
900-2,200). In Appendix B4, we also run the model separately for four different climatic
regions in Mexico, and find no statistically different health responses across regionsnaanfide
intervals might be too large for us to effectively assess differences in acclimation, and long run

adaptation to historical temperatures, with this method.

We also consider that precipitation levels might have delayed impacts on mortality and correlate
with the temperaturenortality relationship. We find no statistically significant impact of
lagged precipitations on mortality (Appendix B5). We also look at the confounding effect of
humidity (Appendix B6). Results are not substantially modifiedwmifind that mortality due

to heat is higher under dry climates.

We have also tested the sensitivity of the results to differensamiples and to various

alternative specifications. More precisely, we check for coefficient stability by splitting the
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samplento two periods (1992003 and 2002010) (see Appendix B7). We find a decrease in
the temperaturenortality relationship between the 199803 and the 2002010 periods. We

also estimate different effects of temperature on mortality for week days azicenads
(Appendix B8), and on rural vs. urban populations (Appendix B9). We find thatrelalig:d
mortality is higher during weekends, consistent with people spending more time outdoors. We
find no statistically significant difference between rural andanrareas. Among other things,

this last result pinpoints that pollution is unlikely to be the main contributing factor explaining

the temperaturenortality relationship that we observe.

Furthermore, we ensure that our results are fully comparable wighutie by Deschenes and
Moretti (2009) to draw comparisons between the US and Mexico. We reduce the number of
temperature bins in our model to match their basepecification (Appendix B1G¥ Using

the model by Deschenes and Moretti (2009) gives rethdtsare very similar tour basdine

model?3

Finally, we use different structures for the fixed effects. In thelinasspecification, we have

used fully interacted, municipaldlyy-yearby-month fixed effects. This restrains the
comparison of mortalityeffects to days within the same month of the year within a given
municipality and disregards the fact that changes in temperature may affect seasonal patterns,
and in turn mortality. Above all, we could underestimate the mortality impacts of direct
exposue to temperature in very cold or very hot months by comparing very cold days with
already cold days, and very hot days with already hot days within a rmaonte contrary, we

find that relaxing the controls for withimunicipality seasonal patterns attetes estimated
impacts (see Appendix B12). This attenuation is likely to be due to an estimation bias. When
we allow the comparison of mortality impacts to take place within a municipality and a given

month, but across different years, results are sirtoldhe baskéne specification, suggesting

22 |nstead of using temperature bins, Deschenes and Moretti (2009) compute two sets of regressions, using as the
independent variableither: a) a dmmy variable which take the value of 1 on unusually cold days (average
temperature <20°F or <30°F, dependorgspecification); or b) a dummy variable which take the value of 1 on
extremely hot days (average temperature >80°F or >90°F, depending on specification). They therefore calculate
the impact of unusually cold or hot days on mortality as compared to plaetiof any other day in the year.

23 We also use the specification by Deschenes and Moretti (2009) to check the correctness of the window period
of 30 days of our base specification. This is something that cannot be done with a high amount of bins as in o
basdine specification because the calculations are far too computationally intensive with our very large dataset.
In Appendix B11, we run a distributed lag model with 60 lags instead of 30 using the specification by Deschenes
and Moretti (2009). The d¢put confirms the relevance of a model with only 30 lags since results do not vary much:
the model provides identical results for cold, but fails to predict any effect of heat due to amplified statistical
variability.

21



that the badme specification does not underestimate the impact of hot and cold days on

mortality (Appendix B12).

5. Impacts by income group
5.1 Method

In this section, we seek to understand if mortality effacésstronger among the potve
suspect that differences in living conditions and access to healthcare play a central role in the
vulnerability to temperature variations, because poorer households will not have the same

access to protection measures saglheating or aiconditioning or access to healthcare.

Income is not reported on death certificataswe started our analysis by running our baseline
distributed lag model sepaety for eachprofession which is available on death certificates
These specifications are reported in Appendix C1. Howsweido not findclear differences

in terms of vulnerability to temperaturasross professionsxcept for workers in agriculture,
fisheries and hunting who appear to suffer from cachperatures. In fact, professional
categories are an imperfect depiction of the diversity of living conditions among Mexicans.
Whereas the revenues of théduartile are more than 16 times lower than the ones of'the 4
guartile of income, the differerdbetween professions is much less contra3teerefore, v

use data from the 2000 Mexican census to estimate income levels at the moment of death in our
mortality dataset! To do so, we run a simple regression with data from the Mexican census
where we pedict incomew of each individuah with a series of independent variables also

present on death certificates. The regression used to predict income is:

176 1o 15 1
Wherew is personal income for individudd in 2000 Mexican pesos, calated as total
household income divided by the square root of the number of people in the household (to
account for economies of scale within households). Because personal income has a skewed
distribution, we take the natural log to improve the fitnesthefmodel and the accuracy of
predictions.co is a vector of independent variables that include gender, age, civil status,
occupation, education level and inscription to public or private healthcare. It also includes a

guadratic term for age and interactiterms between age (and age squared) and occupation to

account for experience at work.j is a fixed effect that takes into account timtome may

24 We therefore only exploit crossctonal information to predict income quartiles. A complementary possibility
would have been to use the data from the 2010 census as well. However, the 2010 census do not report total
income, but only income from work. This is a limitation and we have thergfeferred to use the 2000 data only.
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vary by municipality Within a given municipality, we also distinguish between people living

in urbanareas (e.g. the city centre) from those who live in rural areas. Thysis a
municipality i by-urban/rural area fixed effect i fi 6 ihGdia & ) &Finally,] is an
idiosyncratic error term arfd is a vector of coefficients estimated from the regre<aidine

output of this estimation is presented in Appendix C2. The model inctloss to 9 million
observations. The regression results are consistent with economic theory (higher experience or
edwcation is correlated with higher income) and the model captures a large share of the variation
in revenues (R2=0.44).

We use these regression results to predict the income level of deceased people, for whom we
have the socia@lemographic information reped on the death certificates (see Appendix A3

for the list of demographic variables available and Appendix A2 for an example of a death
certificate). We can make income predictions by restricting the independent variables used in

the income regression thdse that are also present on the death certificates.

We then use predicted income values to construct income quartiles. Based on the 2000 Mexican
census, we first compute the proportion of people in each municipaltyose predicted

income would havefal en wi t hin income quartile 8. We t
in each municipality with a predicted i ncome

rates by income quartile for each municipaiigt timet.

Summary statistics on the daimortality rate obtained for each income quartile and the
proportion of deaths belonging to each quartile by specific cause of death are reported in
Appendix C3. As expected, mortality is higher for the first two quartiles. We furthermore find
that endoane, nutritional and metabolic diseases, along with neoplasms, play a smaller role in

the mortality of the ¥ quartile, while respiratory systems diseases take a highé? toll.

The daily mortality rates by income quartile can be used to run separatautistliag models

for each income quartif. The advantage of this approach is its high flexibility since the

25 The regression coefficients are weighted by population size in each municipality so as to be representative of
the Mexican population. The 2000 Census includes about 10% of the Mexican population.

26 In Appendix C3 we furthermore provide details on the relative prevalence of the most common diseases for
endocrine, nutritional and metabolic diseases; circulatory system diseases; and respiratory diseases. These are of
particular interest to this research because tioesespond to the main causes of weathtated deaths. Deaths

related to malnutrition, heart failures, cerebrovascular diseases and chronic lower respiratory diseases are more
common among the first quartile.

27 Even though we are using predicted motyalates, standard errors using clustering are valid and there is no
need for bootstrapping: this is because these predicted rates are used as the dependent variable. Using predicted
instead of actual values therefore increases measurement error indéhdetdpsariable and this directly affects

the statistical power of our regressions.
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mortality impact of each temperature bin is estimated separately for each income quartile. The
results however rely on predicted income values tduthe absence of such information on
death certificates. The main drawback is a loss of precision in the estimates due to measurement

error in the dependent variasfe.

It is important to keep in mind that income is not randomly allocated across howssdhold
follows that we observe a correlation between income and mortality, and no causal impact. The
most accurate interpretation is that our results reflect a situation in equilibrium in which both

ill health determines low income, and low income determilhéealth.
5.2 Results

We now run separate regressions of Equation 1 for each income quartile. We evaluate the
impact of extreme temperatures after up to 31 days on each quartile, using distributed lag

models. Theesultsarereported in Figure 3.

Figure 3: Impact of temperature on cumulative 31tday mortality by income quatrtile
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Note: The results for each quartile are taken from separate regressions. The dependent variable is the mortality per 100,000
inhabitants belonging to the quartile. Theaxis is mortality per 100,000 inhabitants and thexis corresponds to the
cumulative impact after 31 days for each of the 2°C temperature bins in the regressions. The referenc@ @i is2vthe

day precipitations are used as controls, along with mualitigoy-month-by-year fixed effects. The dashed lines represent the

95% confidence interval for each estimated set of coefficients.

28 The method could also be inconsistent if some households systematically underreport their income levels. We
mitigate this risk by excluding observations with doubtfutldeations from the regression. After the census, the
Mexican administration crosschecks individual declarations on employment status: in the survey, some individuals
declare that they do not work whereas this is the case. We suspect these individaadsuoderreported their

income levels and exclude them from the regression used to predict income levels. They represent 2.6% of the
original sample.
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Results show a stronger vulnerability of the first two quartiles compared to the last two, and
statistically insignificantmpacts of temperatures at all temperature levels for the last quartile.
In particular, we find a strong difference in vulnerability to cold between the first and the last
guartiles. Vulnerability to unusually cold temperatures is more than 4 times foglpeople

in the first quartile as compared to people in the fourth quartile and the difference is statistically
significant at 1% (see Tab&a panel A. In contrast, we do not find any statistically significant
difference in the impact of unusually hadd&ys on mortality across income quartiles. This is
likely to be caused by some lack of statistical power since only a minority of wealited

death are associated with excessive heat.

In addition, Figure Zlearly depicts an impact of cold temperatures at mild levels but only for
the first and second quatrtiles. In Tableve report the magnitude of the impaictsiumber of
annual deathsf both mildly and unusually cold weather (i.e. all temperature bilasviiz0°C)

for each income quartile. For thé' &ind 29 quartiles of income, we find a statistically
significant impact of cold below 20°C on mortality whereas no such impact is found for the
third and the fourth quartiles. In other words, all the dedtlriggered by mildly cold days is

borne by the population in the bottom half of the income distribution.

The policy implications of Tablgare substantial. They suggest that the poor are not only much
more vulnerable to unusually cold temperaturesthmit are also vulnerable to temperatures to
which richer households are not. This definitely puts poor households at risk since mildly cold

days are relatively frequent.

To deepen our understanding of the correlation between income and wekttezt dedts, we

have run the quartitepecific econometric models for separate causes of death for days below
10°C2° Results by cause of death tend to corroborate thaidosme households are more
vulnerable to cardiovascular and respiratory disedstsestindy, we find impacts across all
quartiles from endocrine, nutritional and metabolic diseases, circulatory system diseases and
respiratory system diseases. The magnitude of the impact of cold days remains relatively
constant for endocrine, nutritional and tafeolic diseases, suggesting little margin for
improvement. This can be explained since diabetes has become prevalent across all income

groups in Mexico. In contrast, the magnitude of the effect diminishes sharply betweén the 1

29 We have also tried to run the model for different age groups. Unfortunately, running the model byuage g
significantly reduces model efficiency and results are inconclusive. The reader may notice that efficiency is not
always very high with the breakdowns by death causes and income groups. For example, we find a higher impact,
of circulatory system diseas on the™® quartile as compared to th& quartile. This impact is likely to be driven

by relatively low efficiency: the two point estimates are not statistically different from one another.
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and the ¥ quatrtile for érculatory and respiratory system diseadé® resultdy cause of death

are presented in Appendix C&3!

Table 5: Estimated deaths per year for temperatures below 20°C by income quartile

Excess number of deaths per year
Temperature level <10°C 10-20°C Total <20°C
1st quartile 1,813*** 11,909*** 13,722%*
(1,232; 2,393) (4,920; 18,899) (6442; 21001)
2nd quartile 1,437+ 21,055%+* 22,492%+*
(1118; 1757) (14,024; 28,087) (15,284; 29,701)
3rd quartile 3 -1,306 75
(321; 1142) (-10,858; 8,246) (-10,331; 9,182)
4th quartile 404 1,936 2,340
(-273; 1081) (-8,753; 12,626) (-8,676; 13,357)
Entire population 4,385™ 33,595 37,980
(3353; 5418) (16,165; 51,025) (20,0505 55,911)

Notes: All estimated coefficients are in reference to a day with an average temperatur2a3fC2£stimates are made with
different distributions for cold days corresponding to populatveighted quartilespecific averages (they can be slightly
different fromthe ones derived frofigure?2), for a total population of 114 million inhabitants equally spread across quartiles.
Lower and upper bound of 95% cadéince interval in brackets and do not account for the uncertainty in the variability of the
weatherOne, two and three stars respectively mean statistically significant at 10%, 5% and 1%.

When running separate regressions by income quartiles, demograghiiéely to play a role

in explaining the differences in vulnerability across income groups. We have shown previously
that the elderly is by far the most vulnerable group. However, people in the lowest quartiles of
income are older on average becausees® to pensions is insufficient. In addition, poor
families tend to have more children. The very young and the very old are thus overrepresented
in the lowest quartiles and these people are more vulnerable to the weather independently of
their living condtions. Therefore, we also provide results by income quartile while correcting
for the differences in the pyramid of ages across quarfiles. methodological details are
presented in Appendix C8Ve can then interpret the residual difference in vulnerability across
the quartiles of income as originating principally from differences in living conditions (and not

demographics).

Age-corrected results for cold days below 10°C are provided in BaBlanel Balongside the
baseline results shown in Figure 3 (PanelRgint estimates show that the first two quartiles

of income have comparable vulnerability levels. However, these income groups are 35% more
vulnerable to unusual cold than the last twartjles. This difference is statistically different at

5% (tstatistic of 2.04). Therefore, a sizeable difference in vulnerability levels correlates with

30 We also find that richer households are statistically more vulnerable to neoplasms than poorer households.
However, this information is derived from coefficients for neoplasms that are themselves not statistically different
from O at the 5% level of sigintance.

31 Since we find no statistically different results between rural and urban areas in the core model, we can discard
the eventuality that pollution, and not low temperatures, are strongly confounding the effect of cold weather on
respiratory disease
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differences in living conditions and social protection. Results by cause of death also corroborate
tha low-income households are more vulnerable to cardiovascular and respiratory dssases
Appendix (&).22 In addition, agecorrected regressions also corroborate that poor living
conditions seem to make households vulnerable to mild cold. Full resuéif femperature

bins reported in Appendix C5 show statistically significant results for temperatures up to
ibel ow 20 A®w quartiles, whereas rdsults stop being statistically significant for
temperatures above 14°C for the top two quartifescome.

Table 6: Impact by income quartile and cause of death of a cold day below 10°C on
cumulative 31-day mortality

First two
Model 1stquartile 2" quartile 39 quartile 4" quartile | 15'vs. 4" | versus last
two

A. Income quartiles 1.05%** 1.03*** 0.51*** 0.23 +0.82*** +0.67***
(0.17) (0.12) (0.15) (0.2) (0.26) (0.16)

B. Age-corrected income  0.31*** 0.3*** 0.08** 0.09*** +0.22%** +0.22%**
quartiles (0.05) (0.03) (0.04) (0.03) (0.06) (0.04)

C.Poverty indicator 1.03*** 1.02%** 0.62*** 0.44*** +0.59*** +0.50***
(0.13) (0.11) (0.15) (0.17) (0.21) (0.14)

Notes: All the coefficients come from a different regression and correspond to itl@ydbng run cumulative effect of a day

below 10°C on mortality, for specific quartiles and causes of death. The dependent variable is always the daily nmertality rat
in deathger 100,000 inhabitants and all regressions include the daily precipitation level as control. Standard errors in brackets.
* xx kxk: gtatistically significant at 10%, 5% and 1%. 312,140 groups, 30.1 observations per group. Reference €2 is 24
Celsiusdegrees.

In addition, to make sure that our findings are robust to a different measure of living conditions,
we use a poverty index instead of predicted income. The Mexican Council of Population
(CONAPO) defines a marginality index based on a set of igussiasked to Mexican
households in the 2000 census. The answers to this set of questions are less easy to manipulate
by dishonest declarants and are less sensitive than income. We define and predict a poverty
index for each deceased person in a way wisictery similar to the CONAPO and construct
quartiles based on this alternative metric. The detailed results and methodology are in Appendix
C6, but are summarized in Table Banel C. They corroborate the findings obtained with

predicted income levels.

These results by income groups are not surprising when we consider thattone families

have improper access to housing, drinkable water and health insurance (as reported on Census
datai see Appendix A3). Specific protection against cold is also ircsesfi. Data from the
Mexican survey of household income and expenditure shows that about 1% of households in

the first income quartile own a heater, versus 7.9% for Mexicans in the fourth quartile (see

32We again also find that richer households are statistically more vulnerable to neoplasms than poorer households.
However, this information is derived from coefficients for neoplasms that are not statistically significant at 5%.
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Appendix C7 the geographical distribution of heatiagd cooling appliance ownership is also

provided). Similar contrasts are found when looking at air conditioning.

6. Weatherrelated mortality and universal healthcare

During our study period, Mexico implemented a nationwide pdlitye Seguro Populai to
increase access to healthcare for -loeome householdS. Considering that developing
countries may be financially constrained to protect their citizens from @olgkteéd health
programmes may offer the possibility to restrict the population of redgi® vulnerable
groups. They can also restrict the range of covered diseases to those that are known to arise
because of cold weathdBelow, we provide evidence that tiseguro Populahas reduced
weatherrelated mortality. Our econometric settiggeaty attenuatesselection biaswhich

arises from the fact that the weakest people are also the ones most likely to contract a health
plar*®, by matchingndividuals based onbserved covariateand we show evidence that our
conservative estimate is likelery close to the true treatment effect.

The Seguro Populamwas launched as a pilot exercise (2@003) to increase universal
healthcare. Access to tBeguro Populawas open to all. In practice, it focused on people who
were not eligible to employmeiiased health insurance, i.e. kimeome households working

in the informal sector. Enrolment was free in most cases even though a fee could be due if the
family earnedenough income. The fee then grew with income. By 2004, the Mexican
government decided to progressively extend the programme to the entire population,
municipality after municipality. In 2004, the Mexican government also promotedebtiao de
Proteccion cotra Gastos Catastréficoavhich provides financial support to families affected

by a series of chronic, lortgrm diseases, in particular cancer and FfBoth programmes are

33 Traditionally, lowincome families working in the informal sector did not have access to healthcare insurance,
and the country suffers from a chronic underfinancing of public hospitals with free attendance. Mexico is the
OECD country with the lowest budget dedicated to heaitB015, current expenditure per capita in purchasing
power parity was $ 1,052, compared to $ 3,814 on average in other OECD countries, and $ 9,451 isghe US (
OECD Health Statistics 2016).

34 This section contributes to the literature aiming at agsgdbie effectiveness of healthcare in reducing the
mortality effect of unusual temperatures. Two recent studies have attempted to relate healthcare provision to
weathefrelated mortality. Barreca et al. (2016) uses the number of doctors as a measuaétoateeprovision

to look at the impact of healthcare on mortality over the last century. They do not find any statistically significant
impact. However, this could be because counting the number of doctors does not take into account the significant
progress in medicine that occurred over the 20th century. Heutel, Miller and Molitor (2017) look at the impact of
temperature on hospitalizations in the US. They find that temperatures are positively correlated with
hospitalizations. This pattern differs fromet Ushaped association that they find between temperature and
mortality. However, they do not analyse the impact of healthcare provision (e.g. access to hospitals) on mortality.
35 Furthermore, additional protection has been provided to children undemnZafter Dec. T 2006 with the
implementation of a policy called tis&=guro Médico para una Nueva GeneraclMfe are not including this policy

in the analysis since it has covered only a small minority of young children by 2007.
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still ongoing today. The extension of tiseguro Populato the whole Mexican pajation
depended on the enrolment of the existing medical infrastructure into the scheme or on the
construction of new infrastructur&@he INEGI discloses the number of people that received
medical attention under tf&eguro Populaby municipality and yea®® At its start in 2004, the
Seguro Populaprovided around 315,000 external consultations. This figure radically increased
to 11 million in 2005, 20 million in 2006, 29 million in 2007, 38 million in 2008, 48 million in
2009 and 61 million in 2010.

A paticularity of theSeguro Populars that health coverage is restricted to a reduced list of

priority diseases. It mostly includes preventive health actions (e.g. vaccines), ambulatory
medicine (e.g. measles, tuberculosis), reproductive health, a selettemergencies (in

particular caused by hypertension and diabetes) and surgeries (e.g. appendectomy, treatment of
fractures). The list of diseases covered byS3kguro Populaand theFondo de Proteccion

contra Gastos Catastroficas updated every yeawWe have compiled this information for
20042010 using the catalogues published by the Mexican government, and recoded the
information to clearly identify which diseases were covered by the scheme, using ti€ ICD
nomenclature of diseases. According tormecompilation, in 2004, theeguro Populacovered
734I1ICD10 codes,iTey.pgh.oifdAOFleOver 0. | n -200cd@des, Foi t c o0\
example, the 2010 nomencilSatl moaedl a0 iinfelcu d ®ad
A9 displays the list ofliseases covered by tl&eguro Populaand theFondo de Proteccion

contra Gastos Catastroficas 2010.

In the remaining of this section, waesent a methodology t@ssess the extent to which
affiliation to the Seguro Populacorrelates with a reductian weathesrelatedvulnerabilty.
We assume that the affiliates to tBeguro Popularcould also benefit from thBondo de

Proteccion contra Gastos Catastréficbgheir disease fell within the scope of the fund
6.1 Method

Our method is based on individual death records and assesses the vulnerability to unusual
weather for two groups of deceased people: the ones that enrolledSeghe Populaand

the ones that did not have any sort of social insurance before they died.

36 The implementation ofhe Fondo de Proteccion contra Gastos Catastréfieass done through specialised
institutions that needed to receive accreditation. The rollout of the programme was therefore very similar to the
one of theSeguro PopularWe make the simplifying assumptitirat the municipalities who benefitted from the
Seguro Populawere also the ones that benefitted fromRbado de Proteccién contra Gastos Catastréfisiose

we unfortunately do not have this exact information.

29



Ideally, we would have liked to study the impact of the extension of universal healthcare in the
context of anatural experiment or with a randomised control trial (RETOwever, nortality

is a very rare everéind so are unusually cold and hot days. Beeaf thisRCTs wouldikely

not beeconomicallyfeasible since theyouldneed tacover a very large share of the population

for several year® observe large enough amount@éath countacross the entire temperature
spectrumLikewise, ratural exgriments are, to our knowledge, unavailable. We use a matching
methodon a large sample of death certificatesartificially reproduce the conditions of an

experiment.

Several methodological threats are pervasive to the evaluatitme ampact ofa natiamal
insurance programme such as $eguro Populapn mortality.The first one is that enrolment

to theSeguro Populawas voluntaryandhigher income groups were asked to paytfdidéence,
among the people that did not have any sort of social insuttamitethe weaker and the poorer
were more likely to enrol. The second issue is that the rollout délgeiro Populadepended

on political will and required infrastructure and staff to run propdvwnicipalities that
adoptedthe Seguro Populaat timet were likely to present structural differences with ron
covered municipalities. Likewise, the timing of adoption may have depended on unobservable
characteristics also correlated with municipaldéyel mortality rates. Therefore, covered and
non-covered mnicipalities are unlikely to have common trendsthird difficulty is that we

only observe the people thatre affiliated to theSeguro Populaand died. We do not have
access to the micrdata on the affiliates of th8eguro Populamat each periodandcannot
construct mortality rates specific to subgroups of the Mexican population, e.g. controlling for

demographic characteristics such as age, gender, education, profession, etc

Accounting for these difficulties, w methodology consists in matching dased people
affiliated tothe Seguro Populawith deceased peopieith similar characteristics but witho
social securitybefore thg died within the same municipalitieand year of deathrelying
exclusively on the data from death certificat€éhis mehod sorts out the problem of non
random enrolmendf municipalities andsignificantly reduces selection biad®gseliminating

selection bias due to observed covariates.

However, there may still be systeafati lci ati&df
outcomes in the absence of the program, even conditional on observables. This would lead to a
violation of the identification conditions required for matchihgportantly, however,this

would imply that our estimates will providelower boundor the effect of th&eguro Popular

on weatherrelated mortality. Indeed, wluntary enrolment into the programnshould
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encourage the most vulnerable people to enrol. Therefaecanexpect thathe decision to
enrol into the Seguro Populawill be correlatedwith higher vulnerability, and not lower
vulnerability, biasing our probability estimatekthe effect of the policy towards zemvhile
our strategyleals with seleabin bias due to observableg|ectiondue to unobservablefiould
attenuatethe estimated treatment effecHence,our matching strategy shouldrovide a
conservative estimate of the reduction in weather vulneraliigught about bythe
implementation othe policy.

We proceed as follows:or each archetypa with observable characteristics, we identify
whether a person belongs to the group of the tre&teglufo Populgror the control grop (no
social insurance). We also compthie quantityry ; of treated people with characteristios,

and thequantitynj ; of peoplewith the same characteristibsit no social securityThen, we
delineate a comnmo support between the treated and control groups according to their
archetypesWe excludgrom the analysis all observations for whigh; ornj  are equal to
zero,for which we do nohaveany common suppor?Ve also compute the ratip ; 1) ; and
exclude the observations for which this ratio is either below'tgefcentile oabove the 95
percentile.In our baskne specification, thideadsus to exclude archetypes when either less
than 2.4% or more than 66% of observations hav8égeiro Populawithin a givenarchetype.
This ensures that we do not draw comparisons witghetypegor which either being treated
or not being treated Hghly unlikely. We suspect thabf these excluded observations, the role
played by unobservable factors to explain selection is likely to be greasaction6.3, we

explore therobustressof our results t@lternative exclusionriteria

Our method caonly properly identify the effect of tHeeguro Populaon weather vulnerability

if mortality risks are homogeneous within archetypes, except for the difference brought by the
Seguro Poplar between the treatment and control groups. We therefordmeebaracteristics
included in® to begood predictors of theanderlyingprobability of dying We use as much
granularityas we havén the data to construct the archetypesraa#te sure that mortality risks
are homogeneous within archetyp@& construct mutually exclusive archetygessed orthe
exactageat time of deathgender, education level Categories), professior2@ categories),
municipality of residence, year ofath and a dummy that codes whether, within a municipality,
the deceased person lived in a run@aaor not Our mathing is thereforeby construction,
perfectly balanced between treatment and control observasimee we matckxactlyon all
these chacteristics In particular, we match exactly age, cancelling out the very strong

effect of age on vulnerabilitySuch a stringent nehing strategy allows us to sure that
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observations are perfectly comparabks we restrict ourselves to closely cormgae
individual, there will inevitably be a number of individuals for which no control can be found.
Out of the 241,089 observations that were affiliated to the Seguro Popular before death in our
data, our exact matching method allows us to match 47r84#t observations with similar

but unaffiliated deceased peoplhat is lost in sample size, however, is regained in terms of
accuracy and robustness (see, e.g., Dehejia & Wahba, 18993ction 6.3, we explore the
validity of our result beyond the rntded sample.

At this stage, we have identified, within each archetygfned by a vector of characteristics
@ , anumberof people that are treated and anumbdr peopl e t hat are not .
across each archetype, we have the samwerof treated people and control observations. In
this case, and if bottreatment and contrgroups wee statisticallysimilar, deaths should be
equally distributed within the year: as many people in the control and treatment groups should
die during coldand hot daysPut differently the probability that an individual in our sample

has access tahe Seguro Popularshould be the same (50%) on every day of the year,

irrespective of the temperature on tbay.

However we know that th&eguro Populaprovides protection against some diseases that are
sensitive to cold and/ahe weather (e.g. pneumonidiabetes). Therefore, the two groups
should not be equally vulnerable to weather shocks. Hence, even if we have the exact same
proportion of people in theoatrol and treatment groups, we should be observing a difference

in the spread of observed deaths across cold, temperate and hot days, betiaadejtrentity

of deceasal people that we have selected have been drawn from different distribiridimes.
present case, we should observe a higher proportion of people from the control group dying
during unusual weathesjncepeople from the treatment grospouldhave received medical
support that reduceseather vulnerabilityPut differently on a coldday, the probability that a
deceased individuddadaccess téhe Seguro Populashould be below 50%.

It is straightforward tartificially create two groups (treated and controljiefsame size. We
simply give a weighto , equal to 1 foeach obsemtion in the treatment group, and a weight
W  equal ton] ;M i for each observation in the control grolith these weights, the
probability that a randomiselected observatidrasaccess tthe Seguro Populais set at 50%.
With this, we run alinear probability modebf havingaccess tdhe Seguro Populabefore
deathwith frequency weightsy  andw f . The dependent variable idlammy equal to 1 if
the observation belonds the treatmengroup. The independent variablesinterestare the

temperature bins that we have used throughout this paper, for the day of death and the previous
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days We furthermore increase efficiency by using the variables included ias control

variables3’ Standard errors are clustered at municipaitiel
6.2 Results

As expected, ar model predictprobabilitiesthat are statistically significantlyelow 50% for

days below 10°Csee Figure 4)We also find statistically significant results fiays between

12°C and 16°CThe shape of the predictions suggests that alleviation must have been higher
for stronger weather shocks (<10°C) than milder shocks (e.d.630). Even though
inefficiently captured for high emperaturesthe Seguro Popularmight have reduced

vulnerabilty to weather shocki®r extremely hot temperatures as well (>32°C).

In the model used to draw Figure 4, the reference bin-B22GQ. We observe higher variance

for this temperature bin since the predicted probability depends on the variability efctthén
temperature categories. In the regression used to produce Figure 4, the difference between a
mild day at 2622°C and a cold day below 10°C is statistically significant at B% are
therefore confident that there is a difference in the probabiligéween a cold day below 1D

and a temperate day at-2@°C.

In terms of magnitude, we find that, in the aftermaths of a cold day, only 39.3% (95% €lI: 35.6
43.1%) of the deceased people haveSbguro PopularThis translates into a 35% reduction

in vulnerability to unusually cold weathes @ BI p o @ b ) thanks to th&eguro Popular

When we look at the average across all days below 16°C, the reduction in weather vulnerability
is around 13%. We know that only the people from the first two decilekadiecold, and

around 70% of the people in these two income quartiles have no social security. If we take into
account these elements and the mortality estimates of Table 2, our results suggest that the
extension of th&eguro Populato the entire populain in need would save around 3,300 lives

per year thanks to a reduction in weather vulneralflity.

37 Even though not displayed for the sakeconcision, results are very similar when we do cartrol for¢ .
There is a slight loss of precision though.

38 To get to this numbe we multiply the mortality estimates of table 2 with the estimates in the reduction in
vulnerability from Figure 4The result of this multiplication is 4,579. Then, we make the simplifying assumption
that all deaths from table 2 come from tifendio income quartiles. We know that, in the first quartiles, 71.9% of
people do not have social insurance. The humber ofidases is then 71.9% x 4579.
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Figure 4: 31-day cumulative impact of temperature on the probability that the deceased
had the Seguro Populaiin the matchedsample

70%

50%

30%
<10 10-12 12-14 14-16 16-18 18-20 20-22 22-24 24-26 26-28 28-30 30-32 >32

Notes: The yaxis represent the predicted probability that the deceased h&egoeo Populain the matckd sample,

according to temperature. Effects are cumulative: we have added up the effect of each temperature bin over 31 days. The
reference bin is 222°C:the coefficient displayed isomputed as a residual from the effect of the other days on a probability

that needs to add up to 50%he plain line represents the best prediction and the dotted lines the 95% confidence interval.
Observations are weightedingw ; and® . The onlyindependent variables in the model are the temperature bins and
their 30 lags. Standard errors are clustered at municipality level. 47,047 treated observations have bBéplayed.
probability are for a representatisbservation with average values €or.

6.3 Robustness

We performed a number obbustness chechke corroborate the validity of our identification

strategy.

Splitting the sample First, we know that theéSeguro Populatargeted mothers and young
children in priority. We therefore should find impacts on children. We also know that the elderly
arethe mostmpacted by coldelated mortality. We expect to find a reduction for this age group
as well. We ran the matching process separately for three age groups (65rid>65) (see
Table7, panel A). Even though less precisely estimated dse#dier sample siz@robabilties
following unusudly cold days are lower than 50% tbe threeage groups. The difference with

a 2022°C day is statistically significant at 10% for childrEmcluding infants from the dataset
leads to a probability which is close to the baselind14it%.

We also know that th&eguro Populatargeted a specific set of diseases. We can split our

sample and run the matching process separately on people that died from covered diseases and
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people that died from diseases that are not covered ISeiipgo Popular The results in are
shown in Tabl&, panel B. We find probabilities lower than 50% for both types of diseases, but
the probability is lower for covered diseases. Even though the difference between the two
groups is not statistically significarthe difference in the estimates between a day below 10°C
and a day between 20°C and 22°C is small and not statistically significant f@ownered

diseases, while it is strong and statistically significant in the case of covered di€eases.

SUTVA. Snce we match observations within municipalities, the stable unit treatment value
assumption that there is no interference between treated and gotrptmay not be fully

valid: providing healthcare to one part of the populatieny. through vaccineshay reduce
exposure for the other part of the population. This issue may bias our estimategards We

think this risk is reduced for two reasons. First, many diseases that are sensitive to weather are
norrtransmissible, in particular diabetes and heagchk#. In addition, weomparepeople

within a municipality, but also on the same year. Therefore, thetengimpacts of the policy

(due to the previous years of implementation) in reducing the prevalence of infectious diseases
for the entire populatiois controlled forNevertheless, eperform a robustness check in which

we relax the requirement that treated and controlled observations belong to the same
municipality, reducing the risk of interferences. The results are provided in Taidamel C.

They areattenuated, even thouglestill find a probability of having th8eguro Populabelow

50% on unusually cold days. However, we findstatistically significantifference with days
between 2@22°C. We think the attenuation of results comes fronfdbethat controlling for

municipality of origin is important to avoid selection biases.

Selection bias The main threat to our identification strategy is timakividuals selselect
themselves into the Seguro Popular and matching can only deal wittiosetecobservables.

If we run a naive estimator without matching, the estimated probability that a person who died
following a day below 10°Q@vas registered witthe Seguro Populars 515%. In other words,
despite benefitting from th8eguro Populagrenrolled individuals were still more likely than

not to die, suggesting that people who -selected themselves into the SP are indeed more
vulnerable. When we start matching individuals with each other based on observed
characteristics that are likely b correlated with vulnerability, however, the treatment effect

quickly converges toward our baseline estimate example, matching only on municipalities

39 We caution against inferring too much from these reshtis.covered diseases, we suspect that some people
may try to get access to the policy by declaring they have a specific condémeasing the number of people

the treated groupith noncovered casesnaking treatment and control groups not really comparbbéidition
people cardie from more than one cause of deatlrethough only one is reported.
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rurality and yearalreadygives a point estimate @f3.3%6, additionally matching on agend

gende leads to42.4% (see Table 7, Panel Gndadding educational level, marital status and

professionexplains the remaining of thdifferencein the point estimateThis suggests that

addingfurther matchingrariables might not dramatically reduce the béise result of 39.3%.

Table 7: Robustness checks for the probability of having thBeguro Popularin the

matched sample

matched

. . Probabil il Di er enc-e
Speciycati o 10AC 22 AC Treated o

Panel A: Age groups

All age groups (base model) 39.3% -0.147** 47,407
[35.6-43.1%)] (0.075)

<10 years old 39.4% -0.196* 19,272
[31.7-47.0%)] (0.114)

10-65 years old 41.5% -0.186 10,060
[34.0-48.1%)] (0.187)

>65 years old 39.3% -0.138 15,953
[29.0-49.5%)] (0.111)

Excluding infants (<1 year old) 41.1% -0.126 26,733
[34.1-48.1%)] (0.118)

Panel B: Main cause of death

Disease included in the list of the 41.9% -0.354** 11,904

Seguro Popular [35.4-48.4%)] (0.153)

Disease excluded from the list of t 43.8% -0.077 22,877

Seguro Popular [39.6-48.0%] (0.095)

Panel C: estimation choices

Naive estimatdr 51.5% -0.030 241,089
[46.9-56.1%)] (0.027)

Matching across all municipalities 46.0% -0.006 180,753
[43.4-48.6%)] (-0.025)

Matching only on municipality, 43.3% 0.0.21 169,287

rurality and year of death [40.3-46.4%] (0.035)

Matching only on municipality, 42.4% -0.002 102,322

rurality, year of death, sex and age [38.8-45.9%] (0.048)

Excluding beyond thesland 99' 38.1% -0.155** 52,410

percentiles of archetypes [34.541.8%] (0.075)

Excluding beyondhe 2% and 7%' 38.9% -0.861 36,160

percentiles of archetypes [33.9-44.0%] (-0.092)

Archetype size equal or above 10 33.5% -0.24.5** 22,685
[24.3-42.6%)] (-0.119)

Reweighting archetypes based on 39.2% -0.142 47,231

inverse probability of being [31.347.0%] (0.116)

Notes: Results come from different regressions that are variations of our base specification, using different samples but the

same dependent and independent variables. The second column provides the predicted probability foifieatiorspenen

accounting for the 3tlay cumulative impact of a cold day below 10°C, with the 95% confidence interval in brackets. The third

column provides the estimate for the difference between an unusual cold day below 10°C and a temperat@2f&y, atit0

the standard error in parentheses. a n d

provide the
AThenapuve estimator
dummi es as

* *

simply
control s.

respectively
number Sefjuo b swPoepdatamh smavti ¢ thed hwi t h
consists of a

denot e

statistically
obr®der vati ons

regression of

We runan additionalset of tests to explore this ssklection issue furthetn the baseline

speciication, weexcludel all observations for which thg ; 7] j; ratio is either below the's

percentile or above the 9percentile because we suspect that for these groups, the role played
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by unobservable factors to explain selection is likelpeaogreater than for groups where the
proportion of treated and control individuals is more evenly distributedable7, Panel C

we alternatively exclude observations below tfi@rid above the 99ercentile; or below the

25" and above the #5perentile. Results are robust to this charfger the same reasongw

also tried excluding small archetypes with less than 10 observations. This does not affect our
conclusiongsee also Tabl&, PanelC), and in fact the treatment effect increasesggestig

that our baseline resultsight bea lower bound of the true effect

Complementary policiesA concern is that the affiliation to tt&eguro Populacould have

been done concomitantly to the provision of other social policies. Therefore, we would be
estmating the global effect of a series of policies and wrongly attributing it t&S&wiro
Popular alone. This is unlikely for two reasons. The first one is that we observe individual
level affiliation. There is no reason to think that the people in thea@oyroup,who have the

same observed characteristics, live in the same municipality and died in the same year might
not have benefitted to a large extent from this exact same set of additional policies. An exception
might be the policies that would tatdow-income families since tifeeguro Populaalso target

these and we cannot control for income differences within archetypes. However, the rollout of
the Seguro Popularhad to deal with the constraint that both trained staff and health
infrastructure Bould be available. This strong requirement of medical infrastructure is specific
to theSeguro Populaand does not exist in the case of other social policies, e.g. conditional
cash transfers, reducing the risk that the rollout of the programme was paired with the rollout

of incomebased policies.

External validity. Finally, we ask whether our results aedid beyond our matched sample.
Table8 summarizes the difference between matched and unmatched treated observations over
age and gender. It is clear that our marching technique did not randomly selected observations.
In particular, matched observatiomelude a much larger population of infants. People living

in urban areas are also owrepresented, since the likelihood of finding a control group is higher
within a larger pool of observations.

Table 8: Differences between recipients of th&eguro Populain the matched and
unmatched samples

Variabl e Mat ched g Unmatchg¢ 't&st di
means
Proportion of female 54.5% 44.8% -36.8
Proportion of infants (<1 year old) 35.8% 5.6% -200
Age (only if >1 year old) 63.3 61.7 11.2
Proportion rural 11.9% 29.8% 80.6

The matched sample includes 47,407 observations and the unmatched sample includes 193,682 observations.
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We use a probit model to estimate the probability that a treated observation is matched and
weight observations based on the inverse probability that they are matched. Excluding
archetypes where the probability of being matched was lower than 0.5%, \agaianour
econometric model. The results obtained with this method are very similar to the base results,
probably since the impact on vulnerability seems to have been even across all ages groups (see
Table7, Panel C).

7. Conclusion

Because investments protective measures are determined by income, climate change is
predicted taaffect the poorest people in developing countries the Mb&.study analyses the
heterogeneous impact of temperature shocks on mortality across income groups in Mexico
using individual death records and Census data for the perioe20498 We find that random
variation in temperatures is responsible for thatldef around 45,000 people every year in
Mexico, representing 8% of annual deaths in the country. However, extreme weather events
only account for a small proportion of weathelated deaths: unusually cold days (<10°C)
trigger around 4,700 deaths eadar; extremely hot days (>32°C) kill less than 400 annually
while 88% of weatherelated deaths are induced by mildly cold daysZQ®C). The large

effect of mildly cold days on mortality that we document has never been reported before, and
we suspect tsiphenomenon to be specific to developing countries.

A consequence of our findings is that climate change should significantly reduce the number of
weatherrelated deaths in Mexico by 50% to 80% by the end of tiec@dtury, even in the
absence of any agtation. This illustrates the vast heterogeneity in climate change impacts
across countries and regigreven though the reader should be careful that only thetenort

impact of weather shocks is considered in this paper

We find that vulnerability taveather shocks is strongly correlated with individual income, and

that only people in the bottom half of the income distribution are vulnerable to mildly cold
temperatures. The impact of unusually cold days (<10°C) is 35% greater for those living below
the median average income. This suggests that not only are poorer households more vulnerable
to cold, they also start being vulnerable at temperatures for which richer households are almost
fully resilient. Differences in living conditions could explain tedmdings. For example, we

find that only 1% of people in the bottom quarter of the income distribution are equipped with

a heater.
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Under these circumstances, there is a role for public policies to reduce the mortality inequalities
caused by inclement weeer. Healthcare systems can be used to reduce the mortality of
vulnerable groups while targeting diseases that are known to respond to weather shocks. We
exploit variation in universal healthcare coverage caused by the deployment Ségho
Popularandthe Fondo de Proteccion contra Gastos Catastrofitmassess their contribution

to reducing weather vulnerability. Wandl that the schemes induced 2@reduction in the
vulnerability induced by days with meaemperature below 10°C and a%3eduction in

mortality during allcold day with mean temperature below* 06

The overall welfare implications of weather vulnerability in developing countries are very large:

in the sole case of Mexico, we estimate that forty thousand deaths each year areltbggere
temperatures from which people from lemcome householdare inadequately protected.
Furthermore, birth rates are higher in developing countries than in industrialised countries,
implying that exposure to cold has a stronger impact on longevity §eoaany young children

are exposed. We show that access to universal healthcare can successfully reduce this high
vulnerability, but more research is required to assess which protection measures are capable of

reducing colerelated vulnerability in the mososteffective manner.
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B12), and impacts by socioecomic statugC1to C7).

MAIN APPENDICES

Appendix Al: Health risks of environmental exposure to heat and cold

Medical evidence

The good functioning of the human body requires core body temperature to be around 37°C.
However, variations in ambient air temperatures, whether between seasons or throughout a day,
induce heat transfetsetween the organism and the environment. Below or above a comfort
zone within which ambient air temperatures are arounr@x®2C, the body needs to activate
heating or cooling respons&sThe cooling and heating mechanisms of the human body put
stress on the organism by themselves. Above all, they may not be sufficient to maintain core
body temperature at 37°C, especially if the heat or the cold received is either intense or

prolonged.

40 The human body relies on three sets of mechanisms to cope with changes in ambient air temperature: one
triggering core body heating through voluntary or involuntary muscle contractions, shivering, tachycardia (the
heart beats more quickly), vasoconstdatand rapid breathing to avoid hypothermia; another enabling core body
cooling that principally consists of vasodilatation and sweating to avoid hyperthermia; and a neural function to
monitor core body temperature (in the hypothalamus), activate eithéndner cooling when required, and
instigate a strong dislike for excessive heat and cold that encourages protective behaviours (Marriott and Carlson,
1996; Chenuel, 2012).



High ambient air temperatures can cause increasesarbody temperature that are associated

with dehydration and the development of pathologies. In a reBasy ad Samet (2005

pinpoint that lot temperatures are associated with excess mortality deardovascular,
respiratory, and cerebrovascular diseases. In fact, these pathologies develop much before the
body enters severe hyperthermia: mild stress caused by ambient air temperatures above 25°C
can be sufficient to trigger pathological respon3d®sepathologies arising because of heat

are of the noftransmissible kind (e.g. heart attacks). In addition, mildly high temperatures can
also open a window of opportunity for the development of transmissible pathologies. For
example, the hosts of someuses, such as malaria or dengue, develop more easily in hot and
humid environments, explaining higher incidence during hot and humid seasons-(Coldn
Gonzalez et al.,, 2011). This constitutes another channel through which high ambient

temperatures may provokescess mortality.

Importantly, not everyone is vulnerable to heat the same way. Some people are at risk very
promptly as soon as temperatures go above their comfort zone. Thermoregulation works
inefficiently in some people, making them more vulneralda tbthers for a given temperature

level. This is particularly the case for the elderly and younger chifdren.

As much as high temperatures can overwhelm thermoregulation, cold days can also prevent
core body temperature from being maintained at 37°C. ¥erpus cases of hypothermia
(<32°C) impair cardiac, cerebrovascular and respiratory functions, which can lead to loss of
consciousness and death (Coktnal, 2011). However, strong hypothermia is uncommon
whereas mild cold below the comfort zone is ayv@ammon situation which affects several

functions of the organism, in particular the circulatory and respiratory funéfiditee in the

4 These groups tend to have low maximal aerobic power, high adiposity and sthalitature and body mass
compared with young adults. These characteristics imply relatively large surfage-arass ratio along with

lower sweat rate and cardiac output. In addition, the elderly tend to have poor control of peripheral blood flow.
Their hypothalamic system may also be less prompt in detecting hyperthermia and dehydration. All these factors
reduce the efficiency of thermoregulation (Inbar et al., 2004). People with specific preconditions, such as diabetes,
are more sensible to heat (Scatal., 1987). Finally, risks depend on exposure. Occupation may play a major role
(Thonneau, 1998): people spending much time outdoors and making physical efforts (which naturally produce
heat in the body) are more exposed and therefore more at risgdbple making less effort and staying indoors
during hot days.

42This can be exemplified looking at the case of mild hypothermi8%3€) (Schubert, 1995). Circulatory effects
include higher blood viscosity (by-@% for each °C) and higher risk of hypoeniia (decreased volume of
circulating blood in the body). Mild hypothermia also affects the coagulation system through reversible platelet
sequestration, decreases in enzymatic activity for clotting and increases in fibrinolitic activity. In additiad, seve
organs are affected. The cardiac function suffers from higher stress (e.g. impairment of diastolic relaxation) such
that mild hypothermia is correlated with higher risk of angina, myocardial and coronary ischemia. Likewise, lungs
can be compromised: poonary oedemas have been found in patients after environmental exposure to cold
(Morales and Strollo, 1993). More frequently, protective airway reflexes are reduced because of impairment of
ciliary function. This predisposes to aspiration and pneumonalléM 2002). In addition, cerebral activity is
reduced due to decreases in cerebral blood flow and cerebral metabolic rate of oxygen (by around 5% for each



case of heat, people with inefficient thermoregulation systems or with preconditions will be
more vulnerable to col@nd start being at risk for ambient air temperatures between 10°C and
20°C when others could sustain much lower temperatures. Older individuals respond poorly to
cold stress (Young, 1991). This is because ageing is typically characterised by a logden mus
mass and body f4t.Likewise, malnourished people are vulnerable to cold due to lack of body
mass and because core body heating requires the consumption of calories beyond the scope of
what they may have in stock (Marriott and Carlson, 1996). In addifome transmissible
diseases develop more easily in cold environments. It iskmelvn that the transmission of
air-borne viruses can be facilitated by low temperatures. Cold environments may also provide
increased stability to enveloped viruses, sashnfluenza. This is why we observe waves of
influenza throughout fall and winter. Colder temperatures may also encourage people to spend
more time indoors, in closer proximity to one another and in poorly ventilated environments
(Pica and Bouvier, 2014).

Consequently, ambient temperatures below or above a comfort zone26f@0may be a
contributing factor to the development of pathologies, and even trigger death, in particular
among people with prexisting health conditions. However, heat or cold wilt be reported

as the primary cause of hospitalisation or death except in the rare cases of severe hypothermia
or hyperthermia. In milder cases, which likely constitute the majority of coltieatrelated

deaths, doctors are more likely to report thiaplagies that might have arisen because of heat

or cold exposure, such as heart attacks or influenza. For the statistician, this implies that looking
directly at medical or death records for severe hypothermia and heat strokes underestimates the

fractionof weathefrelated diseases or deaths.

°C). Furthermore, low body temperature decreases the metabolic ra®@bpér °C and moderateljfects both

the hormonal and immunity systems: e.g. hypothermia reduces leukocyte mobility and the speed of phagocytosis
(Schubert, 1995).

43 Muscle mass is the essential component of heat production in the body (Horvath, 1981) whereas body fat offers
addiional protection to cold.



Appendix A2: Template of death certificate used in Mexico

Mexican death certificates include information on many sdeimographic variables: date of

birth, gender, civil status, nationality, profession, educalevel and affiliation to social
security. This comes in addition to the information about usual place of residence and specific
details about the death, in particular the place of death, date of death, cause of death and whether

the deceased received mediassistance or not before dying.
A template of death certificate is provided hereafter (in Spanish).

Figure B.1: 2004 Template of a death certificate (source: INEGI)
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Appendix A3: Summary statistics from the 2000 Mexican Census

Table A3.1 presents some general socioeconomic information on the Mexican population based
on the 2000 national Census. The information is split by income quartile, rural vs. urban
populations and by type of profession (using the Mexican nomenclature of agtihcds
surprisingly, rural populations are less educated, less likely to have access to social security and

in general have an average income level about half that of people living in urban areas.

The difference in the average personal income betwegrotiter profession (agriculture) and

the richer one (public servants and directors) is 1 to 6. Economic differences by quartiles are
much sharper though since there is high heterogeneity within each profession. People in the
first income quartile have an erage personal income which is 18 times lower than people in
the top quartile. This large inequality is a feature of the Mexican economy which we will use
in the next sections to investigate differences in the weatbetality relationship across

income goups.



TableA3.1: Socioeconomic characteristics of the Mexican population based on 2000 Census

Population Personal No social (;ggp:g;ed Age Male Share of
P income* security ary 9 population
schoof
Total 2,876 58.6% 37.1% 26.2 48.7% 100.0%
Rural 1,433 83.7% 17.3% 25.0 49.6% 25.4%
Urban 3,330 50.1% 43.8% 26.5 48.4% 74.6%
By quartile of income
1st quartile 437 82.9% 18.6% 24.7 48.2% 25.0%
2nd quartile 1,155 60.8% 31.5% 24.5 48.7% 25.0%
3rd quartile 2,119 47.4% 42.3% 26.0 49.2% 25.0%
4th quartile 7,816 36.2% 59.7% 28.6 49.3% 25.0%
By type of profession
_ Workers in agriculture, | oo 87.1% 18.1% 382 92.7% 5.2%
fisheries and hunting activitie
Do not work (under 16) 2,371 62.5% 14.4% 7.7 50.0% 37.3%
Assistants in industrial and 0 o o o
handmade production 2,397 62.1% 44.9% 28,5 85.3% 1.5%
Do not work (over 65) 2,647 49.4% 10.9% 74.4 36.5% 4.1%
Do not work (1665) 2,648 62.4% 47.5% 34.3 21.2% 25.9%
Street vendors 2,679 81.4% 41.5% 38.6 68.8% 0.7%
Workers in industry of 0 o o o
transformation 2,784 64.0% 46.9% 34.9 85.7% 5.5%
Workers in army and civil 3,059 21.4% 66.3% 36.5 94.3% 0.8%
protection
Drivers of mobile machines 0 o o o
and transports 3,061 54.6% 59.5% 35.8 99.3% 1.6%
Workers in personal services 5 146 47.0% 53.2% 34.2 60.4% 1.9%
in institutions
Fixed machine operators 3,323 15.6% 61.3% 28.7 61.9% 1.9%
Domestic workers 3,753 78.2% 27.4% 34.0 12.2% 1.4%
Sellers, e“;gl'gg;e;'” radea) 3 4g7 57.9% 67.5% 35.0 60.6% 3.8%
Low-skilled workers in 4,124 24.1% 91.3% 31.0 38.4% 2.3%
administrative tasks
Technicians 4,641 26.4% 91.4% 33.8 56.0% 1.0%
O"ersperﬁ[jsugi'onr?“s"'a' 5,045 16.4% 84.0% 34.4 79.7% 0.6%
Workers in education 5,662 15.0% 98.9% 36.8 39.8% 1.4%
Mediumsskilled workers in o o o o
administrative tasks 5,973 18.3% 93.5% 35.8 67.6% 0.8%
Workers ('ar:/;rft’:ports and | 5476 58.0% 81.3% 34.7 74.9% 0.3%
Certified professionals 7,758 32.0% 99.8% 36.5 63.2% 1.3%
Public servants and directorg 10,453 29.0% 95.8% 39.7 74.0% 0.7%

Notes.The table shows average values of socioeconomic characteristics of the Mexican population based on the 2000 Census.
Statistics are calculated using the sample weights provided by INEGI. *: Personal income (in 2000 Mexican pesos) @ calculate
as family irrome divided by the square root of the total number of people in the household. This calculation method allows
accounting for economies of scale in larger househtilitecludes people that were completing secondary school.



Appendix A4: Contemporaneouseffect

Due to an omitted variable bias, correlati ng
lead to biased estimates of the impact of temperature on mortality if no account of the
temperatures of the previous days is made. Fig4rd displayste i mpact of t he
temperature on mortality for all Mexicans and all causes of death when no lagged temperature
bins are included in the model. This can help the reader assess the magnitude and the direction

of the bias produced in this case.

The Mexica population appears to be very sensitive to high temperatures above 28°C. A
statistically significant impact of temperatures below 14°C is also detected. However, an
extremely hot day above 32°C is three times more lethal than an unusually cold day below

10°C. The temperature bin with the lowest mortality i208C.

FigureA4. 1 : | mpact of the daydés average temper
100,000 inhabitants
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Notes.Lines in dash correspond to the 95% confidence interval values obtairettfoestimated coefficier®12,140 groups
and 30.1 observations per group. The regression results cor

Therefore, the model with contemporaneous temperatures underestimates the effect of cold and
overestimates the ipact of heat. Biases also appear when the contemporaneous model is run
with a breakdown by gender, age and type of disézading to death (see Table A4.1 and Table
A4.2). In particular, men appear to be three to four times more strongly impacted bglunusu

coldT this result is not confirmed with a distributed lag model.



TableA4.1: Impact of a day under 10 Celsius degree on mortality as compared to a reference
day of 1820 degrees

Cause of death
Infectious EStCr'i?i‘(:)rrilna?' Circulatory Respiratory Violent and
(S Algzrszs diseases NEYFIEETTE and metabolic| zystem 3ystem accidental
diseases iseases iseases
Total 0.0831*** 0.0006 0.0014 0.0154*** 0.0265*** 0.0217*** -0.01Q7***
(0.0099) (0.0016) (0.0029) (0.0036) (0.0047) (0.0033) (0.0037)
Men 0.13*** 0.0016 0.0042 0.0244*** 0.0489*** 0.0268*** -0.025***
(0.0149) (0.0024) (0.0044) (0.0049) (0.0069) (0.0048) (0.0063)
Women 0.0387** -0.00037 -0.0013 0.0071 0.005 0.0167** 0.0033
(0.0126) (0.002) (0.0039) (0.0052) (0.0064) (0.0044) (0.0033)
Aged 04 0.179** 0.0099 -0.0013 0.0081 0.0018 0.128** 0.0187**
(0.024) (0.0068) (0.0018) (0.0052) (0.0021) (0.0123) (0.0083)
Aged 49 0.0018 0.0015 -0.0019 -0.0001 -0.001 0.0019 -0.0013
(0.0065) (0.0015) (0.0017) (0.0014) (0.0007) (0.002) (0.0041)
Aged 1019 -0.0088 -0.0013 0.0009 0.0012 0.0008 0.00006 -0.0165**
(0.0066) (0.0013) (0.0017) (0.0009) (0.0011) (0.0012) (0.0052)
Aged 2034 -0.0054 0.0001 0.0022 -0.0002 0.0022 0.0026 -0.0271%*
(0.0107) (0.002) (0.0025) (0.002) (0.0022) (0.0019) (0.008)
Aged 3544 0.0285 0.0022 0.0038 0.0189*** -0.0019 -0.0012 -0.027*
(0.0194) (0.0036) (0.0061) (0.0063) (0.0062) (0.0031) (0.0108)
Aged 4554 0.0678** 0.0053 -0.0073 0.03** 0.0067 -0.0025 -0.0144
(0.033) (0.0072) (0.011) (0.0127) (0.0123) (0.0071) (0.014)
Aged 5564 0.233*** 0.0118 -0.0153 0.0621** 0.0844** 0.0369*** 0.0053
(0.0559) (0.0088) (0.0206) (0.0254) (0.0249) (0.0137) (0.0171)
Aged 6574 0.372%* 0.019 -0.0224 0.102%* 0.131%** 0.0591*** 0.0065
(0.0861) (0.0135) (0.0318) (0.0389) (0.0383) (0.0213) (0.026)
Aged 75+ 1.03%* -0.0601** 0.0049 0.0597 0.522%** 0.168* 0.0359
(0.238) (0.0289) (0.0683) (0.0875) (0.141) (0.0946) (0.0397)

Notes: Standard errors in brackets. *** indicates statistically significant at the 1% level, ** at the 5% level, and * at the 10%
level. Unit is deaths in a day per 100,000 inhabitants (in subgrdip)140 groups and 30.1 observations per group.

TableA4.2: Impact of a day over 32 Celsius degree on mortality as compared to a reference
day of 1820 degrees

Cause of death
Infectious ﬁﬂ?ri(;icc:re?l ’ ClBLELy RizgulELyy; Violent and
i Al GaEes diseases MEG R and metabolic| ;ystem system accidental
diseases iseases diseases

Total 0.269*** 0.0072%** 0.0213*** 0.0374#** 0.0837*** 0.0227%*** 0.057***
(0.0152) (0.0023) (0.005) (0.0051) (0.0073) (0.0039) (0.0077)

Men 0.29%** 0.008** 0.0144** 0.0334*** 0.0907*** 0.018** 0.0952***
(0.0233) (0.0035) (0.0071) (0.007) (0.011) (0.0058) (0.0137)

Women 0.249** 0.0065** 0.0283*** 0.041%* 0.0766*** 0.0274** 0.0191***
(0.0184) (0.003) (0.007) (0.0073) (0.0095) (0.0052) (0.0058)
Aged 04 0.138*** 0.0337*** 0.0029 0.0271%** 0.0022 0.0129 -0.0042
(0.0278) (0.0102) (0.0024) (0.0078) (0.0027) (0.0086) (0.0103)
Aged 49 0.0145 0.0026 0.0009 -0.0025 0.0003 -0.0002 0.0117
(0.0091) (0.0021) (0.0024) (0.0017) (0.0009) (0.0018) (0.0072)

Aged 1019 0.0415%** -0.0013 -0.00005 0.001 0.001 -0.0007 0.0359***
(0.0112) (0.0014) (0.0023) (0.0016) (0.0015) (0.0014) (0.0101)

Aged 2034 0.0843*** -0.004 0.0012 0.01%** 0.0053 0.0044 0.0641***
(0.0219) (0.0037) (0.0033) (0.0033) (0.0033) (0.0036) (0.0195)
Aged 3544 0.155** 0.0004 0.0091 0.0069 0.0173* 0.0036 0.105***
(0.0321) (0.0057) (0.0093) (0.0063) (0.0096) (0.004) (0.0244)
Aged 4554 0.157** 0.007 0.0335* -0.019 0.0437** 0.0076 0.082***
(0.0441) (0.0086) (0.0176) (0.0152) (0.0181) (0.0072) (0.0239)
Aged 5564 0.206*** -0.0057 0.0171 0.0225 0.131*** -0.0002 0.0322
(0.0774) (0.0112) (0.0314) (0.0338) (0.0379) (0.0153) (0.0279)
Aged 6574 0.338*** -0.0078 0.0287 0.0347 0.212%** -0.0019 0.0539
(0.122) (0.018) (0.0496) (0.0531) (0.0595) (0.0233) (0.0437)
5.75%** 0.147** 0.35%** Lvx 2.46%** 0.705** 0.23%**

Aged 75+ (0.355) (0.0474) (0.116) (0.129) (0.214) (0.118) (0.0656)

Notes: Standard errors in brackets. *** indicates statistically significant at the 1% level, ** at the 5% level, and * at the 10%
level. Unit is deaths in a day per 100,000 inhabitants (in subgrdip)140 groups and 30.1 observations per group.



Appendix A5: Short-term dynamics of impacts in distributed lag model

Our results are consistent with the dynamic effects of heat and cold days on mortality as
reported previously, for example by Deschenes and Moretti (2009). Like these authors, we find
evidence of strag harvesting for hot days whereas the impact of cold days accumulates after
the event. These shadrm dynamics can be observed Bigure A5.1a andA5.1.b, which
present the impact on mortality of extremely hot/cold days on the day of the weathemnevent a
for each of the following 30 days. A cold day below 10°C has a statistically significant effect
on mortality every day during the first week, and we find statistically significant effects at 5,
14 and even 21 and 22 days after the cold day. By contradind that a hot day above 32°C

has a strong and immediate effect on mortality but this effect is statistically significant only for
the first two days, after which the coefficients become systematically negative although not
statistically significantlyso.

FigureA5.1: Impact within 31 days of a cold day (<10P@anel a) or a hot day (>329C
panel b) on daily mortality rate per 100,000 inhabitants
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Note: These two graphs are obtained from the same regression, consideMegiedin people and all causes of death (1998
2010). Unit is deaths per 100,000 inhabitants. Each point corresponds to an estimated coefficient from the distribdild lag mo
for days below 10°C (Panel a) or above 32°C (Panel b). Dashed lines corresgian@38&6 confidence interval obtained for

each estimated coefficient. 312,140 groups and 30.o0fh observe

level.



Appendix A6: Comparison of main results with related studies

The methodologyrad data used in this paper are very close to Deschenes and Moretti (2009).

These authors use a-8ay distributed lag model and estimate that one day below 3DIFC)

increases the mortality rate by 0.23 deaths per 100,000 inhabitants as comparedtherany

day in the year. On the other hand, we find thadl& cumulated mortality is increased by 0.70

deaths per 100,000 inhabitants for an additional day below 10°C: their estimate is three times

lower than ours while we look at hotter days since da&yevwp50°F (10°C) correspond to the

lower limit for unusually cold days in our data. If we use the exact same methodology as
Deschenes and Moretti (2009) (as in Online Appeldif), we then find an estimate of 0.60
deaths per 100,000 inhabitants and theelobound of our 95% confidence interval is 0.53.

Thi s

figure

does

not

overl

ap

Wi

t h

t he

upper

confidence interval at around 0.28. Therefore, both estimates are statistically different from

each other suggestinigat Mexican residents are more vulnerable to cold than US residents.

TableA6.1: Comparison of the main results of similar panel data studies

Country Frequen- Day below Day between Day below Days between Day above
Study and period | cyofdata | minus 1.1°C 4.410°C 10°C 10-14°C 32°C
(10°F) (40-50°F) (50°F) (50°F (or 90°F)
This study Mexico Daily +0.70 deaths +0.13 deaths
(1998 per 100,000 per 100,000
2010) inhabitants inhabitants
Annual Annual
mortality rate mortality rate
increases by increases by
about 0.15% about 0.03%
Deschenes USA Daily +0.23 deaths Statistically
and Moretti (2972 per 100,000 insignificant
(2009) 1988) inhabitants
Barreca USA Monthly +0.15 deaths +0.17 deaths
(2012) (1973 per 100,000 per 100,000
2002) inhabitants inhabitants
Desécnh denes (L1J956Aé Annual +0.69 deaths +0.92 deaths
per 100,000 per 100,000
Greenstone 2002) inhabitants inhabitants
(2011)
Burgess et al. India Annual Annual Annual
(2014) (1957 mortality rate mortality rate
2000) increases by increases by
about 0.40.7% | about 0.51%

The estimates by Deschenes and Moretti (2009) are in line with those obtained in other studies

for the US. Barreca (2012) finds that a day between 40°F and 50%EQ%4Z4 increases the
monthly mortality rate by 4.5 people per 100,000 inhabitants. Thiesmonds to a daily
mortality rate of 0.15 people per 100,000 inhabitants (95% confidence interval-8.22)9

Using annual data, Deschenes and Greenstone (2011) find that a day belowl20Ck (
increases mortality by 0.69 people per 100,000 inhabit@md a day between 40°F and 50°

F



(4-10°C) by 0.27 people per 100,000 inhabitants as compared to a day between 50°F and 60°F
(10-15.5°C). The upper bound of the 95% confidence interval for this last estimate is around

0.49 and therefore statistically belowrs.

One reason why Mexicans could be more vulnerable to cold than Americans could be
acclimation: since they live in a hot country, Mexicans may be less prepared to face low
temperatures. However, our results suggest that Mexicans could also be merablalto

high temperatures. For a day above 90°F (32.2°C), Deschenes and Moretti (2009) find no
evidence of an impact of heat on mortality after 30 days. They find a highly positive impact of
temperatures on mortality on the first days of heat wavethbuatter is compensated for in

the short run due to a harvesting effect. For the same level of temperatures, we find a statistically
significant and positive impact of hot days ondily cumulative mortality: with temperatures
above 32°C, the mortalityate is, in average, higher by 0.13 deaths by 100,000 inhabitants in

Mexico.

However, Barreca (2012) and Deschenes and Greenstone (2011) do find a mortality impact of
hot days: respectively 0.17 and 0.92 deaths per 100,000 inhabitants for temperatures above 90°F
(32°C). The impact found by Barreca (2012) using mortality data isfdre comparable to

ours in magnitude. As for Deschenes and Greenstone (2011), they use annual data over a long
time period (1968002) so as to capture indirect effects of temperatures on mortality through
other channels (e.g. agricultural and industaatput, and therefore income, employment,
access to healthcare, etc.). Their estimates would indicate stronger vulnerability in the US but
are not as easily comparable to our results, not only because we use with daily data but also

look at a different the period.

Let us now turn our eyes to the results obtained by Burgess et al. (2014) for India. These authors
use a loginear model to estimate the impact of temperatures on annual mortality. They find
impacts of a much higher magnitude for India as caneg to the US estimates of Deschenes

and Moretti (2009). For cold, the coefficient of their model is not statistically significant at the
lower limit of 10°C or below possibly due to the small frequency of such cold days in their data.
However, they findhat the log annual mortality rate increases by 0.004 for each day between
10-12°C and by 0.007 for each day between 14°C. In other words, an additional day between
10-14°C increases the annual mortality rate by abou®(@% in India. For heat, they fintdat

an additional day above 32°C increases the annual mortality rate by ab®e®.0.5

We may compare these figures with ours, taking into considerations that our study uses daily

data and therefore is not fully comparable. The average daily mortadityg ratound 1.3 deaths



per 100,000 inhabitants in Mexico. Converted to an annual rate, this corresponds to about 475
deaths per 100,000 inhabitants. In this context, our estimate of an extra 0.7 deaths per 100,000
inhabitants caused by a day below 10°Qyidy represents a marginal increase of 0.15% in the
annual death rate. Likewise, the estimate of 0.13 deaths per 100,000 due to a day above 32°C
corresponds to a marginal increase in the annual death rate by less than 0.03%. The relative
impact of cold ommortality in Mexico seems at least32Zimes lower than in India whereas the
estimated impact for heat is incomparably lower.

Appendix A7: Impacts of Climate Change

We calculate the number of weathelated deaths under climate change based on the output
of the climate model GFDL CM3 for 2072099. Annual death estimates under climate change
are provided in Tabla7.1.** Because the frequency of cold and mildly cold days is expected
to decrease, the number of deaths imputable to temperatures reducesewihetasted
temperatures of GFDL CM3 as compared with the historical ones. With the RCP2.6 scenario
(low GHG emissions), temperaturelated mortality would be twice as small. The RCP8.5
scenario (high GHG emissions) corresponds to an 80% reductionestitmated relationship
between mortality and temperature. We show later that weadlaed mortality affects mostly
people in the first two quartiles of the income distribution, suggesting that the reduction in the
exposure to cold weather associatecclwpate change could lead to a reduction in mortality
inequality. Therefore, in Mexico, we predict that climate change will reduce the impact ef short
term weather variability on mortality, with significant health benefits. However, this analysis
comes wih serious warnings: climate change could also affect mortality through increased
frequency of natural catastrophes and not only through temperatures; our analysis at the daily
level does not allow for acclimatization; and we could be underestimatingnibecti of
increased heat waves if the effect of heat growslimearly beyond 32°C days. In addition,

our model includes municipaldlyy-monthby-year fixed effects which control for income and

for the general health of the population. Climate change magdt income, or the general
health of the population, and these factors may in turn impact mortality. Our econometric
specification cannot assess the magnitude of such indirect economic effects on mortality. Yet
in section 5, we show that these factore sagnificantly modify the health response to

temperature shocks, even when looking at short run impacts.

44 The distributions for hot and cold days obtained with ¢himate model are reported in Figure 1.



TableA7.1: Impact of temperatures on annual deaths in several climate scenarios

Compared to historical

Number of deaths Estimates
temperatures
Historical 41,335*
(27,299; 55,370)
GFDL CM3:
RCP2.6 18,152* -23,183*
(5,898; 30,405) (-26,410;-19,956)
RCP4.5 12,842* -28,493*
(1,177; 24,506) (-33,196;-23,790)
RCP8.5 7,513 -33,821*

(-4,000; 19,026)

(-41,629;-26,014)

Note: * denotes statistically significant at 5%. The 95% confidence interval in brackets only take into account the uncertainty
of the impact of temperature bins on mortality. It does not take into account the uncertainty of climate models ifthielistri
of daily temperatures.

Appendix A8: Impacts by gender, age and cause of death
Table A8.1 displays the 3day cumulative impact of a day with average temperature below
10°C whereas Tablé8.2 displays the 3day cumulative impact of a day with average

tempeature above 32°C

Table A8.1: Impact of a day under 10 Celsius degree on cumulative mortality

Cause of death

Respiratory Circulatory ﬁﬂ?ric:iccﬂ]naely Infectious Accidents

Group All causes system system . - Neoplasms and violent
diseases diseases anijj.metabollc HiEEasEs deaths

iseases

Total 0.703** 0.19%** 0.21%* 0.131%* 0.02%* 0.004 0.025
(0.042) (0.014) (0.02) (0.015) (0.006) (0.012) (0.016)
Men 0.774%* 0.209%** 0.248%** 0.129%** 0.025** 0.016 0.008
(0.063) (0.02) (0.029) (0.02) (0.01) (0.018) (0.028)
Women 0.635*** 0.171%+* 0.174%* 0.133*** 0.015** -0.007 0.044**
(0.052) (0.018) (0.028) (0.021) (0.007) (0.017) (0.014)
Aged 04 0.774%* 0.37*** 0.003 0.045** 0.116*** 0.004 0.139%**
(0.103) (0.052) (0.009) (0.022) (0.029) (0.007) (0.034)
Aged 49 0.022 -0.009 -0.001 -0.004 -0.002 -0.004 0.029
(0.029) (0.012) (0.003) (0.006) (0.006) (0.006) (0.018)
Aged 1019 0.011 0.012** -0.004 0.013** 0.001 -0.013** -0.014
(0.027) (0.006) (0.004) (0.005) (0.004) (0.007) (0.021)
Aged 2034 0.148*** 0.009 0.014 0.007 -0.002 0.027*** 0.067*
(0.047) (0.008) (0.01) (0.008) (0.008) (0.01) (0.037)
Aged 3544 0.236*** -0.006 0.044* 0.075%* -0.012 0.04 0.005
(0.086) (0.013) (0.024) (0.023) (0.016) (0.025) (0.052)
Aged 4554 0.301** 0.063** 0.025 0.173%+* 0.033 -0.066 -0.051
(0.133) (0.028) (0.053) (0.05) (0.021) (0.046) (0.057)
Aged 5564 0.96** 0.206*** 0.404%** 0.361%** 0.067** -0.046 -0.063
(0.234) (0.055) (0.104) (0.103) (0.033) (0.089) (0.069)
Aged 6574 1.576%* 0.336*** 0.633*** 0.591%** 0.113* -0.072 -0.09
(0.362) (0.085) (0.161) (0.16) (0.053) (0.138) (0.105)
Aged 75+ 16.436*** 4.574%** 6.103*** 2.229%** 0.183 0.26 0.116
(1.028) (0.403) (0.594) (0.38) (0.132) (0.281) (0.167)

Notes: All the coefficients come from a different regression and correspond to tti@y3bng run cumulative effect of a day

below 10°C on mortality, for specific age groups or causes of death. The dependent variable is always the daily neortality rat
in deathger 100,000 inhabitants and all regressions include the daily precipitation level as control. Standard errors in brackets.
* xx xxk statistically significant at 10%, 5% and 1%. 312,140 groups, 30.1 observations per group. Reference €2 is 24
Celsiusdegrees.



Table A8.2: Impact of a day over 32 Celsius degree on cumulative mortality

Cause of death

Respiratory Circulatory Ezgﬁgrj ! Infectious Accidents

Group All causes system system and metabolic diseases Neoplasms and violent
diseases diseases diseases deaths
Total 0.127%*** 0.003 0.061** 0.006 -0.002 0.014 0.041*
(0.049) (0.013) (0.025) (0.016) (0.008) (0.016) (0.025)
Men 0.146* -0.016 0.099*** -0.004 0.003 0.034 0.042
(0.076) (0.021) (0.037) (0.022) (0.012) (0.023) (0.045)
Women 0.108* 0.022 0.022 0.015 -0.006 -0.005 0.04**
(0.057) (0.014) (0.032) (0.022) (0.009) (0.022) (0.018)
Aged 04 -0.022 -0.001 0.004 -0.014 -0.011 -0.016 0.034
(0.085) (0.025) (0.009) (0.018) (0.023) (0.014) (0.032)
Aged 49 -0.007 0.007 -0.0003 -0.009 -0.006 0.004 -0.028
(0.031) (0.006) (0.003) (0.005) (0.007) (0.007) (0.026)
Aged 1619 0.057 0.003 -0.0003 0.003 -0.002 0.003 0.047
(0.041) (0.004) (0.005) (0.004) (0.004) (0.008) (0.038)
Aged 2034 0.028 0.016* -0.002 0.022** -0.023 0.001 0.033
(0.073) (0.008) (0.011) (0.01) (0.014) (0.012) (0.066)
Aged 3544 0.129 0.009 0.047 -0.007 0.009 0.006 0.092
0.1) (0.016) (0.032) (0.022) (0.02) (0.029) (0.072)
Aged 4554 0.094 0.006 0.006 0.067 0.02 0.033 0.072
(0.157) (0.022) (0.074) (0.053) (0.03) (0.058) (0.082)
Aged 5564 0.003 0.018 0.04 -0.159 -0.057 0.196* -0.018
(0.249) (0.046) (0.121) (0.105) (0.043) (0.108) (0.102)
0.033 0.028 0.078 -0.257 -0.093 0.3* -0.01
Aged 6574 (0.389) (0.071) (0.189) (0.166) (0.068) (0.171) (0.152)
Aged 75+ 1.423 -0.334 1.156* 0.75* 0.175 -0.712* -0.079
(1.152) (0.369) (0.689) (0.399) (0.153) (0.379) (0.21)

Notes: All the coefficients come from a different regression and correspond to tti@y3bng run cumulative effect of a day

over 32°C on mortality, for specific age groups or causes of death. The dependent variable is always the daily martality rate
deathsper 100,000 inhabitants and all regressions include the daily precipitation level as control. Standard errors in brackets.
* xx ek gtatistically significant at 10%, 5% and 1%. 312,140 groups, 30.1 observations per group. Reference €2 is 24
Celsiusdegrees.

Appendix A9: List of diseases covered by the Seguro Popular and Fondo de

Proteccion contra Gastos Catastroéficos in 2010

We are providing the full lists as per 2010. For a small list of diseases covered urgguhe
Popularor theFondo de Pratccion contra Gastos Catastroficasonditions of age had to be

filled to receive treatment. For some others, only diagnosis and prevention measures are
covered (e.g. some cancers). For the robustness check of Table 7, we considered that a disease
was coveed by the scheme independently of these age conditions, and also as soon as its

diagnosis (or some preventive action) was part of the scheme.

Diseases and treatments covered by the Seguro Popular in 2010

PUBLIC HEALTH 10 Preventive actions for children under 5 years
Newborn and children under 5 years of age Girls and boys from 5 to 9 years old

1 BCG Vaccine 11 Preventive actions for children between the ages of 5
2 Hepatitis B vaccine and 9

3 Pentavalent vaccine with acellular pertussis component  Teenagers 10 to 19 years old

(DpaT + VIP + Hib) 12 Early detection of eating disorders

4 SRP triple viral vaccine 13 Preventive actions for adolescents aged 10 to 19
5 Rotavirus vaccine 14 Hepatitis B vaccine

6 Influenza vaccine Adults 20 to 59 years old

7 DPT vaccine 15 SR double viral vaccine

8 Sabin trivalent oral polio vaccine 16 Tetanus and diphtheria toxoid (Td)

9 Preventive actions for newborn 17 Preventive actions foramen aged 269



18 Preventive actions for men aged53

19 Complete medical examination for women age®40
20 Complete medical examination for men aged@0

21 Prevention and care of family and sexual violence in
women

Adults over 60 years and over

22 Pneumococcal vaccine for the elderly

23 Influenza vaccine for the elderly

24 Preventive actions for adults over 60 and older
General / family consultation

25 Diagnosis and treatment of iron deficiency anemia and
vitamin B12 deficiency

26 Diagnosis and trément of vitamin A deficiency

27 Diagnosis and treatment of rubella

28 Diagnosis and treatment of measles

29 Diagnosis and treatment of chickenpox

30 Diagnosis and treatment of acute pharyngotonsillitis
31 Diagnosis and treatment of whooping cough

32 Diagrosis and treatment of nesuppurative otitis
media

33 Diagnosis and treatment of acute rhinopharyngitis
(common cold)

34 Diagnosis and treatment of conjunctivitis

35 Diagnosis and treatment of allergic rhinitis

36 Diagnosis and treatment of classical denfgwer

37 Diagnosis and outpatient treatment of acute diarrhea
38 Diagnosis and treatment of paratyphoid fever and
other salmonellosis

39 Diagnosis and treatment of typhoid fever

40 Diagnosis and treatment of herpes zoster

41 Diagnosis and treatment ofnchdiasis

42 Diagnosis and treatment of gonorrhea

43 Diagnosis and treatment of chlamydia infections
including trachoma

44 Diagnosis and treatment of Trichomonas infections
45 Diagnosis and treatment of syphilis

46 Diagnosis and treatment of cystitis

47 Diagnosis and treatment of acute vaginitis

48 Diagnosis and treatment of acute vulvitis

49 Diagnosis and pharmacological treatment of intestinal
amebiasis

50 Diagnosis and pharmacological treatment of
hookworm and necatorisis

51 Diagnosis and pharmacologl treatment of ascariasis
52 Diagnosis and pharmacological treatment of
enterobiasis

53 Diagnosis and pharmacological treatment of
echinococcosis

54 Diagnosis and pharmacological treatment of
equistosomiasis (bilharziasis)

55 Diagnosis and pharmacolodit@atment of
strongyloidiasis

Pharmacological diagnosis and treatment of filariasis
57 Diagnosis and pharmacological treatment of giardiasis
58 Diagnosis and pharmacological treatment of
tapeworms

59 Diagnosis and pharmacological treatment of
trichuriass

60 Diagnosis and pharmacological treatment of
trichinosis

61 Diagnosis and treatment of scabies

62 Diagnosis and treatment of pediculosis and phthiriasis
63 Diagnosis and treatment of superficial mycoses

64 Diagnosis and treatment of onychomycosis

65 Diggnosis and treatment of infectious cellulitis

66 Diagnosis and treatment of allergic contact dermatitis
67 Diagnosis and treatment of atopic dermatitis

68 Diagnosis and treatment of irritant contact dermatitis
69 Diagnosis and treatment of diaper derngatiti

70 Diagnosis and treatment of exfoliative dermatitis

71 Diagnosis and treatment of seborrheic dermatitis

72 Diagnosis and treatment of common warts

73 Diagnosis and treatment of acne

74 Diagnosis and treatment of hepatitis A

75 Diagnosis and treatmentadute gastritis

76 Diagnosis and treatment of irritable bowel syndrome
77 Diagnosis and pharmacological treatment of diabetes
mellitus 2

78 Diagnosis and pharmacological treatment of
hypertension

79 Diagnosis and treatment of osteoarthritis

80 Diagnosis iad treatment of low back pain

81 Other general medical care

82 Temporary Family Planning Methods: Hormonal
Contraceptives (AH)

83 Temporary family planning methods: condoms

84 Temporary family planning methods: intrauterine
device

85 Prenatal care in pregncy

SPECIALTY CONSULTATION

86 Diagnosis and treatment of attention deficit
hyperactivity disorder

87 Diagnosis and treatment of generalized developmental
disorders (Autism)

88 Diagnosis and treatment of dysmenorrhea

89 Menopause and climacteric care

90 Diagnosis and treatment of fibrocystic mastopathy
91 Diagnosis and treatment of endometrial hyperplasia
92 Diagnosis and treatment of subacute and chronic
vaginitis

93 Diagnosis and treatment of endometriosis

94 Diagnosis and treatment of urethritis andhnadt
syndrome

95 Diagnosis and treatment of low grade intraepithelial
squamous lesions

96 Diagnosis and treatment of highade intraepithelial
squamous lesions

97 Diagnosis and treatment of malnutrition and obesity in
children and adolescents

98 Diagnosisind treatment of Kwashiorkor

99 Diagnosis and treatment of nutritional marasmus
100 Diagnosis and treatment of malnutrition sequelae
101 Diagnosis and treatment of acute laryngotracheitis
102 Diagnosis and treatment of suppurative otitis media
103 Diagnos and treatment of acute sinusitis

104 Diagnosis and treatment of asthma in adults

105 Diagnosis and treatment of asthma in children

106 Diagnosis and treatment of tuberculosis (TAES)
107 Diagnosis and treatment of diegistant
tuberculosis

108 Preventin, diagnosis and treatment of psoriasis
109 Diagnosis and treatment of reflux esophagitis

110 Diagnosis and treatment of peptic ulcer

111 Diagnosis and treatment of dyslipidemia

112 Diagnosis and treatment of hyperthyroidism

113 Diagnosis and treatmentafngenital and adult
hypothyroidism

114 Diagnosis and pharmacological treatment of diabetes
mellitus 1

115 Diagnosis and treatment of chronic heart failure
116 Diagnosis and treatment of osteoporosis

117 Diagnosis and treatment of gout

118 Diagnosis andgatment of rheumatoid arthritis

119 Diagnosis and treatment of affective disorders



(Dysthymia, depression and bipolar affective disorder)
120 Diagnosis and treatment of anxiety disorders
(generalized anxiety, distress and panic attacks and
reactions to seere stress and adaptation disorders
[posttraumatic stress disorder and adaptive disorder])
121 Diagnosis and treatment of psychotic disorders
(Schizophrenia, delusions, psychotic and schizotypal)
122 Diagnosis and pharmacological treatment of epilepsy
123Diagnosis and treatment of Parkinson's disease
124 Diagnosis and treatment of congenital dislocation of
the hip

125 Rehabilitation of fractures

126 Rehabilitation of facial paralysis

127 Selective and indicated prevention of addictions
(Counseling)

128 Diagnosis and treatment of addictions
ODONTOLOGY

129 Prevention of caries and periodontal disease

130 Sealing of dentures and fissures

131 Removal of caries and restoration of teeth with
amalgam, resin or glass ionomer

132 Elimination of outbreaks of infeoti, abscesses
(including drainage and pharmacotherapy)

133 Removal of teeth, including erupted and root rests
(does not include third molar not erupted)

134 Diagnosis and treatment of pulpitis and pulp necrosis
135 Diagnosis and treatment of maxillary eiss

136 Third molar extraction

EMERGENCIES

137 Stabilization in emergencies due to hypertensive
crisis

138 Emergency Stabilization of the Diabetic Patient
139 Urgent management of n&atotic hyperglycemic
syndrome

140 Stabilization in the emergency rooon &ngina
pectoris

141 Diagnosis and treatment of acute phenothiazine
intoxication

142 Diagnosis and treatment of acute alkali intoxication
143 Diagnosis and treatment of acute food poisoning
144 Diagnosis and treatment of acute salicylate poisoning
145 Diagnosis and treatment of acute methyl alcohol
intoxication

146 Diagnosis and treatment of acute organophosphate
poisoning

147 Diagnosis and treatment of acute carbon monoxide
poisoning

148 Diagnosis and treatment of snake bite

149 Diagnosis and treatmerftadacranismo

150 Diagnosis and treatment of bee, spider and other
arthropod stings

151 Management of biting and prevention of rabies in
humans

152 Extraction of foreign bodies

153 Management of traumatic soft tissue injuries (healing
and suturing)

154 Digynosis and treatment of mild traumatic brain
injury (Glasgow 1415)

155 Emergency management of fidgtgree burns

156 Diagnosis and treatment of cervical sprain

157 Diagnosis and treatment of shoulder sprain

158 Diagnosis and Treatment of Elbow Sprain
159Diagnosis and treatment of wrist and hand sprain
160 Diagnosis and treatment of sprained knee

161 Diagnosis and treatment of ankle and foot sprains
HOSPITALIZATION

162 Diagnosis and treatment of pyelonephritis

163 Diagnosis and treatment of bronchiolitis

164 Diagnosis and treatment of acute bronchitis

165 Diagnosis and treatment of meningitis

166 Diagnosis and treatment of mastoiditis

167 Diagnosis and treatment of osteomyelitis

168 Diagnosis and treatment of pneumonia in children
169 Diagnosis and treatmeof pneumonia in adults and
older adults

170 Diagnosis and treatment of amebic liver abscess
171 Diagnosis and treatment of pelvic inflammatory
disease

172 Diagnosis and treatment of threatened abortion
173 Diagnosis and treatment of preterm delivery

174 Care of childbirth and physiological puerperium
175 Pelviperitonitis

176 Puerperal endometritis

177 Diagnosis and treatment of puerperal septic shock
178 Care of the newborn

179 Neonatal jaundice

180 Diagnosis and treatment of uncomplicated
prematurity

181 Diagnosis and treatment of prematurity with
hypothermia

182 Diagnosis and treatment of the newborn with low
birth weight

183 Diagnosis and treatment of preeclampsia

184 Diagnosis and treatment of severe preeclampsia
185 Diagnosis and treatment of eclaraps

186 Puerperal obstetric haemorrhage

187 Bleeding from placenta previa or premature
detachment of placenta normoinserta

188 Infection of episiotomy or obstetric surgical wound
189 Diagnosis and treatment of renal and ureteral lithiasis
190 Diagnosis antteatment of lower urinary lithiasis
191 Diagnosis and treatment of hemorrhagic dengue
192 Diagnosis and Treatment of Moderate Head Injury
(Glasgow 913)

193 Diagnosis and conservative management of acute
pancreatitis

194 Hospital management of seizures

195 Hospital management of hypertension

196 Diagnosis and treatment of acute heart failure
(pulmonary edema)

197 Chronic Obstructive Pulmonary Disease

198 Diagnosis and treatment of peripheral neuropathy
secondary to diabetes

199 Hospital management of sedaegree burns

200 Diagnosis and treatment of digestive haemorrhage
201 Diagnosis and treatment of HELLP syndrome

202 Diagnosis and treatment of chorioamniositis

203 Diagnosis and treatment of obstetric embolisms
204 Diagnosis and treatment of gestatiatiabetes

205 Diagnosis and treatment of functional heart disease
in the pregnant woman

206 Diagnosis and treatment of deep venbusnbosis

in the pregnant woman

GENERAL SURGERY

207 Exploratory laparotomy

208 Appendectomy

209 Splenectomy

210 Surgical treanent of diverticular disease

211 Surgical treatment of ischemia and intestinal
infarction

212 Surgical treatment of intestinal obstruction

213 Surgical treatment of gastric and intestinal
perforation



214 Surgical treatment of colonic volvulus

215 Surgicatreatment of the rectal abscess

216 Surgical treatment of fistula and anal fissure
217 Hemorrhoidectomy

218 Surgical treatment of hiatal hernia

219 Surgical treatment of congenital pylorus hypertrophy
220 Crural Hernioplasty

221 Inguinal Hernioplasty

222Umbilical Hernioplasty

223 Ventral Hernioplasty

224 Open cholecystectomy

225 Laparoscopic cholecystectomy

226 Surgical treatment of condylomata

227 Surgical Treatment of Breast Fibroadenoma
228 Surgical treatment of ovarian cysts

229 Surgical treatment odrsion of attachments
230 Salpingoclasia (Definitive method of family
planning)

231 Surgical care of trophoblastic disease

232 Surgical treatment of ectopic pregnancy
233 Uterine therapeutic uterine by incomplete abortion
234 Gsection and surgical puemem care

235 Uterine repair

236 Endometrial ablation

237 Endometriosis Laparoscopy

238 Myomectomy

239 Abdominal hysterectomy

240 Vaginal hysterectomy

241 Colpoperineoplasty

242 Vasectomy (Definitive method of family planning)
243 Circumcision

244 Orchidopxy

245 Open Prostatectomy

246 Transurethral resection of prostate

247 Removal of cancerous skin lesion (melanoma not
included)

248 Removal of benign tumor in soft tissues
Tonsillectomy with or without adenoidectomy

250 Excision of juvenile pharyngeal pbgmna

251 Palateplasty

252 Cleft Lip Repair

253 Muscular shortening surgery for strabismus

254 Muscular lengthening surgery for strabismus

255 Surgical treatment of glaucoma

256 Pterygium excision

257 Surgical treatment of hydrocephalus

258 Placement anémoval of various catheters

259 Radical neck dissection

260 Thoracotomy, pleurotomy and chest drainage
261 Surgical treatment of congenital dislocation of the
hip

262 Surgical treatment of the equine foot in children
263 Safenectomy

264 Surgical reductiohy dislocations

265 Surgical reduction of clavicle fracture

266 Surgical reduction of hum fracture

List of diseases and treatments covered by the Fondo de Proteccion contra Gastos

Catastroficosin 2010

Cervical Cancer
Uterine Cancer
Antiretroviral HIV / AIDS Treatment
Cataract in Adults
Congenital cataract
Malignant Breast Tumor

Neonatal Intensive Care
Prematureness
Respiratory insufficiency

Sepsis

Cancer of children
Astrocytoma
Medulloblastoma
Neuroblastoma
Ependymoma
Other Tumors of the Central Nervous System
Wilms tumor
Other kidney tumors
Acute lymphoblastic leukemia
Acute Myeloblastic Leukemia
Chronic Leukemias
Preleukemic Syndromes
Hepatoblastoma
Hepatocarcinoma
Osteosarcoma
Ewing's sarcoma
Non-Hodgkin's Lymphoma
Retinoblastoma
Soft Tissue Sarcoma



Sarcomas Gonadales
Estragonadales Germinal Tumors
Various germinal tumors
Carcinomas
Histiositosis

Extension of coverage of pediatric pathology
Cardiac Congenital Malformations
Esghageal atresia
Omphalocele
Gastrochisis
Atresia / Duodenal Stenosis
Atresia Intestinal

Atresia Anal
Hypoplasia / Renal Dysplasia
Ureter Retrocavo
Ectopic Meatoses
Ureteral Stenosis
Ureterocele
Vesical Extrophy
Hypospadias
Epispadias
Ureteral Stenosis
Ureteral Meat Stenosis
Spina Bifida



ROBUSTNESS CHECKS

Appendix Bl: Separating the impact of minimum and maximum

temperatures

We have correlated mortality with the average temperature in a day. We have therefore
averaged minimum and maximum datlgmperatures: the same effect at a given average
temperature level is assumed and no consideration is made for-datphinariation. To
investigate this issue, we can run a specification of the distributed lag model where we calculate
separate effects faninimum and maximum temperatures. No additional insight seems to be
brought by such an exercise.

FigureB1.1: Impact of minimum daily temperature on-@dy cumulative mortality, in deaths
per 100,000 inhabitants.
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FiqureB1.2: Impact of maximum daily tengpature on 3Hay cumulative mortality, in deaths
per 100,000 inhabitants.
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Appendix B2: Consecutive hot and cold days

One might fear that mortality might increase if extremely high or low teatyrees remain for

more than a day. We have tested this by adding two additional bins to the base specification:
the first bin is equal to 1 if the last three days have undergone an average temperature below
12°C. The second bin is equal to 1 if the ldseé days have suffered from an average
temperature above 30°C. The model then includes all the remaining temperature bins and 28
lags. The cumulative effect of the two new bins is positive but not statistically significant,
suggesting that the base modéth no such bins is a sufficient depiction of the relationship
between mortality and temperatures.

Figure B21: Impact of consecutive hot and cold days oml@8 cumulative mortality, in
deaths per 100,000 inhabitants.
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Appendix B3: Using relative tenperature bins

Due to acclimatization, the mortality effect of the same cold or a hot day may differ from one
location to another. As a robustness check for our mail model, we run a series of specifications
where we assume that the impact of temperatuneastality depends on the difference between

the temperatures faced during a given day and the ones that are usually experienced: instead of
using absolute temperature bins, we calculate deviations from the average temperature in each
location to construatelative temperature bins with a 2°C window. The average temperature in
each municipality is obtained by averaging all daily temperatures over2ld3B/ Then we

rerun our distributed lag model with the newly constructed temperature bins. These include

deviations betweer10°C and +10°C with respect to the average of each municipality.

The 3kday cumulative results for all the population and causes tislaee displayed in Figure
B3.1.

FigureB3.1: Impact of temperature bins on-84y cumulative mortalt in deaths per
100,000 inhabitants, using temperature bins relative to the average temperature in each

municipality
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Notes.Lines in dash correspond to the 95% confidence interval values obtained for each sum of estimated cazffcietis.
groupsand 30.1 observations per group. The regression results

They show little difference with the results obtained using absolute temperature bins, even
though the effect of cold is smaller whereas the effect of bdagger. When accounting for

the frequency of unusually cold and hot days, we find that days with temperatures below the
average by 1T or more would be responsible for the death of around 2,700 people annually
(95% confidence interval is 2,2€8200). Mld cold (deviations betweef2°C to-10°C) are
imputed the death of 26,700 people (95% confidence interval is 23%©@00). On the other
hand, unusually hot daysabove the average by 10°C or mbreould cause around 350 deaths
(95% confidence intervas 100-600). We also find statistically significant effects for days with



temperatures between 6°C and 10°C above the municipal average: they would be responsible

for the death of around 1,500 people (95% confidence interval {2,200).

In addition, we have run the distributive lag model for every subgroup and type of disease
covered in this analysis and found results very similar to the ones uncovered with the

distributive lag model.



Appendix B4: The temperature-mortality relationship by climate region

Mexico is a large country with very diverse climates. Due to adaptation and acclimation, it is
likely that the temperatunmortality relationship is different in the hottest regions are compared
to the coldest ones. The INEGI provides a detailed majdedfico with a typology of 21
climates. We have simplified this typology and broken down Mexico ilovthte categories

(see Figure B4): very warm and warm (covering very dry, dry, semi, humid and semi
humid regions that are also very warm and waisemiwarm; temperate; and sewnld or

cold (covering respectively all seiwiarm, temperate, seropld or cold regions independently

of humidity).

FiqureB4.1: Map of Mexico distinquishing between warm, sevarm, temperate and cold
climates

I 1. Semi-cold or cold
2. Temperate
3. Semi-warm

M 4. Very warm or warm

By overlapping the map of Mexican climates with the map of Mexican municipalities, we have
matched the boundaries of the 2,456 Mexican municipalities with the boundaries of our four
climatic categories. The map of INEGI defines municipalities as a set gfalata that produce

a polygon.

Our matching strategy assigns a climate to each point of the polygon that corresponds to the
boundaries of a municipality. For each municipality, we calculate the number of delimiting data
points that fall in a given climatdf this number exceeds half the total number of data points
that constitute the boundary of the municipality, we consider that this municipality belongs to

this climate.

This approximation allows us to classify municipalities into four main climate aagsg for
which we run the distributed lag model separately. The output of the separate regressions is
provided below. In cold regions, we find very strong mortality impacts of hot days. However,

the sample is of limited scope since it includes only 1lhiowpalities. On the other hand, we



find no striking difference between warm, sewdarm and temperate regions. However, the
confidence interval for the impact of cold days on mortality is large in hot regions. This is likely
to be due to the lack of coldents in hot regions.

Figure B42: Mortality impacts by climate region in Mexico
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Appendix B5: Polynomial model and interactions with precipitations

We have found a-shaped temperaturaortality relationship in this paper, in which cold days
have a sbnger effect than hot days on mortality. Instead of using temperature bins, we can
proxy this relationship using a polynomial form to describe the relationship between mortality

and average temperatures:
Wh kR — 8% rn DrrR AR -RAA

In the equation above, we have replaced the temperature bihe byerage temperature for
municipality i in day d minus k of month m in year t, dendét¢d . We can then consider
a nonlinear reldonship by includingY;, ., f j and so on in the equation. We restrict

ourselves to the case where o.

Using a polynomial function instead of temperature bins reduces the amount of coefficients to
be estimated by the model ametefore its computational intensity. We take advantage of this
fact to better control for the confounding effect of precipitations, and interact precipitations
with temperatures. To do so, we also include lagged precipitations over 30 days and assume a
poynomial relationship between precipitations and temperatures. We also interact
precipitations with temperatures.

Estimated coefficients are provided in the table below for three different specifications. They
show very little difference in the estimati@dpacts and the cumulative effects of precipitations
are not statistically significant. A polynomial form for the relationship between temperatures
and mortality is preferred to a linear form.

Table B51: Cumulative 34day impact of temperatures and préeaitions using polynomials
as functional forms in the fixed effect linear model

31-day effects Dependent variable: daily mortality rate
Temperature -0.18*** -0.32%** -0.17%*
(0.02) (0.02) (0.02)
Squared 0.0048*** 0.0041***
(0.0012) (0.0012)
To thecube -0.000035** -0.000022
(0.000019) (0.00002)
Precipitations 0.02 0.0007
(0.03) (0.0041)
Squared -0.000001
(0.000001)
0.0000000001
To the cube (0.0000000001)
Interaction: -0.001 (0.0003)
Temperature x precipitation (-0.001) 0.0002

Notes.Unit is deaths per 100,000 inhabitanthe first specification only controls for @éhe-day precipitation levels.



Appendix B6: Confounding effect of humidity

Barreca (2012) shows that humidity interacts with temperatures in a way that can slightly alter
mortality estimates, along with and their geographical distribution. In the regressions below,
we use a specification similar to Deschenes and Moretti (2089 &nduce evaporation levels

as an additional control variable with 30 lags. We also interact it with temperature bins. Table
B6.1 displays the results obtained.

We find that mortality due to heat is higher under dry climates. Our results therefooé do n
match those of Barreca (2012) who find that higher humidity lead to higher mortality in hot and
humid regions.

TableB6.1: Impact of humidity on mortality using a specification similar to Deschenes and
Moretti (2009)

Independent variables Q) 2 3) (4
*kk *k%
Temperature10° C (265839) (()(.)9106)
*kk -l
Temperature32° C ?02(2) 49) (Ooéllt)
24h evaporation (in mm): -0.02 0,03 -0.02* 0,03
P ) (0.003) (0.003) (0.003) (0.003)
_0.13***
X Temperaturec10° C (0.031)
X Temperature32° C (003);4)

Notes.Dependent variable is mortality per 100,000 inhabitants. All population and causes of death are considered. Reported
effects are cumulated effects over 31 daggandard errors in brackets. *** indicates statistically significant at the 1% level,
** at the 5% level, and * at the 10% level.



Appendix B7: Splitting the sample into two periods

We report below the results of the distributed lag model for ajpdipeilation and all causes of
death, splitting the sample into two periods: 12883 and 2002010. As one could expect,

the temperaturenortality relationship seems less strong in the later period, probably due to an
improvement of living conditions. Thewo coefficients for temperatures below 12°C are

statistically different between both periods.

Figure B71: Impact of temperature bins on-84y cumulative mortality, in deaths per
100,000 inhabitants, during the 199803 period
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Figure B72: Impact of temperature bins on-8dy cumulative mortality, in deaths per
100,000 mhabitants, during the 202D10 period
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Appendix B8: Separate effectdor week days and weekends
The figures below provide the &iay cumulative mortality estimates for hot and cold days,

depending on whether they fell during a week day or the weekend.



FigureB8.1: Impact of temperature bins on-84y cumulative mortalityin deaths per
100,000 inhabitants, for events occurring during week days
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Figure B82: Impact of temperature bins on-84y cumulative mortality, in deaths per
100,000 inhabitants, for events occurring during the weekend
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The estimates are roughly tekame (no statistical difference for any temperature bin). This is

consistent with the fact that most temperatalated deaths concentrate on the elderly.



Appendix B9: Effects in rural versus urban areas

We look here if shoftun vulnerability to tempeatures may differ between people living in
urban areas vs. people living in rural areas. Results are displayed on B®glirend Figure

B9.2. Even though the coefficient associated with day below 10°C in rural areas is above the
one for urban areas, thaerges are not statistically different from one another. This suggests
that distance to city centres might have no strong implications for-temortweatherelated
mortality in the case of Mexico.

FigureB9.1: Impact of temperature bins on-84y cumulatte mortality, in deaths per
100,000 inhabitants in urban areas
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Notes. The graph shows the cumulative effect of a day with a temperature within each bin based (relative -26tke 24
category) obtained from a dynamic model with 30 lags run for popusaliiing in urban areas only. The diamonds show the

sum of the coefficients on these thirty lags in each category. Dashed lines correspond to the 95% confidence interval. The
dependent variable is daily mortality rate at the municipality |éMe¢ regressn controls for daily precipitation level and
includes a range of municipalityy-yearby-month fixed effects.

FigureB9.2: Impact of temperature bins on-84y cumulative mortality, in deaths per
100,000 inhabitants in rural areas
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Notes. The graph shows the cumulative effect of a day with a temperature within each bin based (relative -26tke 24
category) obtained from a dynamic model with 30 lags run for populations living in rural areas only. The diamonds show the
sum of the coeffi@nts on these thirty lags in each category. Dashed lines correspond to the 95% confidence interval. The
dependent variable is daily mortality rate at the municipality IéMe¢ regression controls for daily precipitation level and
includes a range of muripality-by-yearby-month fixed effects.



Appendix B10. Results with the exact same method as in Deschenes and
Moretti (2009)

There are two differences between the distributed lag model used in this paper and the one by
Deschenes and Moretti (2009). Fitsiese authors use total population as a weight and not the
square root. This is because they put more emphasis on the results to be representative of the
total population whereas we do not want them to be too much dependent on estimates for only
a few bigcities. In fact, either using total population or the square root has not significant impact
on the results.

Second, instead of using temperature bins, Deschenes and Moretti (2009) use as independent
variables a) either a dmmy variable which take thalue of 1 on unusually cold days (average
temperature <20°F or <30°F, depending on specification) and its lags; or b) a dummy variable
which take the value of 1 on extremely hot days (average temperature >80°F or >90°F,
depending on specification) and liégs. They therefore calculate the impact of unusually cold

or hot days on mortality separately and as compared to the impact of any other day in the year.
We chose not to do so because epidemiological studies (as cited previously) show that the
temperatve-mortality relationship very often is a0r V-shaped function. At the bottom, there

is a threshold (e.g. 20°C) with very low mortality. The more temperatures depart from this
threshold, the more mortality increases. Therefore, evaluating the impaxtrerely hot or

cold temperatures as compared to the impact of any other day in the year is not ideal because
not only extremely hot/cold days lead to extra mortality with respect to the bottom threshold.
This method is likely to systematically underestmthe impact of temperatures on mortality,
because it does not take the days with least temperature stress as a reference for calculating

extra mortality.

We reproduce here the results obtained with the method of Deschenes and Moretti (2009),
limiting ourselves to the ones for all causes of death. Using such a methodology leads to the
same persistent effects of cold and heat on mortality using our dataset. The magnitude of the

effects is also similar.



TableB10.1: Cumulative 34day impact of extraordimdy cold and hot days on daily
mortality, deaths for 100,000 inhabitants by subgroup

Daily average temperature

Group <10°C >32° C
| 0.6*** 0.13***

Tota (0.036) (0.037)
0.6*** 0.18***

Men (0.05) (0.056)
Wormen 0,59+ 0.08*

(0.04) (0.045)

0.63%* -0.04

Aged 04 (0.091) (0.077)
0.05+ 0.01

Aged 49 (0.02) (0.023)
-0.01 0.04

Aged 1619 (0.02) (0.028)
0.09%+* 0.06

Aged 2034 (0.031) (0.045)
0.22%++ 0.08

Aged 3544 (0.059) (0.074)
0.4+ 0.3+

Aged 4554 (0.098) (0.117)
1,02+ 0.32

Aged 5564 (0.208) (0.218)
1,710 0.53

Aged 6574 (0.35) (0.362)
14 5+ 0.88

Aged 75+ (0.989) (1.036)

Notes.Standard errors in brackets. *** indicates statistically significant at the 1% level, ** at the 5% level, and * at the 10%
level. Unit is deaths in a day per 100,000 inhabitants (in subgroup). All causes of death are considered.



Appendix B11 Distribute d lag model with 60 lags

The results after 60 lags are consistent with the results at 30 days: the estimated coefficient for
unusual cold with 60 lags is not statistically different from the estimated coefficients with 30
lags. The impact of hot days isveever no longer statistically significant. If any, the impact of

hot days is therefore expected to be rather small as already predicted with the model with 30
lags.

TableB11.1: Cumulative 64day impact of extraordinarily cold and hot days on daily
mortality, deaths for 100,000 inhabitants

Daily average temperature
Group <10°C >32°C

0.56%** -0.02
(0.055) (0.057)
Notes.Standard errors in brackets. *** indicates statistically significant at the 1% level, ** at the 5% level, and * at the 10%
level. Unit is deaths in a day per 100,000 inhabitants (in subgroup). All causes of death are considered.

Total population




Appendix B12 Changing the structure of the fixed effects

In this Appendix, we use different structures for the fixed effects. In the base specification, we
have used fully interacted, municipality-yearby-month fixed effects. This restrains the
comparison of mortality effect® days within the same month of the year within a given
municipality and disregards the fact that changes in temperature may affect seasonal patterns,
and in turn mortality. Above all, we could underestimate the mortality impacts of direct
exposure to teperature in very cold or very hot months by comparing very cold days with
already cold days, and very hot days with already hot days within a month. To the contrary, we
find that relaxing the controls for withimunicipality seasonal patterns attenuateésneded

impacts Table B12.1 columns 13). This attenuation is likely to be due to an estimation bias.
When we allow the comparison of mortality impacts to take place within a municipality and a
given month, but across different years, results are sitoiltie base specification, suggesting

that the base specification does not underestimate the impact of hot and cold days on mortality
(Table B12.1column 4).

Table B12.1 Impact of days below 10°C and above 32°C using different sets of fixed effects

Base

Fixed effects specification (2) 2) ?3) (4)
Municipality x Year x Month X

Municipality X X

Year X X X
Month X

Municipality x year X

Municipality x month X
Climatic region x month X X

Day wilh temperature10° C 0To | oFe esmmoa 0T
Day vith temperature32* C i I O =

Note: Dependent variable is mortality per 100,000 inhabitants. Standard errors in brackets. *, **, ***. statistically significant
at 10%, 5% and 1%. Reference day is2®4Celsius degrees. The impact of hot and cold days are estimated using different
regressios.



SOCIOECONOMIC STATUS

Appendix C1: Impact of temperatures by profession

The distributed lag model has been run separately according to the profession of the deceased
to assess differences in vulnerability by professidie. suspect that the type pfofession is
correlated with differences in vulnerability to extreme weather events since professions are
correlated with a series of relevant socioeconomic factors, such as wages or access to healthcare
(some categories benefit from specific healthcagemes, e.g. the military and civil servants,
whereas informal workers are excluded from any regime). Furthermore, exposure to heat/cold
during the day will be different from workers in offices and workers that spend most of their
time outdoors. However,sashown on the figures below, running separate regressions by
occupation does not show clear differences in terms of vulnerability to temperatures, except for

workers in agriculture, fisheries and hunting who appear to suffer from cold temperatures

Figure C11: Impacts of 3dday cumulative mortality for a cold day below 10°C

Assistants in industrial and handmade production -
Certified professionals -

Controllers in industrial production |

Does not work (16-65) |

Does not work (over 65) -

Does not work (under 16) -

Domestic workers -

Drivers of mobile machines and transports |
Fixed machine operators -

Low-skilled workers in administrative tasks -
Medium-skilled workers in administrative tasks |
Public servants and directors -

Sellers, employees in trade and salesmen -
Street vendors -

Technicians

Workers in agriculture, fisheries and hunting |
Workers in army and civil protection -
Workers in art, sports and events -

Workers in education -

Workers in industry of transformation |
Workers in personal services in institutions -

er 100,000 inhabitants

Notes.The grey areas represent the 95% confidence interval for each estimated coefficient.



FigureC1.2: Impacts of 3dday cumulative mortality for a cold day above 32°C

Assistants in industrial and handmade production —
Certified professionals -

Controllers in industrial production -

Does not work (16-65) -

Does not work (over 65) -

Does not work (under 16) -

Domestic workers

Drivers of mobile machines and transports -
Fixed machine operators | peaths per 100,0

Low-skilled workers in administrative tasks -
Medium-skilled workers in administrative tasks
Public servants and directors -

Sellers, employees in trade and salesmen -
Street vendors -

Technicians

Workers in agriculture, fisheries and hunting
Workers in army and civil protection -
Workers in art, sports and events

Workers in education

Workers in industry of transformation |
Workers in personal services in institutions |

Notes.The grey areas represent the 95% confidence interval for each estimated coefficient.

Appendix C2: Regression output to predict income with 2000 Census

The regression run to predict personal income with a sample of 2000 Mexican Census is a panel
data regressn which includes a long list of fixed effects, in particular municipality fixed
effects separately estimated for people living in the rural/upaanof a municipality. Table

C2.1 provides a brief description of the regression used and just a couggeffifients (as

examples) for age and gender.

TableC2.1: Regression used to predict income levels

Dependent variable Log(Personal income)
Age -0.0089***
(0.0002)
Age squared 0.0001*
(0.00001)
s
Fixed effects
Civil status Yes
Occupation Yes
Social security affiliation Yes
Educational level Yes
Municipality and rural/urban area Yes
Interactions:
Civil status x gender Yes
Occupation x age Yes
Occupation x age squared Yes
R2 0.44
Number of observations 8,756,128

Notes.Standard errors in brackets. *, **, ***: statistically significant at 10%, 5% and 1%.



Appendix C3: Income quartiles and death causes

TableC3.1: Mortality rates and causes of death by quartile

Cause of death 1stquartile 2™ quartile  39quartile 4" quartile | All quartiles
Daily mortality rate 1.4 1.54 1.25 1.05 1.3
Mortality of each income quartile by cause of death (as % of all deaths in quatrtile)

Respiratory system disease| 10% 9% 8% 7% 9%
Circulatory system diseases 24% 24% 24% 25% 24%
Endocrlne, nutntlonal and 14% 18% 18% 16% 16%
metabolic diseases

Infectious diseases 4% 3% 3% 4% 4%
Neoplasms 11% 12% 14% 17% 13%
Accidents and violent death: 13% 10% 11% 12% 11%
All other deaths 24% 23% 22% 19% 22%

Note: The daily mortality rates are in deaths per 100,000 inhabitants.

Table C3.2Importance of specific diseases within the three categories of weathgtive
causes of deaths

Cause of death ‘ 1stquartile  2"™quartile  39quartile 4" quartile | All quartiles
Endocrine, nutritional and metabolic diseases:
Diabetes mellitus 73% 84% 88% 88% 83%
Malnutrition 21% 10% 6% 5% 10%
Circulatory system diseases:
Hypertensive diseases 12% 12% 12% 10% 11%
Ischaemic heart diseas 41% 46% 49% 52% 47%
Heart failure 11% 7% 5% 4% 7%
Cerebrovascular diseases 27% 25% 24% 23% 25%
Respiratory system diseases:
Pneumonia, (organism 29% 28% 28% 28% 28%
unspecified)
_Other_ acute lower respirator| 4% 4% 4% 3% 4%
infections
S:_hronlc lower respiratory 5204 5106 49% 47% 50%
iseases
Other respiratory diseases
principally affecting the 4% 6% 7% 9% 6%
interstitium

Note: Percentages correspond to the share of deaths entailed by a specific disease within its category, e.g. 73% of deaths from
endocrine, nutritional and metabolic diseases are due to diabetes mellitus foqtizetile of income.



Appendix C4: Effect of temperature on mortality by income quartiles and

cause of death

Table C4.1: Impact by income quartile and cause of death of a cold day below 10°C on
cumulative 3iday mortality

First two
Cause of death 1stquartile 2™ quartile 39 quartile 4" quartile | 15'vs. 4" | versus last
two

All causes 1.05%** 1.03%* 0.5 %+ 0.23 +0.82*** +0.67*+*
(0.17) (0.12) (0.15) (0.2) (0.26) (0.16)

Respiratory system 0.31%** 0.3%** 0.08** 0.09*** +0.22%** +0.22%**
diseases (0.05) (0.03) (0.04) (0.03) (0.06) (0.04)
Circulatory system 0.3 0.39*** 0.16*** 0.08* +0.23**+* +0.23*+*
diseases (0.08) (0.06) (0.06) (0.05) (0.2) (0.06)
Endocrine, nutritional 0.21*** 0.2%** 0.17%*** 0.19*** +0.03 +0.02
and metabolic diseases (0.07) (0.05) (0.05) (0.06) (0.09) (0.05)
Infectious diseases 0.05 0.01 0.004 0.01 +0.03 +0.02
(0.03) (0.02) (0.02) (0.01) (0.03) (0.02)

Neoplasms -0.01 -0.04 0.08* 0.06 -0.08 -0.10**
(0.06) (0.04) (0.04) (0.05) (0.08) (2.08)
Accidents and violent 0.04 0.02 -0.04 -0.2 +0.24 +0.15
deaths (0.07) (0.05) (0.09) (0.17) (0.18) (0.11)

Notes: All the coefficients come from a different regression and correspond to tti@y3bng run cumulative effect of a day

below 10°C on mortality, for specific quartiles and causes of death. The dependent variable is always the daily mertality rat
in deathger 100,000 inhabitants and all regressions include the daily precipitation level as control. Standard errors in brackets.
* xx kxk: gtatistically significant at 10%, 5% and 1%. 312,140 groups, 30.1 observations per group. Reference €2 is 24
Celsiusdegrees.

Appendix C5: Age-corrected regressions by income quatrtiles

For each quartile, we compute the total number of people with a given age in the Mexican
population. We then create weights based on the relative age composition of the quartiles of
income. We take the 1st quartile as a reference. For example, if there are twice as many people
aged 63 in the 1st quartile as in the 4th quartile, we create a weight equal to 2 for the people
aged 63 in the 4th quartile. We use these weights to prodea®agcted death counts for the

2nd, 3rd and 4th quartiles. In our example, one death of a person aged 63 in the 4th quartile
would count as 2 deaths. This is because there are twice as fewer people aged 63 in the 4th
quartile as in the 1st quartile ofcimme. Therefore, if the age composition of the 4th quartiles
was similar to the one of the 1st quartile, we could have expected the death of two people instead
of one. We run regressions by quartile based on this correction. Note that, for people aged 100
or more, we have created one single age category since we had very few observations by

quartile.

Figure C5.1 below presents the full results of the@yyescted regressions by income quartiles
for all causes of death. Statistically significant impact$aurad for all temperature bins below



16°C for the ¥income quartile, and below 20°C for th¥ i\come quartile. Results stop being

statistically significant after 14°C in the case of tffeaid 4" income quartiles.

Figure C5.1: Impact of temperatlrans on cumulative 3tlay mortality, by income quartile
after correcting for differences in age structure across guartiles
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Notes.The results for each quartile are taken from separate regressions. Deaths have been weighted to account for differences
in the pyramid of ages across quatrtiles, taking the first quartile of income as a reference. The dependent variabtaligythe mo

per 100,000 inhabitants belonging to the quartile. THaeig is mortality per 100,000 inhabitants and tkexis corresponds to

the cumulative impact after 31 days for each of the 2°C temperature bins in the regressions. The referene2ds5in.i©a4

theday precipitations are used as controls, along wittmbpthby yearby municipality fixed effects. The dashed lines
represent the 95% confidence interval for each estimated set of coefficients.



Table C5.1: Impact by income quartile and cause of ddatitold day below 10°C on

cumulative 3iday mortality correcting for differences in the pyramid of ages across quartiles

First two
Cause of death 1stquartile 2" quartile 39 quartile 4" quartile | 15'vs. 4" | versus last
two

All causes 1.05%** 1.12%** 0.75%** 0.61*** +0.43 +0.36**
(0.17) (0.13) (0.17) (0.23) (0.28) (0.18)

Respiratory system 0.31%** 0.34*** 0.10** 0.21*** +0.10 +0.17**
diseases (0.05) (0.04) (0.05) (0.06) (0.08) (0.05)
Circulatory system 0.31%** 0.43*** 0.26*** 0.18* +0.13 +0.15*
diseases (0.08) (0.06) (0.08) (0.10) (0.13) (0.08)
Endocrine, nutritional 0.2 % 0.22%** 0.22%** 0.19** +0.02 +0.01
and metabolic diseases (0.07) (0.05) (0.06) (0.10) (0.11) (0.07)
Infectious diseases 0.05 0.01 0.01 -0.002 0.05 +0.02
(0.03) (0.02) (0.02 (0.02) (0.03) (0.02)

Neoplasms -0.01 -0.05 0.10* 0.12 -0.13 -0.14**
(0.06) (0.04) (0.06) (0.08) (0.09) (0.06)
Accidents and violent 0.04 0.02 -0.01 -0.11 +0.15 +0.09
deaths (0.07) (0.06) (0.09) (0.14) (0.15) (0.09)

Notes: All the coefficients come from different regression and correspond to theld¢ long run cumulative effect of a day
below 10°C on mortality, for specific quartiles and causes of death. The dependent variable is always the daily mertality rat
in deaths per 100,000 inhabitants andegjtessions include the daily precipitation level as control. Death counts and population

levels have been weighted such that the pyramid of ages are comparable across age groups, tafiraytiteedf income as
a reference. Standard errors in brask&t**, ***: statistically significant at 10%, 5% and 1%. Reference day i2@4elsius

degrees.




Appendix C6: Effect of temperature on mortality by quartiles defined with a

poverty indicator

Instead of using income levels to create quartiles of ptpaolave can use alternative metrics

of wellbeing and living conditions. Below, we use a composite indicator inspired from the
marginality index of the Mexican Council of Population (CONAPO).

The index of the CONAPO classifies localities according to thegree of marginality (from

very low to very high) and has been used by government to design social policies. The indicator
of the CONAPO relies on eight variables available from the Mexican censuses. The Council
calculates 1) the share of the populaidraged 15 or more who is analphabetic; 2) the share

of the population of aged 15 or more who did not complete primary education; 3) the average
number of occupants per room; 4) the share of households without exclusive toilet; 5) the share
of households wthout electricity; 6) the share of households without current water within their
property; 7) the share of houses or flats with earthen floor; and 8) the share of houses or flats

with no refrigerator.

We construct an individuadpecific poverty indicatobased on the features used by CONAPO

to classify localities by level of marginality. Since we want an indicator which is equally
reflective of poverty for children and adults, we only consider the last five characteristics listed
above (48): children unde a certain age are necessarily analphabetic and cannot have
completed primary education. Likewise, a relatively high amount of occupants per room has

not exactly the same relevance in terms of living conditions if these include small kids.

We compute anxelusion indicator that range from 0 (no exclusion) to 5 (strong exclusion) for
each individual in the Census. If an individual belongs to a household that has exclusive toilets,
electricity, current water, a proper floor (not an earthen one) and a rafogehen the poverty
indicator equals 0. If one of these elements is missing, the indicator is equal to one; if two of
these elements are missing, the indicator is equal to two; and so on. The maximum value of 5
is given to households that have no esgula toilets, no electricity, no current water, an earthen
floor in the house and no refrigerator. These are obviously consistent with very precarious living

conditions.

Once the indicator has been computed for each person in the 2000 Census, the @&act sam
methodology is applied as for income to create quartiles. In short, we run a linear regression to
predict the value taken by the poverty indicator based on a series of observables that are both

present in the Census and in the mortality data. We thea mabkf-sample predictions of the



indicator on the deceased to proxy living conditions at the moment of death. Then we separate
the population of the deceased and the living in four groups (from low to high living conditions)
and run the econometric mod&parately for the four groups of people.

The results of such process are presented below and confirm higher vulnerability for poorer

households.

Figure ®&.1: Impact by qguartiles (based on poverty indicator) of a cold day below 10°C on
cumulative 3idaymortality
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Notes.The grey areas represent the 95% confidence interval for each estimated set of coefficients.



Appendix C7: Heating and cooling appliance ownership in the Mexican

income and family expenditure surveys

We have gathered ownership data frira Mexican income and family expenditure surveys
(Encuestas Nacionales de Ingresos y Gastos de los HQdarethe following waves of the
survey: 1998, 2000, 2002, 2004, 2005, 2006, 2008 and 2010. Questions are slightly different

from one year to the ber. In 1998 and 2000, the questions were:

- Do you have heaters in your home? If so, how many heaters do you have?
- Do you have air conditioning in your home? If so, how many air conditioners do you

have?

In 2002, the questions were changed to distinguistralesystems from individual appliances:

Do you have central heating in your home?

Do you have room heaters in your home? If so, how many?

Do you have central air conditioning in your home?

Do you have room air conditioners in your home? If so, how fhany

For centr al heating and centr al air conditic

useo, fAyes, sharedodo or fAnoo.

In 2004, 2005 and 2006, the same questions were asked but respondents could no longer precise
if central heating or air conditiongrwas of exclusive use or shared. Answers were restricted to
Ayeso or Anoo.

In 2008 and 2010, only two questions were asked:

- Does this house/flat have heating?

- Does this house/flat have air conditioning?
Respondents could respond either Ayeso or #fn

We provide summary statistics on appliance ownership at national |&\adle C6.1A further

breakdown by Mexican State is provided hereatfter.



Table Z.1: Ownership rates of heating and cooling appliances by income guartile

Heaters and/or heating systms Air conditioners and/or air conditioning systems
Quartile 1st 2nd 3rd 4th s 2nd 3rd 4th
1998| 0.6% 1.2% 2.0% 6.4% 2.3% 4.2% 8.5% 18.0%
2000| 0.9% 1.5% 2.6% 8.6% 3.9% 7.8% 9.4% 22.0%
2002| 4.0% 3.2% 3.9% 8.6% 4.8% 6.4% 10.4% 21.3%
2004| 0.7% 1.2% 2.7% 9.7% 4.1% 7.9% 14.1% 27.1%
2005| 0.6% 1.3% 3.0% 9.7% 3.8% 8.5% 14.3% 28.3%
2006| 0.9% 1.7% 3.2% 10.7% 4.2% 8.9% 14.4% 29.2%
2008| 0.1% 0.6% 1.1% 4.5% 4.9% 8.7% 13.7% 25.7%
2010| 0.2% 0.5% 1.5% 5.1% 5.8% 9.6% 14.9% 28.1%
Allyears| 1.0% 1.4% 2.5% 7.9% 4.2% 7.8% 12.5% 25.0%

Note: the left haneside panel reports the ownership rate of heaters and/or heating systems by income quartile as
reported in the Mexican national income and expenditure survey; the righsigenpanel reports the ownership

rate of air conditioners and/or agonditioning systems. The questions vary from year to year, explaining
differences in average level between years. For example ZD&2surveys distinguish between central and room
appliances, others do not. See Appendix V for the exact questions. Gengggit is unfortunately not possible

to interpret the evolution across time by income quar8leurce: Encuesta Nacional de Ingreso y Gasto de
Hogares, various years.

Fiqure (7.1: Share of households frorfi ihcome gquartile declaring that they havéemst
one heater in their house (262806 survey)

Ouwnership rate
>25%

20-25%
15-20%
10-15%
5-109
25-5%
0-2.5%

Source: Encuesta Nacional de Ingreso y Gasto de Hogares (2004, 2005, 2006).



Figure (7.2: Share of households fror? thcome guartile declaring that they have at least
one heater in their house (262806 survey)

Source: Encuesta Nacional de Ingreso y Gasto de Hogares (2004, 2005, 2006).

FigureC7.3: Share of households frorft ihcome quartile declaring that they haatdeast
one air conditioner in their house (20R@06 survey)

Source: Encuesta Nacional de Ingreso y Gasto de Hogares (2004, 2005, 2006).



Figure (7.4: Share of households frof! thcome quatrtile declaring that they have at least one
air conditioner in their house (20@906 survey)

Ovnership rate
>50%

25-50%
10-25%
5-10%
0-5%

Source: Encuesta Nacional de Ingreso y Gasto de Hogares (2004, 2005, 2006).
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