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Abstract
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ties more exposed to a plausibly exogenous trade liberalization exhibit relative increases
in drug overdoses and suicide, specifically among whites. We show that these results are
not driven by pre-existing trends in mortality rates, that the estimated relationships are
robust to controls for state-level legislation pertaining to opioid availability and health
care, and that the impact of the policy change on mortality coincides with a deterioration
in labor market conditions.
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1 Introduction

Though large literatures in economics and public health investigate the effect of economic
shocks on health and mortality, finding exogenous sources of variation in economic con-
ditions remains an important challenge. In this paper we explore the relationship between
mortality and a plausibly exogenous change in U.S. trade policy – the October, 2000 granting
of Permanent Normal Trade Relations (PNTR) to China – that differentially exposed U.S.
counties to relative losses in employment and earnings via their industry structure. We find
that counties more exposed to the change in policy exhibit relative increases in “deaths of
despair,” including suicide and drug overdose. Consistent with the dramatic rise in mortal-
ity among middle-aged Americans reported in Case and Deaton (2015), we that find these
effects are present only for whites.

In principle, an increase in import competition can affect U.S. workers’ health positively
or negatively depending upon the sector in which they are employed and the region in which
they live. On one hand, health might improve with real income in areas where production
lines up with U.S. comparative advantage, and health everywhere might improve with de-
clines in the prices of goods and services that are inputs to medical care. On the other hand,
health might suffer in areas competing most directly with imports if workers experience
sharper or longer-term declines in employment and real income.

PNTR was a non-traditional trade liberalization in that it eliminated the threat of tariff
increases on U.S. imports from China without changing the tariff rates actually applied to
Chinese goods. Prior to PNTR, China’s access to the low normal trade relations tariff rates
available to most U.S. trading partners depended on contentious annual renewals of China’s
NTR status by the President and Congress. Absent these renewals, U.S. tariffs on most Chi-
nese imports would have risen abruptly, in some cases dramatically. PNTR removed this cost
uncertainty, rendering production in China for export to the United States more attractive.
In earlier work (Pierce and Schott (2016a)) we find that industries with greater exposure
to PNTR exhibit relative increases in U.S. imports from China and relative reductions in
employment.

We define industries’ exposure to PNTR as the difference between the higher, non-NTR
rates to which tariffs could have risen prior to PNTR and the lower NTR rates that were
locked in by the change in policy. We refer to these differences as “NTR gaps,” and, impor-
tantly for our identification strategy, show both that they exhibit substantial variation across
industries and that they are unrelated to mortality and employment outcomes prior to the
change in policy. Moreover, nearly all of the variation in the NTR gap is accounted for
by variation in non-NTR rates, which were set by the Smoot-Hawley Tariff Act of 1930,
well before the policy change. We compute counties’ exposure to PNTR as the labor-share-
weighted-average NTR gaps of the industries active within their borders.

We use proprietary microdata from the U.S. Centers for Disease Control (CDC) to com-
pute mortality rates by county, year, cause of death, gender, race and age group. Our initial
focus is on “deaths of despair” – suicide, drug overdoses and alcohol-related liver disease
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(ARLD) – that are highlighted in Case and Deaton (2015) and that the literature has found
to be related to labor market disruptions.

We use a difference-in-differences (DID) identification strategy to examine whether coun-
ties that are more exposed to PNTR (first difference) experience differential changes in
mortality and labor market outcomes after the policy is implemented (second difference).
Our baseline specification includes controls for county-level demographic and economic at-
tributes, as well as fixed effects that capture time-invariant characteristics of counties and
aggregate shocks that affect all counties in a particular year.

Our results indicate that exposure to PNTR is associated with a statistically significant
relative increase in deaths of despair. Coefficient estimates imply that an interquartile shift
in counties’ exposure to PNTR is associated with a relative increase in mortality from these
causes of death equal to 10 percent of the average across counties in 2000, the year of the
change in U.S. trade policy. Across racial, gender and age groups, we find that the relation-
ship is statistically significant among white males and white females of working age, but
not present for other races. Within deaths of despair, we find that PNTR has a positive and
statistically significant relationship with suicide and drug overdoses. Coefficient estimates
imply that an interquartile shift in counties’ NTR gaps is associated with relative increases in
the annual suicide and fatal drug overdose rates for the overall population equal to 4.4 and 25
percent relative to their averages in the year 2000. The relationship with ARLD is positive
but statistically significant only for white males.

We examine the robustness of these baseline estimates in several ways. First, we con-
sider the possibility that the results could be driven by pre-existing trends by employing an
alternate empirical specification that places no restrictions on the timing of any potential in-
creases in mortality, and also by explicitly allowing for separate mortality trends for counties
in different geographic regions or with different initial economic conditions. Second, we
include controls for changes in state-level laws pertaining to the regulation of prescription
opioids and health care policy. Third, because mortality rates may be less accurate for ar-
eas with small populations and because some conditions may spill over from neighboring
counties, we re-estimate results to capture effects at higher levels of geographic aggregation.
Fourth, we allow for the possibility that counties with different initial shares of employment
in manufacturing may have experienced other shocks to mortality that were unrelated to
PNTR, or that they were on different trends in terms of mortality prior to 2000. Finally, we
discuss the potential impact of migration on our results.

We find that the relationship between exposure to PNTR and relative increases in overall
deaths of despair is robust to these alternate specifications. Within deaths of despair, we also
find positive and statistically significant associations for drug overdose in all specifications,
and most estimates also indicate positive and statistically significant relationships between
exposure to PNTR and suicide. We find only limited evidence that PNTR is associated
with relative increases in mortality from ARLD. Taken in their entirety, the results provide
substantial evidence of a link between PNTR and deaths of despair.

In the final part of the paper we present evidence supporting labor market disruption as
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a plausible mechanism for PNTR’s impact on deaths of despair using a DID specification
analogous to the one described above. The results indicate that higher exposure to PNTR
is associated with persistent relative increases in unemployment rates and decreases in labor
force participation. To further investigate this mechanism, and to facilitate comparison of our
results with those already in the literature, we perform a series of two-stage least squares es-
timations of county mortality rates on county unemployment rates, using counties’ exposure
to the change in trade policy as an instrument. Results suggest that a 1 standard deviation
increase in the unemployment rate (1.7 percentage points in 2000) is associated with in-
creases of 25, 19 and 56 percent for overall deaths of despair, suicide and drug overdoses,
respectively.

Our analysis contributes to research in several literatures. First, the link we find between
PNTR and mortality relates to a series of papers studying the health and mortality conse-
quences of unemployment. Two seminal contributions in this literature are Ruhm (2000),
which reports a positive relationship between the unemployment rate and suicide in a panel
of U.S. states, and Sullivan and Wachter (2009), which finds that high-tenure workers dis-
placed as part of a mass layoff experience a sharp increase in their probability of death.1

More recently, Classen and Dunn (2012) find that unemployment duration is a major force
in the relationship between job loss and suicide, and Hollingsworth et al. (2017) find that
macroeconomic shocks at the county or state-level are associated with increases in deaths
and emergency room visits due to opioid overdoses.

Our work also relates to an emerging literature on the economics of deaths of despair
including Case and Deaton (2017)’s hypothesis that “cumulative disadvantage” in the labor
market for less-educated workers may lie behind the increase in middle-aged whites’ mortal-
ity. Indeed, while employment opportunities for lower-skilled workers have been declining
for some time (Autor et al. (2003); Jaimovich and Siu (2012)), PNTR may have served as
a catalyst for increasing mortality rates for at least two reasons. First, because PNTR was a
change in policy, its effects were abrupt, potentially exacerbating the labor market disruption
by requiring the reallocation of a large number of workers in a short amount of time. Second,
unlike previous cyclical declines in manufacturing employment, the labor market effects of
PNTR are persistent. Indeed, we find that counties more exposed to the policy change exhibit
relatively elevated unemployment rates well into the 2000s.

In the international trade literature, our analysis contributes to the substantial body of
research examining the relationship between import competition, employment and associ-
ated social outcomes.2 Autor et al. (2013), for example, find that regions with higher initial

1Potential reasons for the increase in mortality discussed by Sullivan and Wachter (2009) include reduced
investments in health, increased stress, and loss of health insurance. Browning and Heinesen (2012) find that
workers displaced by plant closures in Denmark exhibit elevated death rates due to mental illness, suicide and
alcohol-related diseases, particularly in the short run. A number of papers in the public health literature, in-
cluding Falba et al. (2005) and Deb et al. (2011), find that workers facing job loss are more likely to engage in
unhealthy activities. By contrast, Bockerman and Ilmakunnas (2008) find no relationship between unemploy-
ment and a self-assessment of health using survey data for Finland.

2Recent papers focused specifically on China include Bloom et al. (2016), Ebenstein et al. (2014), Mion
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shares of employment in industries with relatively greater exposure to Chinese imports ex-
perience relatively larger declines in employment. Subsequent research has tied this labor
market disruption to a range of socioeconomic indicators including relative declines in self-
reported health outcomes (McManus and Schaur (2015, 2016)), reductions in the provision
of local public goods (Feler and Senses (2017)), and changes in marriage and fertility pat-
terns (Autor et al. (2017)).3 By contrast, Hummels et al. (2016) find that the increased job
effort associated with positive export demand shocks increases rates of illness and injury for
Danish workers, and Bombardini and Li (2016) show that higher pollution associated with
expanded export production is associated with a substantial increase in infant mortality in
China.

Before continuing, we note that while this paper contributes to a broader understanding of
the distributional implications of trade liberalization, it does not constitute an assessment of
PNTR’s overall effect on welfare. Recent contributions to the literature, for example, have
shown that increased imports from China have led to lower prices for consumers (Antràs
et al. (2017); Amiti et al. (2017)) and an increase in product quality or variety (Feng et al.
(2016); Handley and Limao (2017)).

The paper proceeds as follows: Section 2 describes the data, Section 3 describes our
empirical strategy and mortality results, Section 4 discusses these results and provides ro-
bustness checks, Section 5 explores mechanisms that might explain the results, Section 6
presents the two stage least squares estimates, Section 7 examines other causes of death, and
Section 8 concludes. An online appendix provides additional empirical results as well as
information about dataset construction and sources.

2 Data

2.1 County-Level Mortality Rates

We calculate the number of deaths by county, demographic category and cause using the pro-
prietary “compressed all-county mortality files” available by petition from the U.S. Centers
for Disease Control’s National Center for Health Statistics. These data provide information
from all death certificates filed in the United States from 1990 to 2013. Observable demo-
graphics include the deceased’s age, gender, race, county of residence and county of death.
Underlying causes of death are classified according to one of several hundred “external” or
“internal” categories.4 Internal causes of death are defined as those that originate within the

and Zhu (2013), and Torres-Ruiz and Utar (2013).
3Following Pierce and Schott (2016b), Autor et al. (2017) find that increased import competition is associ-

ated with an increase in mortality rates for men, relative to women, contributing to a scarcity of marriageable
men.

4Causes of death are classified according to International Classification of Diseases (ICD) and grouped into
categories by the National Center for Health Statistics. The CDC data use version 10 of these codes (ICD-10)
from 1999 to 2013 and version 9 (ICD-9) from 1990 to 1998. We make use of a concordance between these
underlying codes and major disease categories available in Anderson et al. (2001).
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body (e.g., liver disease) and external causes of death are defined as those whose origins lie
outside the body (e.g., suicide or drug overdose).

We match year by county of residence by age by gender by race death counts to corre-
sponding population estimates compiled by the National Cancer Institute’s Surveillance, Epi-
demiology and End Results (SEER) Program.5 We use these population estimates to com-
pute both “crude” and “age-adjusted” mortality rates, conventionally expressed per 100,000
population. The crude death rate for a county-year is simply the total number of deaths in that
county in that year divided by its total population in that year. The age-adjusted death rate
for a county, by contrast, is a weighted average of the crude death rates across age categories
within a county, where the shares of the U.S. population in each age category are used as
weights.6 We use the U.S. population shares in the year 2000 for constructing age-adjusted
mortality rates.7

Figure 1 plots the (censored) distributions of age-adjusted mortality rates across coun-
ties at four-year intervals starting in 1990.8 This figure conveys two messages. First, the
leftward movement in the distributions over time indicates that overall U.S. mortality rates
decline during our sample period. Second, the relatively wide support of each distribution
reveals that mortality rates vary substantially across counties. This across-county variation in
mortality rates is also apparent in Table 1, which summarizes counties’ population-weighted-
average mortality rates by gender and by race for the year 2000. As indicated in the first row
of the table, the average mortality rate across counties is 892, with an interquartile range
stretching from 797 to 982. The remaining rows show that average mortality is higher for
males than females (1103 versus 736), and higher for blacks than for other racial groups.9

Examining overall U.S. mortality rates by cause of death and demographic categories,
Case and Deaton (2015) highlight a substantial rise in deaths due to suicide, poisoning –
which primarily consists of drug overdoses – and chronic liver disease among middle-aged
whites starting in 1999. Figure 2 uses the CDC microdata examined here to demonstrate
these trends and extend them backwards for mortality from suicide, drug overdoses and
alcohol-related liver disease (ARLD).10 As indicated in the figure, the weighted-average
rates of suicide and ARLD across counties are more or less flat during the 1990s but begin

5Eighty-one percent of deaths occur in the deceased’s county of residence, the focus of our analysis. SEER
population estimates are available at http://seer.cancer.gov/popdata/download.html.

6We use the following age categories in our baseline results: less than 1 year old, 1 to 4 years, 5 to 14 years,
15 to 19 years, 20 to 24 years..., 80 to 84 years, and greater than 85 years.

7The SEER population weights associated with these categories are provided in Table A.1 of the online
appendix.

8To promote readability, the figure excludes counties with mortality rates greater than 1,500.
9Table A.2 of the online appendix reports the overall U.S. mortality rates for major external and internal

causes of death in 2000. Internal causes account for more than 90 percent of the 2.4 million deaths in that year,
with the three leading causes being cancer (neoplasm), circulatory disease and respiratory ailments. Suicide,
drug overdose and ARLD account for 29,416, 14,160 and 12,126 deaths, or approximately 10, 5 and 4 per
100,000.

10Section A of the online appendix details the NCHS codes used to construct mortality rates for these causes
of death.

5



increasing around the time of the change in U.S. trade policy in the year 2000, particularly
for suicide. Deaths due to drug overdose, by contrast, are increasing before 2000, but exhibit
an inflection point around that time.

2.2 The NTR Gap

Our analysis makes use of a plausibly exogenous change in U.S. trade policy – the U.S.
granting of PNTR to China in October, 2000 – that effectively liberalized U.S. imports from
China and led to an economically significant labor market disruption.

The impact of PNTR on U.S. labor markets can be understood by considering the two
sets of tariff rates that comprise the U.S. tariff schedule and how they relate to U.S. trade
policy toward China. The first set of tariffs, known as NTR tariffs, are generally low and
apply to goods imported from other members of the World Trade Organization (WTO).11

The second, known as non-NTR tariffs, were set by the Smoot-Hawley Tariff Act of 1930
and are often substantially higher than the corresponding NTR rates. Imports from non-
market economies such as China generally are subject to the higher non-NTR rates, though
U.S. law allows the President to grant such countries access to NTR rates on a year-by-year
basis subject to annual approval by Congress.

U.S. Presidents began granting China such a waiver in 1980. However, following the Chi-
nese government’s crackdown on Tiananmen Square protests in 1989 and other flashpoints
in U.S.-China relations during the 1990s such as China’s transfer of missile technology to
Pakistan in 1993 and the Taiwan Straits Missile Crisis in 1996, Congressional votes over
annual renewal became politically contentious and less certain of passage. Indeed, the U.S.
House of Representatives passed resolutions to end China’s NTR status in 1990, 1991 and
1992, though the Senate failed to act on the House votes, keeping China’s temporary NTR
status in place.

The possibility that China’s NTR status would be withdrawn – and that tariffs would
increase – created a disincentive for U.S. firms to invest in locating production in China for
export to the United States, and for Chinese firms to make sunk investments to export to
the United States, e.g., scaling up their capacity.12 These disincentives were lifted when
Congress passed a bill granting permanent NTR status to China in October 2000; this bill
eliminated the need for annual NTR renewals effective upon China’s entry into the WTO in

11Normal Trade Relations is the terminology used in the United States to refer to the familiar concept of
Most Favored Nation.

12Following a survey of U.S. firms doing business in China, the U.S. General Accounting Office reported
that respondents “cited uncertainty surrounding the annual renewal of China’s most-favored-nation trade status
as the single most important issue affecting U.S. trade relations to China,” and a 1993 letter signed by the
CEOs of 340 firms including General Motors, Boeing, and Caterpillar noted that “the persistent threat of MFN
withdrawal does little more than create an unstable and excessively risky environment for U.S. companies
considering trade and investment in China, and leaves China’s booming economy to our competitors (Rowley
(1993)).” Pierce and Schott (2016a) provide an extensive list of additional anecdotal reports from firms and
government agencies describing the extent and effects of the disincentives created by uncertainty regarding
China’s NTR status prior to PNTR.
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December 2001.
Passage of PNTR is associated with economically significant changes in U.S. imports

from China as well as U.S. employment. Pierce and Schott (2016a) show that industries
more exposed to the change in policy exhibit relative increases in import volume as well as
relative growth in both the number of U.S. firms importing from China and the number of
Chinese firms exporting to the United States. With respect to the U.S. labor market, they
find that greater exposure to PNTR is associated with relative declines in manufacturing
employment.

We follow this earlier work and measure the impact of PNTR as the rise in U.S. tariffs on
Chinese goods that would have occurred in the event of a failed annual renewal of China’s
NTR status prior to PNTR,

NT R Gap j = Non NT R Rate j−NT R Rate j. (1)

We refer to this difference as the NTR gap, and compute it for each SIC industry j using
ad valorem equivalent tariff rates provided by Feenstra et al. (2002) for 1999, the year
before passage of PNTR. NTR gaps vary widely across industries, with a mean and standard
deviation of 30 and 18 percentage points. As noted in Pierce and Schott (2016a), 79 percent
of the variation in the NTR gap across industries is due to variation in non-NTR rates, set 70
years prior to passage of PNTR, while less than 1 percent of variation is due to variation in
NTR rates. This feature of non-NTR rates effectively rules out reverse causality that would
arise if non-NTR rates were set to protect industries with declining employment or surging
imports.13

We compute U.S. counties’ exposure to PNTR as the employment-share-weighted-average
NTR gap across the four-digit SIC industries in which they are active,

NT R Gapc = ∑
j

L1990
jc

L1990
c

NT R Gap j, (2)

where c indexes counties, j indexes years and L represents employment. We use employment
shares from 1990, a period well before the change in policy.14 NTR gaps are defined only
for industries whose output is subject to U.S. import tariffs, primarily in the manufacturing
and agricultural sectors. Industries whose output is not subject to tariffs, such as service
industries, have NTR gaps of zero by definition. For each county, we also calculate the
population-weighted-average NTR gap of the remaining counties in its commuting zone,
NT R Gapcz.15

13Furthermore, to the extent that NTR rates were set to protect industries with declining employment prior
to PNTR, these higher NTR rates would result in lower NTR gaps, biasing our results away from finding an
effect of PNTR.

14Employment by county and industry are available from the U.S. Census Bureau’s County Business Patterns
(CBP) database, available at http://www.census.gov/econ/cbp/download/. We follow Autor et al. (2013) in
imputing employment for county-industry observations where only a range of employment is reported.

15Surrounding-county NTR gaps have a similar distribution, with a mean and standard deviation of 6.6
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Figure 3 reports the distribution of NTR gaps across four-digit SIC industries and U.S.
counties. Relative to the distribution across industries, the distribution for counties is shifted
towards the left, reflecting the fact that most workers in most counties are employed outside
goods-producing sectors.16 Own-county NTR gaps average 7.3 percent and have a standard
deviation of 6.5 percent, with an interquartile range from 2.3 to 10.6 percent, or 1.3 standard
deviations.

2.3 Other Control Variables

Our baseline specification controls for four additional variables that capture changes in U.S.
or Chinese policy: the average U.S. import NTR tariff rate associated with the goods pro-
duced by each county; the average exposure of the county to the end of quantitative restric-
tions on textiles and clothing imports associated with the phasing out of the global Multi-
Fiber Arrangement (MFA); and average changes in Chinese import tariffs and domestic pro-
duction subsidies.

NTR Rates: Counties’ labor-share-weighted U.S. import tariff rates, NT Rct , are com-
puted as in Equation 2, except that the U.S. NTR tariff rate for industry j (in percent) is used
in place of the NTR gap for industry j. The left panel of Figure A.2 in the online appendix
summarizes the distribution of NT Rct across our sample period; as shown in the figure, it
declines during the late 1990s due to implementation of tariff reductions agreed upon during
the Uruguay Round.17

MFA Exposure: As discussed in greater detail in Khandelwal et al. (2013), the MFA and
its successor, the Agreement on Textile and Clothing (ATC), grew out of quotas imposed
by the United States on textile and clothing imports from Japan during the 1950s. Over
time, the MFA evolved into a broader institution that regulated the exports of clothing and
textile products from developing countries to the United States, European Union, Canada
and Turkey. Bargaining over these restrictions was kept separate from multilateral trade
negotiations until the conclusion of the Uruguay Round in 1995, when an agreement was
struck to eliminate the quotas over four phases. On January 1, 1995, 1998, 2002 and 2005,
the United States was required to remove textile and clothing quotas representing 16, 17,
18 and the remaining 49 percent of their 1990 import volumes, respectively. Relaxation
of quotas on Chinese imports did not occur until it became a member of the World Trade
Organization in 2001; as a result, its quotas on the goods in the first three phases were relaxed

and 4.8 percent, and an interquartile range from 3.3 to 8.8 percent, or 1.1 standard deviations. We use the
U.S. Department of Agriculture definition of commuting zones as of 1990 (Tolbert and Sizer (1996)) and the
concordance of counties to commuting zones provided by Autor et al. (2013). The counties in our sample are
distributed across 741 commuting zones, with the number of counties per commuting zone ranging from 1 to
19.

16The distribution for industries in Figure 3 omits SIC industries that are not subject to import tariffs.
17NTR tariff rates from Feenstra et al. (2002) are unavailable after 2001 and so are assumed constant after

that year. Analysis of analogously computed “revealed” tariff rates from public U.S. trade data during this
interval in Pierce and Schott (2016a) suggests this is an reasonable assumption that avoids having to make do
with the smaller set of industries for which “revealed” rates are available.
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in early 2002 and its quotas on the goods in the fourth phase were relaxed as scheduled in
2005. The order in which goods were placed into a particular phase was chosen by the United
States.

Computation of counties’ exposure to elimination of the MFA proceeds in three steps.
First, we follow Khandelwal et al. (2013) in measuring the extent to which MFA quotas
in industry j and phase p were binding as the average fill rate of the industry’s constituent
import products in the year before they were phased out, FillRate jp.18 Specifically, for each
phase, we measure an industry’s exposure to MFA expiration as its average quota fill rate
in the year prior to the phase’s expiration. Industries with higher pre-expiration average fill
rates faced more binding quotas and are therefore more exposed to the end of the MFA.
Second, we compute counties’ labor-share-weighted-average fill rate across industries for
each phase, FillRatecp, using a version of Equation 2. Finally, the county-year variable of
interest, MFAExposurect , cumulates the calculated fill rates as each phase of expiration takes
place. The right panel of Figure A.2 in the online appendix summarizes the distribution of
FillRatecp across our sample period. As shown in the figure, this measure of exposure to the
MFA rises over time, as quotas for additional products are removed, by phase.

Changes in U.S. Export Opportunities: As part of its accession to the WTO, China
agreed to institute a number of policy changes that could have influenced U.S. manufac-
turing employment and thereby mortality including liberalization of its import tariff rates
and reductions of production subsidies, which might increase export opportunities for U.S.
manufacturers. Following Pierce and Schott (2016a) we use product-level data on Chinese
import tariffs from 1996 to 2005 from Brandt et al. (2017) to compute the average change
across those years in Chinese import tariffs across products within each U.S. industry. For
production subsidies, we use data from the Annual Report of Industrial Enterprise Statis-
tics compiled by China’s National Bureau of Statistics (NBS), which reports the subsidies
provided to responding firms.19 For both changes in Chinese import tariff rates and pro-
duction subsidies, we compute the labor-share-weighted average of this change across the
industries active in each U.S. county as in Equation 2, and then interact these variables with
an indicator for post-PNTR years. Figure A.3 in the online appendix summarizes the distri-
bution of counties’ exposure to reductions in Chinese import tariffs (left panel) and domestic
production subsidies (right panel)

County Demographic Information: Our baseline specifications control for interactions of
a post-PNTR indicator variable with three initial-year (i.e., 1990) county attributes: the per-
cent of the population without any college education, median household income and percent

18As discussed in Brambilla et al. (2010), fill rates are defined as actual imports divided by allowable imports
under the the quota. MFA products for which there were no restrictions on imports (i.e., there were no quotas),
have fill rates of zero.

19The NBS data encompass a census of state-owned enterprises (SOEs) and a survey of all non-SOEs with
annual sales above 5 million Renminbi (~$600,000). The version of the NBS dataset available to us from
Khandelwal et al. (2013) spans the period 1998 to 2005. Following Girma et al. (2009) and Aghion et al.
(2015) we use the variable “subsidy” in this dataset and compute the change in the subsidies to sales ratio for
each SIC industry between 1999 and 2005 using concordances provided by Dean and Lovely (2010).
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of population that are veterans.20 These variables allow for the possibilities, respectively,
that changes in technology unrelated to the trade liberalization might have replaced low-skill
workers with technology disproportionately during the 2000s, that high-income households
gained better access to medical care after the 2000s, perhaps due to health insurance pro-
vided by their employers, and that an increase in suicide and opioid misuse might be the
result of military experience associated with post-9/11 wars in Afghanistan and Iraq (Kemp
and Bossarte (2012); Bauerlein and Campo-Flores (2016)). These attributes, summarized in
Table 1, are obtained from the U.S. Census Bureau’s 1990 Decennial Census.21 As noted in
the table, the unweighted means and standard deviations across counties are 64.7 and 11.0
percent (share of population with no college education), 31.2 and 8.6 thousand dollars (me-
dian household income), and 14.8 and 2.8 percent (percent of population that are veterans,
respectively.22

Table A.3 in the online appendix reports the results of OLS regressions of counties’ NTR
gaps on the control variables discussed in this section. As indicated in the table, counties
with higher NTR gaps have greater exposure to the MFA, have higher import tariffs across
the goods they produce, are exposed to larger reductions in Chinese imports tariffs and sub-
sidies, have lower household incomes in 1990, have lower share of population with a college
education in 1990, and have a higher share of the population that are veterans in 1990.

3 PNTR and County Mortality Rates

This section examines the link between PNTR and deaths of despair, which consists of sui-
cide, drug overdose and alcohol-related liver disease (ARLD). We focus on these causes of
death for several reasons: they account for a substantial portion of the increase in mortality
rates for middle-aged whites highlighted in Case and Deaton (2015); there is an established
link between these causes of death and job loss Classen and Dunn (2012); Browning and
Heinesen (2012)); their concordance across the cause-of-death coding schemes used by the
CDC over time is straightforward; and they may be more easily observable than other forms
of death, particularly in the case of suicide and drug overdose.23

20We use initial rather than contemporaneous levels of these variables as the latter may be affected by the
change in policy.

21These data can be downloaded from the Dexter Data Extractor from the University of Missouri, available
at http://mcdc.missouri.edu/.

22These unweighted averages across counties can differ from national averages as they are more affected by
counties with small populations. Regression results described below are population weighted.

23There is reason to believe that the listed cause of death on death certificates may be noisy. Schot-
tenfeld et al. (1983), for example, finds that 29 percent of 272 randomly selected autopsy reports
and corresponding death certificates in Connecticut in 1980 exhibit a major disagreement. The “blue
form” instructions for completing the cause of death section of a death certificate are available at
http://www.cdc.gov/nchs/data/dvs/blue_form.pdf.
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3.1 DID Identification Strategy

Our baseline difference-in-differences (DID) specification examines whether counties with
higher NTR gaps (first difference) experience differential changes in mortality after the
change in U.S. trade policy versus before (second difference),

DeathRatect = θPost PNT Rt × NT RGapc + (3)

βXct + γPost PNT Rt×Xc +

δc +δt + εct ,

The sample period is 1990 to 2013.24 The left-hand side variable represents the age-adjusted
death rate for a particular cause of death for county c in year t. The first term on the right-
hand side is the DID term of interest, an interaction of a post-PNTR (i.e., t > 2000) indi-
cator with the (time-invariant) county-level NTR Gap. Xct represents the two additional,
time-varying controls for policy discussed in Section 2.3: the overall U.S. import tariff rate
associated with the industries active in the county (NT Rct) and the sensitivity of the county
to the phasing out of the global Multi-Fiber Arrangement (MFA Exposurect). Xc represents
the two Chinese policy variables – exposure to changes in Chinese tariffs and exposure to
changes in Chinese domestic production subsidies – and the three initial-period county at-
tributes, 1990 median household income, 1990 share of population without a college degree
and 1990 share of population that are veterans. Including interactions of these attributes
with the Post PNT Rt indicator allows their relationship with mortality rates to differ before
and after passage of PNTR.25 δc and δt represent county and year fixed effects. Inclusion of
these fixed effects nets out characteristics of counties that are time-invariant, such as whether
they are near the coast or inland, while also controlling for aggregate shocks that affect all
counties identically in a particular year.

An attractive feature of this DID identification strategy is its ability to isolate the role
of the change in U.S. trade policy. While counties with high and low NTR gaps are not
identical, comparing outcomes within counties over time isolates the differential impact of
China’s change in NTR status.

3.2 Baseline DID Estimates

We begin with an analysis of overall deaths of despair, as aggregating suicide, drug overdoses
and ARLD helps alleviate a “small numbers” problem that can arise for uncommon causes
of death in counties with small populations.26 Results from estimation of Equation 3 are

24The baseline results discussed below are robust to ending the sample period in 2007, the year before the
onset of the Great Recession.

25Our analysis includes the 3,121 counties for which all covariates are defined for every year.
26We report results for each constituent cause of death below, and also address the potential small numbers

problem via geographic aggregation in Section 4.
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reported in Table 2 with standard errors clustered at the county level, though we note that
results are robust to clustering at the state level. The first column reports coefficient estimates
for a specification containing just the DID term of interest and the fixed effects. The second
and third columns, respectively, add controls for policy changes and demographic variables.
The fourth column includes the full set of controls.

As indicated in the table, the DID point estimates of interest are positive and statistically
significant at conventional levels across all four specifications, and are generally of similar
magnitude. We assess the economic significance of the DID estimates by computing the
change in mortality rates associated with moving a county from the 25th percentile to the
75th percentile of the NTR gap distribution (i.e., from 2.3 to 10.6 percent, or 1.3 standard
deviations). As indicated in the bottom panel of the table, the implied increases in mortality
under this counterfactual range from 1.28 = [0.154*(10.6-2.3)] per 100,000 in column 3 to
2.00 per 100,000 in column 4. These changes represent 6.4 to 10.0 percent of the average
age-adjusted mortality rate from deaths of despair across counties in the year 2000 which, as
reported in the penultimate row of the table, is 20.

Coefficient estimates for initial county attributes indicate that counties with lower initial
household income, higher shares of the population that did not attend college, and higher
shares of veterans in the population experience larger increases in mortality from deaths of
despair in the post-PNTR period, relative to before. One standard deviation increases in these
initial county attributes (1) are associated with -4.7, 4.5 and 17.6 percent relative increases
in mortality rates vis a vis the 2000 average, respectively. Among policy variables, declines
in Chinese production subsidies are associated with relatively lower mortality from deaths
of despair, post-PNTR, perhaps due to increased export opportunities for U.S. firms. The
coefficient estimate for Chinese production subsidies suggests that a one standard deviation
decline in that variable (2.5 percent) is associated with a relative decline in mortality from
deaths of despair of 2.7 percent relative to the 2000 average.

Table 3 breaks out the results for overall deaths of despair by its constituent causes using
the full specification from the final column of Table 2. DID point estimates of interest are
positive for all three causes of death but statistically significant at conventional levels only for
suicide and drug overdose. For the latter, interquartile increases in exposure are associated
with implied increases in mortality of 0.45 and 1.31 per 100,000, or 4.4 and 25.4 percent of
their average mortality rates of 10 and 5, respectively.27

3.3 Baseline DID Estimates by Gender, Race and Age

We examine the link between PNTR and aggregate deaths of despair by race and gender
in Table 4. To conserve space, analogous results for suicide, drug overdose and ARLD are
reported in Tables A.4 to A.6 of the online appendix. As shown in Table 4, we find that
the positive relationship between PNTR and overall deaths of despair is concentrated in one

27Within suicides, we find positive relationships both with respect to those which involve a firearm and those
that do not.
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racial group – whites – and that this link is statistically significant at conventional levels for
both males and females. As indicated in the bottom panel of this table, an interquartile shift
in exposure to PNTR is associated with increases in mortality of 8.1 and 11.5 percent among
white males and females, respectively. By contrast, we find no relationship between PNTR
and overall deaths of despair for blacks, Asians or American Indian males.28

Within deaths of despair, results in Tables A.4 to A.6 of the online appendix indicate that
PNTR is associated with relative increases in mortality among whites due to suicide (males
and females), drug overdose (males and females) and ARLD (males). The largest implied
increases in relative mortality rates are found with respect to drug overdoses, where in-
terquartile shifts in exposure to PNTR are associated with increases of 19.4 and 28.5 percent
for while males and females, respectively. While DID analysis is not amenable to predict-
ing level changes, these results nevertheless provide context for Case and Deaton (2015)’s
surprising finding that mortality due to deaths of despair has been increasing among whites
since 2000.

One potential explanation for the link between PNTR and white mortality – particularly
white male mortality – is this group’s disproportionate representation among manufacturing
workers, the group most directly affected by exposure to PNTR. As indicated in Table A.7
of the online appendix, males accounted for 68 percent of U.S. manufacturing employment
versus 49 percent of the population in 1999, and whites represented 84 percent of manufac-
turing employment versus 82 percent of the population. Moreover, within manufacturing,
over-representation of whites is highest among occupations likely to be earning the highest
wages – such as managerial and professional occupations – that might lead to the largest
declines in income following job separation.29 The negative impact on mortality of these
earnings declines might be magnified by the psycho-social stress induced by an accompany-
ing loss of status (Cutler et al. (2006)).

To further assess whether the relationship between PNTR and mortality operates through
the labor market, we examine the association between crude death rates and PNTR across age
groups. Results are displayed visually in Figure 4, which reports the 95 percent confidence
intervals of the implied impact of an interquartile shift in counties’ exposure to PNTR on
white males (left panels) and white females (right panels) for overall deaths of despair (top
row) and its constituent causes (remaining rows). (Tables A.8 to A.13 in the online appendix
report the corresponding regression results for white males and females.) As indicated in

28We find a negative and statistically significant association with respect to American Indian females. Esti-
mates for the American Indian and Asian populations may be noisy due to their small size and relatively uneven
distribution across counties. These populations represent 1.1 and 4.2 percent of the overall U.S. population in
the year 2000. In that year, these two groups have populations exceeding 50,000 in 48 and 158 counties, respec-
tively, versus 2290 and 514 counties for whites and blacks. As reported in Figure A.4 of the online appendix,
the American Indian and Asian populations also tend to inhabit counties with relatively low NTR gaps.

29Ebenstein et al. (2014), for example, find that workers displaced from manufacturing on average expe-
rience wage declines in moving to another sector. As reported in Table A.7 of the online appendix, whites
accounted for 90 percent of managers and professionals, 86.3 percent of technical, sales, administrative and
service positions, and 83 percent of precision production positions, versus 79 percent among operators, fabri-
cators, laborers and other occupations
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the figure, an association between PNTR and suicide is evident across most of the five-
year age bins between ages 20 and 54 for white males, but is not statistically significant for
white females in any age category.30 For drug overdoses, the association between PNTR
and mortality is positive and significant for both white males and white females in most
age groups through 45 to 49. Finally, PNTR-related ARLD mortality is present in middle-
age bins for white males and not evident in any age category for females. These results
indicate that the relationship between PNTR and mortality from deaths of despair is present
for working age adults, including those in middle age.

4 Robustness and Discussion

This section describes a series of exercises that examine the robustness of the baseline DID
results reported in the previous section. First, we use a more flexible specification to examine
the timing of the post-2000 changes in mortality and test for the possibility of prior trends in
mortality among counties with varying exposure to PNTR. Second, we explore the effect of
the inclusion of additional covariates and fixed effects to control for exogenous shocks to the
supply of opioids and changes in state health policies. Next, we consider higher levels of data
aggregation, allowing for spillover effects from other counties in the same commuting zone
and also considering mortality rates defined for areas with larger populations. Finally, we
consider controls for counties’ initial manufacturing intensity, as measured by employment
share.

Overall, these exercises indicate that the positive and statistically significant relationship
between exposure to PNTR and deaths of despair is robust. For overall deaths of despair
and for drug overdoses specifically, we find that higher exposure to the policy change is as-
sociated with relative increases in mortality in each of the specifications we consider. We
also find substantial evidence for a positive association between PNTR and suicide, though
this relationship loses statistical significance in several specifications, perhaps because of
collinearity with the additional regressors included in these specifications. We find less evi-
dence that PNTR is associated with relative increases in mortality from ARLD. In sum, given
the substantial flexibility associated with the specifications we consider in this section, we
find these results to be persuasive evidence for a relationship between PNTR and deaths of
despair.

4.1 Prior Trends and Timing

To consider whether counties with high versus low exposure were on different trends for
mortality rates prior to passage of PNTR, and to further assess the timing of the estimated
relationship between PNTR and mortality, we estimate a version of Equation 3 that inter-

30Gemmill et al. (2015) find that macroeconomic shocks appear to induce suicide among working age males,
as opposed to simply moving suicides forward in time.
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acts the time-invariant county-level NTR gap and other county attributes with an indicator
variable for each year,

DeathRatect = ∑
t

θt 1{year = t} × NT RGapc + (4)

βXct +

∑
t

γt 1{year = t} × Xc +

δc +δt + εct ,

Figure 5 presents a matrix of graphs for reviewing the results of these estimations vi-
sually. Each panel of the figure uses the estimated DID parameters of interest (θt) from a
separate regression to display the 95 percent confidence interval associated with an interquar-
tile shift in counties’ NTR gaps. Results for overall deaths of despair are presented in the
first column; subsequent columns present estimates for suicide, drug overdose and ARLD.
The top row of figures is for the overall population, while the next two rows are for white
males and white females. To conserve space, we omit figures for the other racial groups, but
they are available upon request.

As indicated in the upper left panel of the figure, we find that the confidence interval
for overall deaths of despair for the overall population is statistically indistinguishable from
zero prior to 2000, but takes a notable step up around the time of the change in policy in
2000, and remains elevated through the end of the sample period. The two panels beneath
this first panel reveal a similar pattern for white males and females, though for females there
is a break in the pattern at the onset of the Great Recession.

Similar patterns are also present for suicide and drug overdose. As with overall deaths of
despair, the step up in mortality rates is clearer for white males than white females. Across
causes of death, it is clearer for suicide and drug overdose. This specification yields little
evidence in favor of a link between PNTR and ARLD, as confidence intervals include zero
across the sample period for all three groups.

4.2 Trends

To account for the possibility that mortality rates may have trends unrelated to PNTR that
vary by geography or initial economic conditions, we amend our baseline specification
(equation 3) to include interactions of time trends with census region, state, or county initial-
household-income quartile dummy variables. Results are reported in the second, third and
fourth columns of Table 5. Each “block” in this table reports results from a different regres-
sion, where results are displayed in terms of economic significance, i.e., the impact of an
interquartile shift in county exposure. The four blocks in each column correspond to results
in which the dependent variable is one of the following mortality rates: overall deaths of de-
spair, suicide, drug overdose or ARLD. For comparison, the first column of the table reports
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the results from our baseline specification. We estimate the same relationships for white
males and white females, but to conserve space these tables appear in the online appendix
(Tables A.14 and A.15).

As indicated in these tables, the sign, statistical significance and magnitude of the results
are similar to the baseline across these trend-inclusive specifications for the four cause of
death categories, both for the overall population and for white males. For white females,
estimates for overall deaths of despair and drug overdoses remain positive and statistically
significant in all three trend specifications, while for suicide the relationship is statistically
significant only in the specification with income trends.

4.3 Alternate Measures of Geography

Residents of a particular county may be affected by PNTR via its impact on surrounding
counties that are part of the same labor market. To account for this possibility, we add to
our baseline specification an interaction of the Post PNT Rt indicator variable with counties’
exposure to PNTR via the remaining counties in their commuting zones, NT R Gapcz, de-
scribed in Section 2. Results are reported in the fifth column of Table 5 (and Tables A.14 and
A.15 of the online appendix), which report the cumulative implied impact of an interquartile
shift from both exposures. As indicated in the table, the results are nearly identical to the
baseline estimates in terms of sign, statistical significance and magnitude.

One concern associated with examining deaths of despair is that their relative infrequency
may lead to noisy estimates of mortality rates, especially for sparsely populated counties.
We address this concern by re-constructing the dataset at the level of larger geographic units
that we refer to as “super” PUMAs. Standard public use microdata areas (PUMAs) are
geographic areas constructed by the U.S. Census Bureau to have a minimum population of
100,000. Here, because counties can span more than one PUMA, we construct an algorithm
based on the year 2000 PUMA definitions that combines PUMAs, as needed, so that all
counties map into a unique PUMA or combination of PUMAs.31 We then re-estimate our
baseline specifications on this super PUMA-level dataset.

The sixth column in Table 5 (and Tables A.14 and A.15 of the online appendix) sum-
marize the results. For overall deaths of despair, estimates remain positive and are precisely
estimated for all three groups. Results for drug overdose remain positive and statistically
significant overall and for both white males and females, with the implied impacts increas-
ing for all three groups. For suicide, results for white females and the overall population
lose statistical significance, while the estimated effect for white males remains positive and
is statistically significant at the ten percent level, though it declines in magnitude.

31Further detail on the construction of super-PUMAs and a comparison of population distributions across
counties, PUMAs and super-PUMAs is contained in Section C of the online appendix. Case and Deaton (2017)
use a concept similar to super-PUMAs, which they refer to as “coumas.”
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4.4 Medicaid Expansion, Opioid Policies and State-Year Fixed Effects

Sommers et al. (2012) find that expansion of Medicaid in New York, Maine and Arizona
in 2001, 2002 and 2006 is associated with a significant reduction in age-adjusted mortality
among older adults, non-whites, and residents of poorer counties. To capture the potential
influence of these expansions on our results, we construct three variables that interact in-
dicators for these states with indicators picking out the years after the expansion. To this
group we add two additional variables to capture the introduction of “Romneycare” in Mas-
sachusetts in 2006 and the expansion of Medicaid in Oregon in 2008 (Baicker et al. (2013);
Finkelstein et al. (2012)). Results are reported in the seventh column of Table 5 (and Tables
A.14 and A.15 of the online appendix). As indicated in the tables, including these covariates
yields results that are very similar to the baseline for all groups and causes of death.

A substantial amount of attention among public health researchers, the media and policy-
makers has recently been paid to a surge in the abuse of opioids, including both prescription
painkillers and illegal drugs (e.g., Rose A. Rudd and Gladden (2016)). If there were exoge-
nous increases in the availability of opioids in areas that happened to experience increased
import competition due to PNTR – but that were unrelated to the change in policy – we may
find a spurious relationship between deaths of despair and exposure to the policy change.
This seems plausible given that laws and policies on the licensing and regulation of doctors
and the tracking of opioid prescriptions were largely made at the state-level, with substantial
variation in the extent of opioid-related legislation across states (Meara et al. (2016)).32

To assess the potential effects of this variation in policy, we use data on state-level leg-
islation pertaining to opioid regulation collected by Meara et al. (2016). These data track a
variety of types of legislation covering categories such as prescription monitoring databases,
prevention of “doctor-shopping” for prescriptions and regulation of pain clinics. For each
state, we sum the number of categories of legislation enacted over the years covered in Meara
et al. (2016), 2006 to 2012. We then interact this measure of the extent of state-level opi-
oid legislation with the post-PNTR indicator and include this interaction in equation 3. The
eighth column in Table 5 (and Tables A.14 and A.15 of the online appendix) indicates that
results from this specification are nearly identical to the baseline, with the primary difference
being that the estimate for ARLD is now statistically significant for the overall population.

Another approach to controlling for changes in medical and drug policies is to include a
full set of state by year fixed effects. This approach captures any state-year-level factor that
might exogenously affect mortality rates, including changes in medical and drug policies,
economic shocks that are unrelated to exposure to PNTR, and changes in states’ underlying
demographic characteristics. This approach is particularly stringent as it absorbs the substan-
tial across-state variation in the NTR gap. Moreover, it will sweep out effects of increases in
the supply of opioids that might be related to PNTR and would therefore belong in estimates

32Morden et al. (2014) describe regional variation in the prevalence of opioid prescription among disabled
medicare beneficiaries.
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of its impact.33

Results with state-year fixed effects are reported in the ninth column of Table 5 (and Ta-
bles A.14 and A.15 of the online appendix). As shown in those columns, we continue to find
a positive relationship between PNTR and both drug overdose and overall deaths of despair
among white males and white females. For suicide, the relationship with PNTR remains pos-
itive and statistically significant overall and for white males, but loses statistical significance
for white females. Results for ARLD become positive and statistically significant overall
and remain statistically significant for white males. Given the substantial variation in the
dependent variable that is captured by state-year fixed effects, we consider these findings to
be persuasive evidence in favor of a role for the change in policy on mortality.

4.5 Manufacturing Intensity

As noted in Section 2.3, our baseline specification includes counties’ initial share of non-
college-educated population to control for the possibility that workers in such counties are
more susceptible to replacement by automation or competition with lower-wage foreign
workers that is unrelated to PNTR, including those employed either inside or outside of
manufacturing. An alternate approach to capturing such variation is to include a control for
counties’ initial share of manufacturing employment, as this share may also be an indicator
of counties whose workers are at risk of replacement by technology. Furthermore, if coun-
ties with high NTR gaps had spuriously high manufacturing employment in the 1990s, this
control can help account for subsequent declines in manufacturing employment during the
2000s that are driven by mean reversion.

On the other hand, counties’ initial shares of manufacturing employment may also cap-
ture unobserved exposure to PNTR. Pierce and Schott (2016a), for example, show that con-
ditional on their own exposure, establishments that are more exposed to PNTR via down-
stream industries experience relatively greater declines in manufacturing employment. As a
result, NTR gaps based solely on own-industry exposure may underestimate the impact of
the change in policy on up-and-downstream-linked manufacturing industries, and this under-
estimation may rise in ways that are difficult to measure if these input-output linkages are
stronger within counties exhibiting agglomeration of industries (Ellison et al. (2010)).

One further consideration is that, in practice, NTR gaps and manufacturing employment
shares are highly correlated (ρ = 0.87) because manufactured goods represent the vast ma-
jority of products present in the U.S. tariff schedule. As a result, inclusion of both exposure

33For example Quinones (2015) describes the possibility of opioid supplies responding to economic condi-
tions in Dreamland:

“The pain treatment revolution had many faces and these mostly belonged to well-meaning doctors and
dedicated nurses. But in the Rust Belt, another kind of pain had emerged. Waves of people sought disability
as a way to survive as jobs departed. Legions of doctors arose who were not so well-meaning, or who simply
found a livelihood helping people who were looking for a monthly government disability check as a solution
to unemployment. By the time the pain revolution changed U.S. medicine, the Ohio River valley had a class of
these docs. They were an economic coping strategy for a lot of folks.”
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to PNTR and counties’ manufacturing share may bias results away from finding an effect for
either.

The final two columns of Table 5 (and Tables A.14 and A.15 of the online appendix) re-
port results for two specifications that control for the initial manufacturing intensity of each
county in two different ways. The first augments the baseline specification to include trend
terms for each quartile of initial manufacturing employment shares. This covariate accounts
for the possibility that counties with different initial manufacturing shares may be on differ-
ent trends in terms of mortality rates even before PNTR. The second augments the baseline
specification to include an interaction of a post-PNTR indicator with the county’s initial
manufacturing share. This covariate allows for the possibility that initially manufacturing-
intensive counties exhibit changes in mortality after 2000 that are unrelated to PNTR.

For overall deaths of despair, we continue to find a positive and significant relationship
with respect to exposure to PNTR for all three groups in both specifications. For specifica-
tions examining suicide, the relationship with PNTR loses statistical significance, while for
drug overdoses, the estimated relationships remain statistically significant and increase in
magnitude. The relationship between the policy change and ARLD is generally statistically
insignificant, overall and among white men, but turns negative and statistically significant in
the final column for the overall population. We interpret the persistence of the overall deaths
of despair relationships in the presence of a term that is highly correlated with the change in
policy as further evidence in favor of a link between PNTR and deaths of despair.

4.6 Migration

County-level mortality rates could, in principle, be influenced by two types of selective out-
migration. The first would be migration based on age, e.g., if younger workers are more
likely to move in response to a labor market shock than older workers. Examining both
population changes and migration, Greenland et al. (2016), for example, find that areas with
greater exposure to PNTR experience relative reductions in population and relatively larger
out-migration, especially among the young, though most of the out-migration occurs with a
lag of 7 to 10 years. Such movement might bias our results downwards or upwards depend-
ing on whether younger workers are more or less likely to suffer deaths of despair. On the
other hand, the SEER population data we use to calculate age-adjusted mortality rates track
population changes by age, race, and gender, at an annual level, and therefore can reason-
ably be expected to reflect changes in the population of young people that might affect the
mortality rates we compute. In addition, the Census population data upon which the SEER
population data are based include explicit adjustments to account for migration.34

34While Arthi et al. (2017) discuss potential errors in inter-censal population estimates, these issues are less
of a concern once the estimates have been revised to reflect the information in subsequent censuses, which has
occurred for the years 1990 to 2010, nearly our entire period of analysis. While data for 2011 to 2013 will not
undergo this revision process until the 2020 Census is released, accuracy of inter-censal population estimates
is less of a concern in the years immediately following a Census (Phipps et al. (2005).
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A second type of selective out-migration that might influence our results involves differ-
ential movement of workers within age groups. If those least likely to suffer deaths of despair
are more likely to migrate in response to the change in U.S. trade policy, our results will be
overstated, and vice versa. While we do not have any data that allows us to address this issue
directly, we do find, below, that while counties more exposed to PNTR experience relative
increases in deaths of despair and some forms of cancer, they experience relative decreases
in mortality from heart attacks. This variation suggests that whatever correlation may exist
between migration and vulnerability to specific causes of death, it is likely complex.

In either case, our finding that age-adjusted mortality rates increase within counties more
exposed to PNTR is evidence of important distributional implications of changes in trade
policy. Moreover, because overall deaths of despair increase substantially over the period we
examine (Figure 2; Case and Deaton (2015)), it is clear that the data do not simply reflect a
reshuffling of population, and therefore mortality, across counties.

5 PNTR and County Labor Markets

As discussed in the introduction, one of the primary ways that trade liberalization might
lead to changes in mortality rates is through its effect on labor market outcomes, and Figure
A.6 in the online appendix shows that passage of PNTR in October 2000 is followed by
a sharp decline in U.S. manufacturing employment and a pronounced increase in the U.S.
unemployment rate.35 In this section, we examine the relationship between PNTR and four
county-level labor market indicators: total employment, the unemployment rate, the labor
force participation rate and per-capita personal income.

We draw data on employment, the unemployment rate and the labor force participation
rate from the U.S. Bureau of Labor Statistics’ (BLS) Local Area Unemployment (LAU)
Statistics Program and the BLS’ Quarterly Census of Employment and Wages (QCEW)
database.36 We use data from the U.S. Bureau of Economic Analysis’s (BEA) Local Area
Personal Income (LAPI) database to track counties’ per capita personal income, which is de-
flated using the BLS regional Consumer Price Index for all urban consumers (CPI-U).37 The
distributions of these labor market variables across counties in the year 2000 are summarized
in Table 1.

For consistency, we make use of the same specification and covariates employed in our
analysis of mortality rates (Equation 3). Results are reported in Table 6, with standard errors

35As discussed in Pierce and Schott (2016a), U.S. value added in manufacturing continued to grow at slightly
lower than the average post-WWII growth rate after PNTR. Houseman et al. (2011) provide evidence that this
growth may in part be inflated by mismeasurement of input price indexes driven by purchases of low-cost
foreign materials.

36These data are available at http://www.bls.gov/lau/ and http://www.bls.gov/cew/cewover.htm.
37Personal income is defined as income received from all domestic and international sources, including

wage income, income from assets and government transfers, but excluding realized or unrealized capital gains
or losses. The LAPI data are available at http://www.bea.gov/regional/. Detailed discussions of the definitions
of personal income are available on the BEA and BLS websites.
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clustered at the county level.38 As indicated in the table, we find that total employment ex-
hibits a negative and statistically significant relationship with county exposure to PNTR, with
the coefficient estimates suggesting that an interquartile shift along the NTR gap distribution
is associated with a relative decline in overall employment of -0.04 log points. The next two
columns of Table 6 reveal that greater exposure to PNTR is associated with a statistically
significant relative increase in counties’ unemployment rates and a statistically significant
relative decline in counties’ labor force participation rates. Here, the DID point estimates
suggest that an interquartile shift in a county’s NTR gap is associated with a relative increase
in the unemployment rate of 1.17 percentage points, or 28.7 percent of the average unem-
ployment rate across counties in the year 2000. For the labor force participation rate, the
comparable implied impact is a decline in the labor force participation rate of -1.4 percent-
age points, or -2.8 percent of the average labor force participation rate across counties in
2000.39

Figure 6 visually reports the results of regressing unemployment and labor force partici-
pation on interactions of the NTR gap with year dummies via Equation 4. As indicated in the
figure, 95 percent confidence intervals of the estimates of θt for are indistinguishable from
zero until around the change in policy, and then rise and fall, respectively, thereafter.40

6 Two-Stage Least Squares Estimates of Mortality on the
Unemployment Rate

For additional insight into labor market outcomes as a mechanism behind the relationship
between PNTR and mortality rates, and to facilitate comparison of our estimates to those
already in the literature (e.g., Ruhm (2000)), we estimate a series of two-stage-least squares
regressions of deaths of despair on the unemployment rate using counties’ NTR gaps as
an instrument for the unemployment rate. The plausible exogeneity of PNTR satisfies the
standard exclusion restriction for instruments, and the relationship between PNTR and the
unemployment rate, documented above, demonstrates its explanatory power.41

38Unfortunately, the data required to compute unemployment and labor force participation rates by race
and gender are unavailable before 2005. Using publicly available data from the American Community Survey
(Table B23003, downloadable at https://factfinder.census.gov/), we find that white unemployment and not-in-
labor-force rates are positively associated with PNTR in 2005 across “super-pumas” (the most disaggregate
level at which the data are available without substantial suppression).

39Autor et al. (2013) show that commuting zones experiencing greater increases in imports from China be-
tween 2000 and 2007 exhibit greater declines in manufacturing employment, larger increases in unemployment
and greater declines in labor force participation. Their estimates imply that the $1,840 actual increase in im-
ports per worker from China from 2000 to 2007 decreases the labor force participation rate by 1.42 percentage
points.

40Additional evidence regarding the severity of the shock to labor markets comes from examination of the
link between PNTR and crime. In Section D of the online appendix, we demonstrate a positive link between
exposure to PNTR and property crime.

41These two-stage least squares estimates are appealing in that they demonstrate a direct mechanism through
which PNTR might affect mortality. Nonetheless, it is important to note that the exclusion restriction would
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Results are reported in Table 7. As indicated in columns one, three, five and seven, we
find a positive relationship between the unemployment rate and overall deaths of despair and
all three individual causes of death when using OLS, though the result is not statistically
significant for ARLD in column seven. Two-stage least squares results, reported in columns
two, four, six and eight also indicate a positive relationship between the unemployment rate
and all four categories of death, though here, too, results for ARLD are statistically insignif-
icant at conventional levels.

Point estimates for overall deaths of despair imply that a one standard deviation increase
in the county unemployment rate in 2000 (1.7 percentage points) is associated with a 25
(=1.7*2.917/20) percent increase in deaths of despair relative to the average in 2000. For
suicide and drug overdoses, the same increase in the county unemployment rate is associated
with a 19 (=1.7*1.182/10) percent increase in suicides and a 56.3 (=1.7*1.706/5) percent in-
crease in drug overdoses. The magnitude of the effect on suicide is substantially higher than
that reported by Ruhm (2000), where a 1 standard deviation increase in the state unemploy-
ment rate (2.1 percentage points) is associated with a 2.7 percent increase in the suicide rate.
The difference in estimates may be driven by the different levels of aggregation in the two
analyses, with variation here at the county-level, compared to state-level variation in Ruhm
(2000), or the fact that relative increases in unemployment associated with the change in
trade policy are more persistent than those associated with typical cyclical fluctuations. Dif-
ferences may also be related to sample periods: whereas the analysis in Ruhm (2000) ends
in 1991, our analysis considers mortality rates through 2013, a relevant distinction given that
Ruhm (2016) shows that the magnitude of the positive relationship between unemployment
rates and suicide nearly triples from 1976 to 2009.

7 Other Causes of Death

In Table 8, we use our baseline specification to investigate the relationship between PNTR
and other causes of death. The first two columns report results for deaths due to all internal
and all external causes. We find positive and statistically significant relationships in both
cases, though the implied impact of PNTR relative to mortality rates in 2000 is larger for
external causes. As indicated in the table, coefficient estimates for internal causes of death
suggest that the implied impact of an interquartile shift in counties’ exposure to PNTR is an
increase in the mortality rate of 1.7 percent versus the average mortality rate for that cause
in the year 2000 (of 807 per 100,000), versus 6.3 percent for external causes.42

A large body of research in the economics and public health literatures examines the
potential impact of health insurance on health outcomes, hypothesizing that lack of coverage

not hold if PNTR influences mortality through channels other than the unemployment rate. Our baseline
OLS estimates, by contrast, allow for the possibility that PNTR could influence mortality rates through other
channels such as changes in the provision of local government services (Feler and Senses (2015)), crime (Che
et al. (2016)), or other labor market outcomes.

42We also report results for the 16 major internal causes of death in Table A.16 of the online appendix.
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might inhibit both preventative screening and treatment of known conditions. Toward that
end, columns three through five of Table 8 examine links between PNTR and several internal
causes of death which, ideally, involve consistent monitoring and treatment, i.e., diabetes, or
are sensitive to preventative screening, i.e., cancer of the breast, bone and skin and cancer
of the digestive tract, which includes colorectal cancer. As indicated in the table, we find
no relationship with respect to diabetes, but we do find positive and statistically significant
relationships for both types of cancer. The implied impacts of an interquartile shift in a
county’s exposure to PNTR for these causes of death are increases in the mortality rate of
1.4 and 1.1 percent, respectively, compared to their year-2000 levels (of 21 and 47 deaths
per 100,000). These results may point to a role for the loss of employer-provided health
insurance in increasing mortality from certain causes of death.43

A number of papers study the link between economic shocks and circulatory disease in
general and acute myocardial infarction (AMI, or heart attack) in particular.44 In columns
six and seven of Table 8, we examine death due to AMI versus all other forms of circulatory
disease.45 As indicated in the table, we find a negative and statistically significant relation-
ship between PNTR and AMI and no statistically significant relationship between PNTR
and other forms circulatory diseases. For AMI, the implied impact of an interquartile in-
crease in counties’ exposure to PNTR is a decrease in mortality of -4.4 percent relative to the
year-2000 level (of 69 per 100,000). One potential explanation for this link between PNTR
and AMI may be the loss of physically demanding manufacturing employment due to the
trade liberalization. McManus and Schaur (2016), for example, argue that firms in import-
competing industries emphasize productivity at the expense of worker safety; loss of such
jobs may reduce mortality due to AMI even as adverse health effects may increase for those
who remain employed in these industries. Relatedly, Hummels et al. (2016) find that a rise
in firm exports is associated with increases in injuries, severe depression and hospitalizations
due to AMI and strokes.

Finally, the last columns of Table 8 reports results for accidents other than drug over-
doses. We find a positive and significant association between exposure to PNTR and mor-
tality from motor vehicle accidents. This relationship is inconsistent with Ruhm (2000) and
Stevens et al. (2011), who find a negative and statistically significant relationship between
this cause of death and unemployment rates. One potential explanation for the difference

43Robbins et al. (2015), for example, links limited insurance coverage with later-stage cancer diagnosis,
especially for cancers that are detectable by screening. Similarly, Baicker et al. (2013) find that coverage
significantly increases use of preventative services, the probability of a positive screening for depression and
diabetes and the use of diabetes medication. Finkelstein et al. (2012) find that coverage leads to better self-
reported physical and mental health.

44Ruhm (2000), for example, finds that a 1 percent increase in the unemployment rate is associated with a
0.5 percent decline in death due to circulatory disease, speculating that this relationship might be driven by
a decline in stressful activity. Browning and Heinesen (2012), on the other hand, find that Danish workers
displaced by plant closure are more likely to die of both heart attack and other forms of circulatory disease than
workers with similar characteristics who are not laid off.

45Circulatory disease is the leading cause of death in the year 2000, with AMI accounting for one-fifth of
deaths within this category.

23



may be the impact of PNTR on drinking while driving. Another might involve healthcare
coverage: Doyle (2006), for example, finds that the medically uninsured receive 20 percent
less care and have a substantially higher mortality rate from auto accidents.

8 Conclusion

This paper examines a link between mortality and exposure to an economic shock, a change
in U.S. trade policy with China known as PNTR, which is associated with relative increases
in U.S. imports from China and relative declines in employment and earnings. We calculate
exposure to PNTR as the employment-weighted-average exposure of the industries active
in each county and calculate mortality rates using confidential data from the CDC. We then
estimate the relationship between PNTR and mortality using a differences-in-differences
framework that nets out any time-invariant county characteristics, as well as annual shocks
that affect counties identically.

We find that exposure to PNTR is associated with relative increases in mortality due to
deaths of despair, particularly drug overdose and suicide. We find that this relationship is
concentrated among whites, and especially among white males. Furthermore, the results
are present for those in middle age, in line with Case and Deaton (2015)’s finding of a
dramatic increase in mortality from deaths of despair among middle-aged whites since 1999.
We find that these results are robust to various extensions, including an alternate empirical
specification that places no restrictions on the timing of the effects of the policy change as
well as including controls for shocks to the supply of opioids and exposure of other counties
in the surrounding labor market.

We also document a potential channel for PNTR to affect mortality rates operating
through the labor market. We show that higher exposure to PNTR is associated with a
relative worsening of labor market conditions, which is observed through declines in em-
ployment and labor force participation, along with an increase in the unemployment rate. In
an instrumental variables analysis, we show that higher county-level unemployment rates are
associated with higher mortality from suicide and drug overdoses when exposure to PNTR
is used to instrument for the endogenous unemployment rate.

While the results in this paper do not provide an assessment of the overall welfare im-
pact of PNTR, we believe that they offer a broader understanding of the distributional im-
plications of trade liberalization by focusing on an outcome that has traditionally received
relatively little attention in the trade literature. Moreover, by providing new evidence regard-
ing the effects of major labor market disruptions, the findings may offer insights for those
considering potential effects of technology shocks on employment.

References
Aghion, P., J. Cai, M. Dewatripont, L. Du, A. Harrison, and P. Legros (2015). Industrial

policy and competition. American Economic Journal: Macroeconomics 7(4), 1–32.

24



Amiti, M., M. Dai, R. C. Feenstra, and J. Romalis (2017, June). How did chinas wto entry
benefit u.s. consumers? Working Paper 23487, National Bureau of Economic Research.

Anderson, R. N., A. M. Minino, D. L. Hoyert, and H. M. Rosenberg (2001, May). Compara-
bility of cause of death between icd-9 and icd-10. National Vital Statistics Reports 59(1).

Antràs, P., T. C. Fort, and F. Tintelnot (2017). The margins of global sourcing: Theory and
evidence from u.s. firms. American Economic Review 107(9), 2514–64.

Arthi, V., B. Beach, and W. W. Hanlon (2017, June). Estimating the recession-mortality
relationship when migration matters. Working Paper 23507, National Bureau of Economic
Research.

Autor, D., D. Dorn, and G. Hanson (2017, February). When work disappears: Manufacturing
decline and the falling marriage-market value of men. Working Paper 23173, National
Bureau of Economic Research.

Autor, D., F. Levy, and R. Murnane (2003). The skill content of recent technological change:
An empirical exploration. The Quarterly Journal of Economics 118(4), 1270–1333.

Autor, D. H., D. Dorn, and G. H. Hanson (2013). The china syndrome: Local labor market
effects of import competition in the united states. American Economic Review 103(6),
2121–68.

Baicker, K., S. L. Taubman, H. L. Allen, M. Bernstein, J. H. Gruber, J. P. Newhouse,
E. C. Schneider, B. J. Wright, A. M. Zaslavsky, and A. N. Finkelstein (2013). The ore-
gon experiment â effects of medicaid on clinical outcomes. New England Journal of
Medicine 368(18), 1713–1722. PMID: 23635051.

Bauerlein, V. and A. Campo-Flores (2016, December). The va hooked veterans on opioids,
then failed them again. Wall Street Journal.

Bloom, N., M. Draca, and J. V. Reenen (2016). Trade induced technical change: The im-
pact of chinese imports on innovation, diffusion, and productivity. Review of Economic
Studies 83, 87–117.

Bockerman, P. and P. Ilmakunnas (2008). Interaction of working conditions, job satisfac-
tion, and sickness absences: Evidence from a representative sample of employees. Social
Science & Medicine 67(4), 520 – 528.

Bombardini, M. and B. Li (2016, November). Trade, pollution and mortality in china. Work-
ing Paper 22804, National Bureau of Economic Research.

Brambilla, I., A. K. Khandelwal, and P. K. Schott (2010). China’s experience under the
multi-fiber arrangement (mfa) and the agreement on textiles and clothing (atc). In China’s
Growing Role in World Trade, pp. 345–387. University of Chicago Press.

Brandt, L., J. Van Biesebroeck, L. Wang, and Y. Zhang (2017, September). Wto accession
and performance of chinese manufacturing firms. American Economic Review 107(9),
2784–2820.

Browning, M. and E. Heinesen (2012, April). Effect of job loss due to plant closure on
mortality and hospitalization. 31, 599–616.

Case, A. and A. Deaton (2015). Rising morbidity and mortality in midlife among white
non-hispanic americans in the 21st century. Proceedings of the National Academy of
Sciences 112(49), 15078–15083.

Case, A. and A. Deaton (2017). Mortality and morbidity in the 21st century. Brookings
Papers on Economic Activity, Spring 2017.

Che, Y., X. Xu, and Y. Zhang (2016, July). Chinese import competition, crime, and govern-

25



ment transfers in us.
Classen, T. J. and R. A. Dunn (2012). The effect of job loss and unemployment duration

on suicide risk in the united states: a new look using mass-layoffs and unemployment
duration. Health Economics 21(3), 338–350.

Cutler, D., A. Deaton, and A. Lleras-Muney (2006, September). The determinants of mor-
tality. Journal of Economic Perspectives 20(3), 97–120.

Dean, J. M. and M. E. Lovely (2010). Trade growth, production fragmentation, and china’s
environment. In China’s growing role in world trade, pp. 429–469. University of Chicago
Press.

Deb, P., W. T. Gallo, P. Ayyagari, J. M. Fletcher, and J. L. Sindelar (2011). The effect of job
loss on overweight and drinking. Journal of Health Economics 30(2), 317 – 327.

Dix-Carneiro, R. and B. K. Kovak (2015, January). Trade reform and regional dynamics:
Evidence from 25 years of brazilian matched employer-employee data. Working Paper
20908, National Bureau of Economic Research.

Doyle, J. J. (2006). Health insurance, treatment and outcomes: using auto accidents as health
shocks. Health 87(2).

Ebenstein, A., A. Harrison, M. McMillan, and S. Phillips (2014). Estimating the impact
of trade and offshoring on american workers using the current population surveys. The
Review of Economics and Statistics.

Ellison, G., E. L. Glaeser, and W. R. Kerr (2010, June). What causes industry agglomeration?
evidence from coagglomeration patterns. American Economic Review 100(3), 1195–1213.

Falba, T., H.-M. Teng, J. L. Sindelar, and W. T. Gallo (2005). The effect of involuntary job
loss on smoking intensity and relapse. Addiction 100(9), 1330–1339.

Feenstra, R. C., J. Romalis, and P. K. Schott (2002). Us imports, exports, and tariff data,
1989-2001. Technical report, National bureau of economic research.

Feler, L. and M. Z. Senses (2015). Trade shocks and the provision of local public goods.
Manuscript, JHU-SAIS, December.

Feler, L. and M. Z. Senses (2017, November). Trade shocks and the provision of local public
goods. American Economic Journal: Economic Policy 9(4), 101–43.

Feng, L., Z. Li, and D. L. Swenson (2016). The connection between imported interme-
diate inputs and exports: Evidence from chinese firms. Journal of International Eco-
nomics 101(C), 86–101.

Finkelstein, A., S. Taubman, B. Wright, M. Bernstein, J. Gruber, J. P. Newhouse, H. Allen,
and K. Baicker (2012). The oregon health insurance experiment: Evidence from the first
year*. The Quarterly Journal of Economics 127(3), 1057–1106.

Gemmill, A., A. Falconi, D. Karasek, T. Hartig, E. Anderson, and R. Catalano (2015). Do
macroeconomic contractions induce or ï¿œharvestï¿œsuicides? a test of competing hy-
potheses. J Epidemiol Community Health, jech–2015.

Girma, S., Y. Gong, and H. Gorg (2009). What determines innovation activity in chinese
state-owned enterprises? the role of foreign direct investment. World Development 37(4),
866 – 873. Law, Finance and Economic Growth in China.

Greenland, A., J. Lopresti, and P. McHenry (2016). Import competition and internal migra-
tion.

Handley, K. and N. Limao (2017, September). Policy uncertainty, trade, and welfare: Theory
and evidence for china and the united states. American Economic Review 107(9), 2731–

26



83.
Hollingsworth, A., C. J. Ruhm, and K. Simon (2017, February). Macroeconomic conditions

and opioid abuse. Working Paper 23192, National Bureau of Economic Research.
Houseman, S., C. Kurz, P. Lengermann, and B. Mandel (2011, June). Offshoring bias in u.s.

manufacturing. Journal of Economic Perspectives 25(2), 111–32.
Hummels, D., J. R. Munch, and C. Xiang (2016, February). Offshoring and labor markets.

Working Paper 22041, National Bureau of Economic Research.
Iyer, L. and P. B. Topalova (2014). Poverty and crime: evidence from rainfall and trade

shocks in india.
Jaimovich, N. and H. E. Siu (2012, August). The trend is the cycle: Job polarization and

jobless recoveries. Working Paper 18334, National Bureau of Economic Research.
Kemp, J. and R. M. Bossarte (2012, March). Surveillance of suicide and suicide attempts

among veterans: Addressing a national imperative.
Khandelwal, A. K., P. K. Schott, and S.-J. Wei (2013, October). Trade liberalization and

embedded institutional reform: Evidence from chinese exporters. American Economic
Review 103(6), 2169–95.

McManus, T. and G. Schaur (2015). The effects of import competition on health in the local
economy. Working Paper, Midwest International Trade Economics Conference Fall.

McManus, T. C. and G. Schaur (2016). The effects of import competition on worker health.
Journal of International Economics 102(Supplement C), 160 – 172.

Meara, E., J. R. Horwitz, W. Powell, L. McClelland, W. Zhou, A. J. O’malley, and N. E.
Morden (2016). State legal restrictions and prescription-opioid use among disabled adults.
New England Journal of Medicine 375(1), 44–53.

Mion, G. and L. Zhu (2013). Import competition from and offshoring to china: A curse or
blessing for firms? Journal of International Economics 89(1), 202 – 215.

Morden, N. E., J. C. Munson, C. H. Colla, J. S. Skinner, J. P. Bynum, W. Zhou, and E. R.
Meara (2014). Prescription opioid use among disabled medicare beneficiaries: Intensity,
trends and regional variation. Medical care 52(9), 852.

Phipps, A. I., C. A. Clarke, and R. R. Ereman (2005). Impact of intercensal population
projections and error of closure on breast cancer surveillance: examples from 10 california
counties.

Pierce, J. R. and P. K. Schott (2016a). The Surprisingly Swift Decline of U.S. Manufacturing
Employment. American Economic Review 106(7), 1632–1662.

Pierce, J. R. and P. K. Schott (2016b). Trade liberalization and mortality: Evidence from us
counties. Working Paper 22849, NBER.

Quinones, S. (2015). Dreamland: The True Tale of America’s Opiate Epidemic. Bloomsbury
Press.

Robbins, A., X. Han, E. Ward, E. Simard, Z. Zheng, and A. Jemal (2015). Association
between the affordable care act dependent coverage expansion and cervical cancer stage
and treatment in young women. JAMA 314(20), 2189–2191.

Rose A. Rudd, Noah Aleshire, J. E. Z. and M. R. Gladden (2016, January). Increases in drug
and opioid overdose deaths â united states, 2000â2014. Morbidity and Mortality Weekly
Report 64, 50–51.

Rowley, S. H. (1993, May). China woos western businesses, snubs clinton. Chicago Tribune.
Ruhm, C. J. (2000). Are recessions good for your health?*. The Quarterly Journal of

27



Economics 115(2), 617–650.
Ruhm, C. J. (2016). Health effects of economic crises. Health Economics 25, 6–24. HEC-

15-0485.R1.
Schottenfeld, D., M. Eaton, S. C Sommers, D. R Alonso, and C. Wilkinson (1983, 01). The

autopsy as a measure of accuracy of the death certificate. 58, 778–94.
Sommers, B. D., K. Baicker, and A. M. Epstein (2012). Mortality and access to care among

adults after state medicaid expansions. New England Journal of Medicine 367(11), 1025–
1034. PMID: 22830435.

Stevens, A. H., D. L. Miller, M. E. Page, and M. Filipski (2011). The best of times, the worst
of times: Understanding pro-cyclical mortality. NBER Working Paper Series-National
Bureau ofEconomic Research (17657).

Sullivan, D. and T. V. Wachter (2009). Job displacement and mortality: An analysis using
administrative data. Quarterly Journal of Economics, 1265–1306.

Tolbert, C. M. and M. Sizer (1996). Us commuting zones and labor market areas: A 1990
update.

Torres-Ruiz, L. and H. Utar (2013). International competition and industrial evolution: Ev-
idence from the impact of chinese competition on mexican maquiladoras. Journal of
Development Economics 105, 267–287.

28



Table 1: Summary Statistics

29



Table 2: PNTR and Deaths of Despair
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Table 3: PNTR and Suicide, Drug Overdoses and ARLD
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Table 4: PNTR and Deaths of Despair by Gender and Race
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Table 5: Robustness Exercises: Overall Population
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Table 6: PNTR and Employment Outcomes (LAU and QCEW)
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Table 7: Mortality and Unemployment (2SLS)

35



Table 8: PNTR and Other Causes of Death
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Figure 1: Distribution of Overall Mortality Rates

Figure 2: Death Rates for Whites Aged 45-54

Figure 3: Distribution of 1999 NTR Gaps Across Counties
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Figure 4: Implied Impact of PNTR, by Age Category
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Figure 5: Implied Impact of PNTR (Equation 4)

Figure 6: Implied Impact of PNTR on Employment Outcomes Using Annual DID Specifi-
cation (Equation 4)
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Appendix for Online Publication
This online appendix contains additional empirical results and information on data creation
referenced in the main text.

A Cause of Death Codes

Causes of death are classified by the NCHS based on codes listed in the International Clas-
sification of Diseases (ICD), where version 10 of the ICD codes (ICD-10) is used for years
1999 to 2013 and version 9 (ICD-9) of the ICD codes is used for years 1990 to 1998. NCHS
recodes the ICD causes of death into classification systems of varying levels of aggregation.
We use the NCHS 282 cause recodes for the years 1990 to 1998 and the NCHS 358 cause re-
codes for the years 1999 to 2013. The following codes are used to define the three categories
of deaths of despair considered in this paper:

• Suicide:

– NCHS 282 Cause Recodes (1990-1998): 33700-34400

– NCHS 358 Cause Recodes (1999-2013): 424-431

• Drug Overdoses

– NCHS 282 Cause Recodes (1990-1998): 31700, 35300

– NCHS 358 Cause Recodes (1999-2013): 420, 443

• Alcohol-Related Liver Disease

– NCHS 282 Cause Recodes (1990-1998): 24200

– NCHS 358 Cause Recodes (1999-2013): 298

B Regional Price Indexes

The BLS produces CPIs for four regions: the northeast (Maine, Massachusetts, New Hamp-
shire, New Jersey, New York, Pennsylvania, Rhode Island and Vermont), the midwest (Illi-
nois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio,
South Dakota, Wisconsin), the south (Alabama, Arkansas, Delaware, District of Columbia,
Florida, Geogia, Kentucky, Louisiana, Maryland, Mississippi, North Carolina, Oklahoma,
South Carolina, Tennessee, Texas, Virginia and West Virginia) and the west (Alaska, Ari-
zona, California, Colorado, Hawaii, Idaho, Montana, Nevada, New Mexico, Oregon, Utah,
Washington, Wyoming). We use the CPI for urban consumers for these regions to deflate the
income measures analyzed in the main text.
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C Super-PUMAs

We develop an algorithm to assign counties to what we refer to as “super-PUMAs.” We start
with the U.S. Census Bureau’s concordance of counties to PUMAs for the 2000 decennial
census. Census defines PUMAs to be geographic areas nested within states that contain pop-
ulations of at least 100,000 and cover the entirety of the United States. These areas are built
upon their definitions of census tracts, and are designed to be geographically contiguous. As
a county might be assigned to more than one PUMA, we develop an algorithm that combines
PUMAs as needed into what we refer to as “super-PUMAs” to ensure that each county maps
to at most one PUMA or super-PUMA.46 After this mapping we have 955 super-PUMAs
versus 2071 PUMAs and 3135 counties. Figure A.5 compares the population distributions
for counties, PUMAs and super-PUMAs.

D Crime

We examine the relationship between PNTR and crime rates for three reasons. First, an
increase in crime could affect mortality directly, e.g. via homicides, though it turns out
that we do not find evidence for that channel. Second, an increase in crime contributes to a
lower quality of life and thereby might contribute to depression or other conditions consistent
with the increases in mortality noted above. Finally, a link between PNTR and crime rates
provides additional evidence of the seriousness of the labor market disruptions documented
in the main text (Iyer and Topalova (2014), Dix-Carneiro and Kovak (2015).47

Our analysis makes use of county-level crime rate statistics per 100,000 residents avail-
able from the Federal Bureau of Investigation (FBI) via the Uniform Crime Reporting (UCR)
database.48 These data, available from 1990 to 2006, break overall crime rates into two main
categories, violent and property crime, and eight sub-categories: murder, rape, robbery, as-
sault, burglary, larceny, auto theft and arson.49

Table A.17 reports the results. As indicated in the first and second columns of the table,
counties’ exposure to the change in U.S. trade policy has a positive relationship with both
overall violent crime and overall property crime, but this relationship is only statistically
significant at conventional levels for overall property crime. The DID point estimate for
the property crime regression implies that an interquartile shift in a county’s NTR gap is
associated with an increase in the rate of property crime per 100,000 residents of 128.42,
or 3.8 percent of the average property crime rate across counties in the year 2000 (3365 per
100,000). These results are consistent with Feler and Senses (2017) who note that counties

46We are unable to split counties across PUMAs because we observe mortality rates at the county level.
47Che et al. (2016) and Feler and Senses (2017) examine the link between Chinese imports and U.S. crime

across commuting zones.
48These data are available at https://www.fbi.gov/about-us/cjis/ucr/ucr.
49Burglary is defined as theft (i.e., larceny) combined with unlawful entry. Robbery is defined as forcible

theft from a person.
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more exposed to imports from China experienced small increases in property crime, while
the least exposed counties experienced a substantial reduction in crime.

The remaining columns of Table A.17 illustrate positive and statistically significant rela-
tionships between counties’ exposure to PNTR and several sub-categories of property crime,
including robbery, larceny and motor vehicle theft. Coefficient estimates suggest interquar-
tile shifts in counties’ exposure to PNTR are associated with increases in the rates of these
crimes of 12.9, 3.4 and 8.2 percent compared to their year-2000 levels.

Appendix Tables and Figures

Table A.1: Distribution of U.S. Population Across Age Categories in 2000
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Table A.2: Average Death Rates by Major Causes of Death
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Table A.3: 1999 NTR Gap versus Other County Attributes

44



Table A.4: PNTR and Suicide, By Gender and Race
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Table A.5: PNTR and Drug Overdoses, By Gender and Race
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Table A.6: PNTR and Alcohol-Related Liver Disease, By Gender and Race
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Table A.7: Share of Whites and Males Among Occupations in Manufacturing, 1999
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Table A.8: PNTR and Suicide by White Males, By Age Group
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Table A.9: PNTR and Suicide by White Females, By Age Group
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Table A.10: PNTR and Drug Overdose for White Males, By Age Group
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Table A.11: PNTR and Drug Overdose for White Females, By Age Group
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Table A.12: PNTR and ARLD for White Males, By Age Group
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Table A.13: PNTR and ARLD for White Females, By Age Group
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Table A.14: Robustness Exercises: White Males
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Table A.15: Robustness Exercises: White Females
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Table A.16: PNTR and Internal Causes of Death (CDC)
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Table A.17: PNTR and Crime Rates per 100,000 Population (UCR)
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Figure A.1: Counties’ Own versus Surrounding Commuting Zone NTR Gaps

Figure A.2: Distribution of Counties’ Exposure to MFA Phase-Outs (MFA Exposurect) and
Counties’ NTR Tariffs (NT Rct)
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Figure A.3: Distribution of Counties’ Exposure to Reductions in Chinese Tariffs and Do-
mestic Production Subsidies

Figure A.4: County NTR Gaps by Racial Group
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Figure A.5: Distribution of Population Across Various Geographic Units

Figure A.6: Post-War U.S. Manufacturing Employment
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