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Abstract 
This paper uses both a nonstructural and a structural approach to investigate the drivers of the 
business cycles in the US and 15 Trans-Pacific (TP) countries. Our nonstructural analysis, based 
on a principal component methodology, reveals the shares of variation in macroeconomic 
variables that are due to factors common to both the US and the TP region, and factors that are 
region specific. We obtain similar measures by using a structural model (an estimated two 
country dynamic stochastic general equilibrium model) that allows for common and correlated 
shocks across the two regions. The clear and common finding from our analyses is that common 
shocks explain a substantial amount of macroeconomic variation. Comparison with the NAFTA 
region, along this dimension, reveals that the US economy is more similar to the TP region than 
it is with Mexico and Canada. 
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1. Introduction 

The Trans-Pacific Partnership (TPP) Agreement, signed February 2016, is designed to 

increase the economic integration of 12 economies by lowering tariff and non-tariff barriers to 

trade. From the perspective of the US, one impetus for the TPP is the potential diversion of trade 

away from China and the greater presence that US would have in the East Asian and world trade 

markets. The risk is that the region includes a diverse group of countries at different stages of 

development and thus closer ties that the US forms with this region could endanger its economic 

stability. This is consistent with the stylized finding that regional economic integration, through 

customs and monetary unions, are usually unsuccessful if economies joining the union are not 

similar (especially if smaller and less stable economies are joining the union to converge to the 

more stable larger economy). There are, however, indications that these risks may not be as great 

as recent research, albeit mostly on advanced economies, suggests as economies in the world 

have become more aligned as a result of deeper financial integration and faster cross-country 

transmission of technological advances. The topic of this paper is very political and 

controversial, and recently US has withdrawn from the partnership.  

In our paper, we put aside the political and social aspects of TPP and judge the potential 

merits of the agreement in terms of macroeconomic volatility if the US were to ratify it in the 

future. We do so by identifying shocks/components that affect the TP and US economies 

similarly and then determining their importance for macroeconomic volatility in the two 

economies. This allows us to infer, reasonably, that if shocks that are common to both regions 

cause substantial fluctuations of macroeconomic variables in the two regions then the two 

economies are similar. Conversely, if local shocks are the main drivers of local business cycles 

then the US and TP economies are not similar structurally and that the potential costs of joining 
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TPP would be high for the US.1 There is one clear inference from our analysis: common shocks 

explain a large share of the variation in the endogenous variables in both regions and they are 

often more important drivers of macroeconomic fluctuations than local shocks. The strength of 

this finding comes from the fact that both a nonstructural and a structural analysis, a principal 

component analysis and a two region DSGE (Dynamic Stochastic General Equilibrium) analysis, 

point in the same direction. To put our initial findings in perspective, we use the NAFTA (North 

American Free Trade Agreement) region as a point of reference. Specifically, we replace TP data 

with those from Canada and Mexico to identify common shocks and quantify their importance 

for business cycles in the NAFTA region. This comparison, under both methodologies, indicates 

a greater degree of commonality in the US-TP grouping.  

In the first half of the paper, we use a principal components methodology to identify the 

role of common factors that are shared among the US and TP regions from a large panel of time 

series data formed by 10 macroeconomic variables (output, consumption, investment, price of 

foreign goods, price of domestic goods, risk-free interest rate, risk premium, rental rate of 

capital, wage rate, labor supply, firms’ net worth) for each region and a common exchange rate 

variable. Principal component analysis is often used to identify the unobservable set of factors 

that jointly explain the co-movements of observed variables. This method is particularly useful 

when the structure of the economy is unknown.  In our paper, we further decompose the factor 

space recovered from the principal components into US/TP common factors and region-specific 

factors using the factor-augmented vector autoregression (FAVAR) approach. To identify the 

US/TP common factors, we treat the region-specific factors as observed closely following an 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 We should mention that economic integration is a broad topic including not just the business cycle alignment 
aspect mentioned above but also similarity of sectoral composition, labor and capital mobility and policy alignment. 
While these aspects of integration are strongly related to business cycle alignment, we choose our approach mainly 
to narrow-down our analysis and make it more focused. 
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empirical strategy similar to that in Boivin et al. (2009) and Boivin and Giannoni (2010). The 

strength of our approach is that it does not require unreasonable assumptions (such as the 

recursiveness assumption among factors) to attain decompositions which are often hard to justify 

based on either conceptual or empirical grounds.  

We find that for the ten US variables that we consider, principal components explain on 

average 67.2% of their total variation, 44.0% of which can be attributed to US/TP common 

factors and 23.2% to region-specific factors. The remaining variation is variable-specific. We 

find a similar result for the TP variables albeit with slightly higher numbers (74.2% of the total 

variation explained through principal components and 40.6% through US/TP common factors). 

The results thus suggest a high level of similarity through common factors. When we replicate 

our exercise by replacing TP variables with those from Canada and Mexico, we find that out of 

the 68.5% of average variation for the US explained by principal components, 37.4% is due to 

common factors. The corresponding figures for the region formed by Canada and Mexico are 

65.3% and 34.2%, respectively. Comparing these results with those reported above, we observe 

that while common shocks are once again important drivers of macroeconomic volatility, their 

shares are lower in the NAFTA region (especially for Canada and Mexico). 

In the second half of the paper, we use the same data but we impose structural restrictions 

on how the two economies (US-TP or US-Canada&Mexico) behave and are related to inform us 

about the degree of macroeconomic similarity. To do so, we build a large scale two country 

DSGE model that incorporates the nominal and real rigidities in Bernanke et al. (1999), 

Christiano et al. (2005), Smets and Wouters (2007) and shares the open economy features of 

Justiniano and Preston (2010). We estimate the model by using the data from the US and the TP 

region mentioned above and a Bayesian methodology. We then replace TP data with those for 
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the Canada/Mexico region and repeat our estimation methodology. These estimations allow us to 

identify structural shocks and determine their contribution to macroeconomic volatility. The 

unique part of our analysis here lies in the definition of the shock processes that govern model 

dynamics. Specifically, we distinguish between two types of shocks, common and local, and we 

allow local shocks to be correlated across the two economies. Common shocks affect each region 

symmetrically and local shocks that originate in one region are transmitted to the other. Our 

estimation methodology then allows us to identify the unique contributions of local and common 

shocks, and cross-country shock transmission to the variance decomposition of macroeconomic 

variables.  

The results, similar to those from our earlier exercise, demonstrate the relative 

importance of common shocks and a greater degree of similarity between the US and TP region. 

Specifically, the share of common shocks are large (with an average share of 33.3 % and 31.0% 

in the forecast error variance decompositions of US and TP variables, respectively) and the 

contribution of common shocks to macroeconomic volatility is higher for the US-TP pairing 

compared to the US–Canada&Mexico pairing (with an average of 24.3% and 6.8% in the 

forecast error variance decompositions of 10 variables from the US and Canada/Mexico regions, 

respectively). The results also show, for each estimation and region pairing, that demand shocks 

are the main drivers of the real variables in our model (i.e., output, consumption, investment and 

labor supply).  

In addition, our DSGE analysis reveals that the transmission of shocks that the US 

receives from Canada and Mexico (34.5%) is stronger than it does from the TP region (21.9%) 

and that the share of this source of macroeconomic volatility for the US is larger than the effects 

of common shocks. It is reasonable to infer from this that the US economy experiences a greater 
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degree of instability through shocks originating in the economies of Canada and Mexico than it 

does through TP shocks.  

Based on the aspects of economic similarity that we investigate in this paper, the overall 

conclusion that we draw is that the US economy is more similar to those in the TP region than it 

is with the economies of Canada and Mexico. In addition, these two countries present a greater 

source of external instability for the US than TP countries and thus the economic stability losses 

that the US would incur by joining TPP would be lower than those she incurs through NAFTA.   

Our work is related to a long standing yet rapidly expanding literature on the sources of 

international business cycles (e.g. Engle and Kozicki, 1993; Clark and Shin, 2000; Kose et al. 

2003; Crucini et al., 2011; Mumtaz et al., 2011; Kose et al., 2012). A majority of the studies in 

this literate use dynamic factor analyses to identify the global/regional and domestic drivers of 

business cycles in a group of countries.  The evidence is mixed. While studies such as Kose et al. 

(2012) and Mumtaz et al. (2011) find evidence that business cycles in the world are becoming 

less synchronized (what is referred to as decoupling), the findings of Crucini et al. (2011) 

indicate otherwise.  

Compared with this research, the group of countries that we consider make our analysis 

unique. The sources of business cycle fluctuations in TP countries and what they imply for the 

TP-US integration has not been determined before to the best of our knowledge. Our main 

contribution, however, lies in our methodology as we deviate from the aforementioned studies in 

two ways. First, in addition to the common/global and domestic driving factors, we also include 

and identify the US specific drivers of TP business cycles and the TP specific drivers of US 

business cycles. Specifically, our estimated DSGE model allows us to separately consider the 

contribution of common shocks and the transmission of shocks from one region to another. We 
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find, for example, a strong degree of shock transmission in the NAFTA region. The scope of this 

analysis is wider than those in studies that either consider shock transmission (e.g. Schmitt-

Grohe, 1998; Canova and de Nicolo, 2003) or common shocks (e.g. Crucini et al., 2011; Kose et 

al., 2012) as the source of business cycles. Second, while most studies investigate the 

comovements between real or nominal variables, we allow for and investigate the interaction 

between the two types of variables.  

Our DSGE analysis is more closely related to the literature that experienced a rapid 

expansion after the 2008 Global Financial Crisis. Since the crisis, research has sought alternative 

and more rigorous ways of decreasing the degree of risk-sharing and consumption correlation in 

standard two-country models (as initially pointed out by Backus et al., 1992). This in turn allows 

open economy models to explain how the crisis depressed economic activity simultaneously in 

the world and to generate a higher output correlation that is observed in the data compared to that 

in standard open economy models. To find a closer match between data and model output 

researchers have included trade frictions and home-bias in portfolio holdings (Obstfeld and 

Rogoff, 2001; Backus, Kehoe, Kydland, 1992; Zimmermann, 1997; Ravn and Mazzenga,  2004) 

have allowed for incomplete asset markets (Kollmann, 1996; Kehoe and Perri, 2002;  Heathcote 

and Perri, 2002) and have incorporated global banking activity (Alpanda and Aysun, 2014; 

Devereux and Yetman, 2010; Kollmann et al., 2011) and production and technology alignment 

(e.g. Elliott and Fatás, 1996; Kose and Yi, 2001; Stockman and Tesar, 1995; Keller, 2004). Our 

analysis is fundamentally different from these papers. In our model, instead of including a source 

of friction or mechanism that can absorb/generate common shocks, we allow the data to reveal 

the source of these shocks and to indicate their contribution to output volatility. It would be 

interesting to conduct a horse-race between the different mechanisms above to find the one that 
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does a better job of absorbing the contribution of common shocks. We refrain from doing so, 

nevertheless, as we are primarily interested in the contribution of common shocks and not their 

source in this paper. Imposing a parsimonious structure along the international dimension, 

therefore, is the best way we can execute our computational analysis.  

2. Principal Component Analysis 

In this section we explain how we construct our dataset, we describe our principal 

component methodology and we discuss the results that we obtain by using this methodology. 

2.1. The Trans-Pacific region 

The Trans-Pacific region generally refers to the group of countries spread across Asia, 

Oceania, and the Americas.  In this paper, we specifically select 15 countries to represent the 

entire region: nine countries from Asia (Hong Kong, Indonesia, Japan, Korea, Malaysia, 

Philippines, Singapore, Taiwan, Thailand), two from Oceania (Australia, New Zealand), and four 

from Americas (Canada, Chile, Mexico, Peru). The GDP of these 15 TP countries plus US totals 

$31,582.7 billion (2014, in current US dollars), which is roughly 40 percent of the world GDP. 

As we display in Table 1, the GDP of 15 TP countries combined is $14,234.6 billion and the US 

GDP is $17,348.1 billion. The two regions that are the focal point of our paper are similar in size 

and thus the two country model that we use in our structural analysis is a reasonable way to 

capture the dynamics and interrelations of the two regions.  

Amongst the TP countries, Japan has the largest GDP, which constitutes roughly one-

third of the total TP GDP. Canada and Mexico, who form North-American Free Trade 

Agreement (NAFTA) with the US, have a combined GDP equivalent to one-fifth of TP GDP. 

Eight non-OECD countries have combined GDP that is similar in size with Canada and Mexico, 
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but their total population (518.5 million) is much larger than Canada and Mexico combined. 2 

These non-OECD countries also tend to have high trade share, showing their economic 

dependence with larger trading partners such as US and Japan.  

The selection of the 15 TP countries is motivated by the ongoing discussion regarding the 

Trans-Pacific Partnership: 9 of the 15 countries are officially participating in the negotiation 

process and other three have expressed their interest in joining the partnership.3 Due to lack of 

interest, China and Russia are not included in our definition of the Trans-Pacific region, even 

though both countries play an important role in the region.4 Although Vietnam and Brunei 

Darussalam are in the group of the original signatories of the agreement, they are dropped 

because of limited data availability. Hereafter, we use the abbreviation “TP” to collectively refer 

to the group of countries mentioned above.5 

2.2. Dataset and principal component extraction 

We begin our analysis by collecting the following 13 variables for the 15 TP countries: 

(1) output, (2) consumption, (3) investment, (4) price of foreign goods, (5) price of domestic 

goods, (6) risk-free interest rate, (7) short-term risk-free interest rate, (8) risk premium, (9) rental 

rate of capital, (1) wage rate, (11) labor, (12) net worth, and (13) exchange rate. The panel dataset 

that we construct is balanced and the sample period is 1991Q2 – 2014Q4 (T = 95). The data 

definitions are provided in Appendix A. The main reason we choose these variables is to align 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
2 These are Hong Kong, Indonesia, Malaysia, Peru, Philippines, Singapore, Taiwan, Thailand 
3 The official TPP members are Australia, Canada, Chile, Japan, Malaysia, Mexico, New Zealand, Peru, Singapore.  
Countries that have expressed interest in TPP are South Korea, Taiwan, Thailand (Mercurio, 2014).  
4 Vietnam and Brunei Darussalam are also in the group of the original signatories of the agreement. We drop these 
two countries from our sample because of limited data availability. 
5 To abbreviate country names in tables/figures, we adopt the 3-letter codes used by the United Nations: 
Australia=AUS, Canada=CAN, Chile=CHL, Hong Kong=HKG, Indonesia=IDN, Japan=JPN, Korea=KOR, 
Malaysia=MYS, Mexico=MEX, New Zealand=NZL, Peru=PER, Phillippines=PHL, Singapore=SGP, 
Taiwan=TWN, Thailand=THA, United States=USA. 
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our principal component analysis with our DSGE analysis. As we explain in the next section, the 

variables listed above are commonly used in large scale DSGE models to describe the real and 

financial sectors of an economy and the price setting behavior that takes place. The sample 

period choice is largely dictated by data availability.  

Table 2 shows some summary statistics for the US and TP variables listed above. Column 

(a) and (b) represents the sample mean and the sample standard deviation. During the sample 

period, US output grew faster than TP on average (2.59% versus 2.34%, quarterly basis) and TP 

variables (whose construction is described below) generally have larger standard deviations than 

their US counterpart. The numbers in column (g) show the pairwise correlation between US and 

TP variables. The correlation coefficients are high for import price inflation and short-term risk-

free interest rates and low for wage inflation and home price inflation. It is important to note that 

the correlation coefficients of output, consumption, and investment are all positive and non-

trivial in magnitude. The goal in our paper is to identify the drivers of this positive correlation.  

The next step is to construct TP aggregates for each series. For this purpose, we use a 

Principal Component Analysis (PCA) that is, as mentioned above, a nonparametric approach 

designed for understanding the relationship between variables when the underlying the 

mechanism/structure that links the variables is unknown. Before extracting principal 

components, we log-difference all series, excluding rate of return measures which are linearly 

detrended, and we normalize series so that each has a variance of one.  

We proceed by extracting the first principal component for each series j by using the 

following formulation: 

𝑋!,!! = 𝜆!!𝑓!,! + 𝑒!,!! ,                  (1) 
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where 𝑓!,! is the principal component common across all countries, 𝜆!! is the associated factor 

loading for country c, and 𝑒!,!!  is the error term. The above equation can be further rewritten in 

stacked form as 

jjjj efX += 'λ                   (2) 

where 𝑋!, 𝑒! are T-by-C matrices and 𝑓!, 𝜆! are vectors of T and C elements (T denoting the 

number of time periods and C denoting the number of countries in our sample), respectively. 

Following the usual practice in the literature (e.g., Bernanke et al., 2005; Stock and Watson, 

2005), we separately identify 𝑓! and 𝜆! by applying a two-step estimation methodology.6 Finally, 

we compute a TP aggregate for each series, denoted by tp
tjX , , by rescaling the extracted principal 

component where countries’ GDPs (in current US dollars) are used as weights in the following 

equation: 

𝑋!,!
!" = 𝜔!,!! 𝑋!! + 𝑓!,!×

!!,!!!
!

!

!!,!
,                   (3) 

where 𝜔!,! denotes these weights,  𝑋!!, 𝜎!!   are the sample mean and the standard deviation for 

series j of country c, and 𝜎!,! is the sample standard deviation of the principal component for 

series j. Following common practice, we use GDP as weights in equation (3) to rescale the 

extracted principal components. This is necessary since the extracted principal components do 

not have an economically meaningful unit of measurement.7 The procedure also ensures that that 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6 In the first step, we estimate the factor 𝑓! by minimizing the squared residuals in Equation (2) while treating the 
unknown loading as given. In the second step, we estimate the loading by using a PCA. We estimate the factor 
loading as the first eigenvector of the variance-covariance matrix of 𝑋!, while imposing the restriction 1/𝑇(𝑓!′𝑓!) =
1 on the factors. 
7 To obtain , we first calculate the output weight of individual TP countries for each year in 1991-2014. 

Second, we take the average across years. 
jc ,ω
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larger countries such as Japan receive a large weight relative to smaller countries in the 

construction of the series. 	  

2.3. Variance Decomposition Using Principal Components 

In this section, we combine the TP aggregates from the previous section with US 

variables to identify the sources of US/TP variable co-movements. We do so by using the 

following PCA formulation: 

𝑋!!"
𝑋!"",!!"

𝑋!
!"

𝑋!"",!
!"

= Λ
𝐹!,!
⋮
𝐹!,!

+

𝑒!!"
𝑒!"",!!"

𝑒!
!"

𝑒!"",!
!"

,                                                                                                                                       (4) 

where 𝑋!!" ≡ 𝑋!!",… ,𝑋!"!" ′ is vector of the 12 major macro series for US, 𝑋!
!" ≡ 𝑋!

!",… ,𝑋!"
!" ′ 

is the vector of 13 major macro series for TP, that we constructed through Equation (3), 𝑋!"",!!" , 

𝑋!"",!
!"  are vectors of additional variables that we incorporate in the variance decomposition 

exercise (explained below), 𝐹! ≡ 𝐹!,! ,… ,𝐹!,! ′  represents unobserved factors, where 𝐾 

represents the number of extracted principal components, Λ is the N × K matrix of factor 

loadings where 𝑁 represents the total number of time series used in this exercise, and 𝑒! ≡

𝑒!!", 𝑒!"",!!" , 𝑒!
!!, 𝑒!"",!

!" ′ is the vector of idiosyncratic (variable-specific) component of the N 

series.8  The factors in turn are subject to the following dynamic, 

𝐹! =   Φ 𝐿 𝐹!!! + 𝑣!  ,                                                                          (5) 

where Φ(𝐿) is a lag polynomial matrix of order P and 𝑣! represents reduced form residuals.  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8 Here we count US/TP exchange rate as a TP macro series without loss of generality. This is why 𝑋!

!" contains one 
more variable than 𝑋!!".  
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For this exercise, we utilize 208 variables that are relevant to the US and TP economies. 

The data consists of 25 major macro series  (𝑋!!",𝑋!
!")  and 183 additional variables (𝑋!"",!!" , 

𝑋!"",!
!" ) that are related to output, income, spending, labor, money and credit, and other nominal 

variables. Full description of the variables are provided in Appendix A. Using a large set of 

additional variables has become a standard procedure in PCA analysis after studies have revealed 

a more robust outcome in identifying the underlying causes of business cycles synchronization 

when a larger panel of time series is used.9 Also following standard practice, we set the lag 

length to two (P=2) and based on the BIC-based information criterion (c.f. Bai and Ng, 2002; 

Onatski, 2010) we set the number of principal components to eight (K=8) in our analysis.10  

The forecast variance decompositions (with a 10 quarter horizon) of the US variables 

obtained after estimating equation (4) are displayed in columns (a) and (b) of Table 3. On 

average, eight principal components jointly explain 67.2% of the variation of US variables. For 

US output, principal components explain 65.3% of the total variation, similar to the overall 

average. Among the 12 major variables, import price and risk-free interest rate have the highest 

share explained by principal components (89.4%, 86.7%), while wage inflation, net worth 

inflation, and home price inflation have the lowest share (39.8 - 53.1%). Columns (a) and (b) of 

Table 4 displays the same statistic for the selected TP variables. For this region, the principal 

components on average explain 74.2% of the variation in variables and 83.2% for TP output 

alone, both of which are higher than the US case. Other variables that have high share of 

variation explained by principal components are wage inflation (71.4%) and home price inflation 

(81.2%), which presents a contrast with the US case. However, the contribution of principal 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
9 See for example, Boivin and Giannoni (2010). 
10 We experimented with four lags, but the main result remains almost unchanged. 
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components to the variation of TP net worth, similar to their contribution to US net worth, is the 

lowest (49.9%).  

2.4. Identifying the US / TP Common Factor 

So far, we extracted principal components that generate the comovement of US and TP 

variables. Our next goal is to determine to what degree these principal components can be 

represented by common factors that affect both regions (US and TP) symmetrically, as opposed 

to factors that are specific to each region. To execute this comparison, we first identify the share 

of principal components’ variation explained by region-specific factors and then use these to 

produce the shares explained by US/TP common factors. More specifically, we decompose the 

vector of fitted time series constructed from the principal components 𝑋! ≡ 𝑋!,! ,… ,𝑋!,!
! =

Λ𝐹!, into US-specific, TP-specific, and US/TP common factor using the following vector 

autoregression model, 

𝐹! ≡
𝐹!"##,!
𝐹!!"#,!
𝐹!"#$%&',!

=   Φ 𝐿
𝐹!"##,!!!
𝐹!!"#,!!!
𝐹!"#$%&',!!!

+
𝜐!"##,!
𝜐!!"#,!
𝜐!"#$%&',!

  ,                                        (6) 

where 𝐹! are the principal components extracted from the fitted series (which is potentially 

different from 𝐹! due to rotation), 𝐹!"##,! is the Kc by 1 vector of unobserved US/TP common 

factor, 𝐹!!"#,! is the Mh by 1 vector of home-specific observed factors, and 𝐹!"#$%&',! is the Mf 

by 1 vector of foreign-specific observed factors. We should note here that 𝐹! is not uniquely 

determined because there exist a large set of rotated vector of 𝐹! that spans the same factor space. 

We use “~” on top of the variable to acknowledge the property of indeterminacy (we explain 

below how  𝐹! can still be used to extract common components).  
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Each region-specific factor is estimated as the (set of) principal components extracted 

from the major macro variables as follows: 

𝑋!!"#,! = 𝜆!𝐹!!"#,! + 𝑒!,!,                              (7) 

𝑋!"#$%&',! = 𝜆!𝐹!"#$%&',! + 𝑒!,!.                (8) 

Let i index home and foreign then 𝑋!,! denotes the 12 major macro variables for each region 

excluding exchange rate, 𝐹!,!  represents the vector of 𝑀! principal components, 𝑒!,! denotes the 

vector of residuals, and 𝜆! denotes the factor loadings. The numbers of factors, 𝑀!"   and 𝑀!", 

are determined by studying the associated scree plots of principal components. On the scree plot 

the kink occurs at the second/third factor for US/TP regions, thus we adopt 𝑀!" = 2 and 

𝑀!" = 3. Note that since the total number of principal components K was previously set to eight, 

these choices also sets the number of US/TP common factor to three (𝐾! = 𝐾 −𝑀!" −𝑀!" =

3).  

 US/TP common factor 𝐹!"##,! are identified next by using the recursive regression 

method described in Boivin et al. (2009) and Boivin and Giannoni (2010). This method treats 

𝐹!!"#,! and   𝐹!"#$%&',! as the observed variables in the first-step estimation of the vector 

autoregression in Equation (6). By repeating the regression of fitted values on the principal 

components and the region-specific factors multiple times, it filters out the effect of region-

specific factors and allows us to obtain common factors as a residual. While the time series of the 

𝐹! itself does not represent any economic time series, its “rotated” vector still spans the exact 

same factor space as 𝐹!. 𝐹! can, therefore, be used for decomposing variance of 𝐹! further into 

US-specific factor, TP-specific factor, and US/TP common factor.  
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Note that we implicitly assumed in Equation (4) that the three elements of vector 𝐹 are 

recursively ordered as common→home→foreign, in other words, an orthogonal shock to foreign-

specific factors only affects the home-specific factor in the next period. This recursiveness 

assumption allows us to relate the vector of reduced-form residual 

𝜐! ≡ 𝜐!"##,! , 𝜐!!"#,! , 𝜐!"#$%&',! ′ with the structural shocks to the factors in the following 

manner,   

𝜐! = 𝐑𝜀! ,                                                                                        (9) 

where 𝐑  is a square matrix and 𝜀! ≡ [𝜀!"##,! , 𝜀!!"#,! , 𝜀!"#$%&',!]′ is the structural shock 

recovered through a Choleski decomposition. 

 Columns (c) through (e) of Table 3 show how the principal components are further 

decomposed into US/TP common factor and region-specific factors for each of the US macro 

variables. On average, US/TP common factor explains 44.0% of the total variation of these 

macro variables, whereas US-specific factors and TP-specific factors explain 15.0% and 8.2% of 

the total variation, respectively. Column (f) takes the ratio of variance explained by common 

factor over the share of variance explained by the principal components. On average, US/TP 

common factor accounts for close to two-thirds (65%) of the variation explained by the eight 

principal components, while the region-specific factors constitute the remaining one-third. When 

we turn to the individual variables, we see that for output and net worth inflation US/TP common 

factor play a large role relative to the region-specific factors (0.82 and 0.76, respectively). 

Conversely, US/TP common factor play a minor role for the wage rate (0.15). Table 4 repeats the 

same exercise for the TP region. We find that on average US/TP common factor explains 40.6% 

of the total variation in variables, which is 55% of the variation explained by the principal 
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components. With regard to the individual variables, the share of variation explained by common 

factor is smaller, with the exception of wage rates, compared to the results in Table 3.  

Overall, our central finding is that there is a high degree of US/TP economic 

commonality, both in terms of real and financial variables. The importance of common factors 

for the TP financial variables implies that the integration of global financial market may not be 

limited to a handful of large and developed economies (e.g., Japan, Canada) and that it may be 

prevalent in the entire TP region. In addition, we find that US/TP common factor plays an 

important role in explaining how strongly the two regions are integrated with one another. 

Studying the interdependence of US/TP economies from the viewpoint of only cross-regional 

shock transmission is inappropriate and could lead to inaccurate inferences given the role played 

by common factors. 

2.5. NAFTA estimations 

Our results so far demonstrated that the macroeconomic volatility in US and TP countries 

are to a large extent driven by common factors. Using these results we cannot, however, 

determine whether the important role of common factors is exclusive to the US-TP pairing or if it 

is also common global trend. To find answers and put our initial findings in perspective, we use a 

relatively long-standing trade relationship that U.S. is part of, i.e., NAFTA, as a point of 

reference. In other words, we determine how the importance of common shocks in our baseline 

US-TP estimations stack up with their role in an estimation with US-Canada&Mexico data.  

To make a fair comparison, we first construct the major macro variables of Canada and 

Mexico combined (hereafter CA&MX), exactly as we have constructed our TP variables earlier. 

The columns (e) and (f) in Table 2 provide the mean and standard deviation of these newly 
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constructed macro variables. We find that many of the nominal variables (home price, wage, net 

worth, risk-free interest rates) as well as a few of the real variables (consumption, investment, 

labor) have higher means than those of the US. The pairwise correlation coefficients in column 

(h) confirm that the degree of economic integration between US and the two countries is high. In 

particular, for output growth and net worth pairwise correlation coefficients exceed those for the 

US/TP pairing.  

We proceed by measuring the same variance decomposition statistics that distinguish 

common factors across the two regions, US and Canada-Mexico, from region-specific factors. 

The data now consists of 25 major macro series (𝑋!!",𝑋!!"#$) and 112 additional variables 

(𝑋!"",!!" , 𝑋!"",!!"#$) that are related to US, Canada and Mexico. We similarly set the number of lags 

to two (P=2) and based on the BIC-based information criterion, we set the number of principal 

component to seven (K = 7). The numbers of observed factors 𝑀!"#$, is again determined by 

studying the associated scree plots of principal components extracted from the 12 Canada-

Mexico variables. The kink occurs at the third factor, thus we adopt 𝑀!"#$ = 3. 

Correspondingly, the number of US/TP common factor is set to two (𝐾! = 𝐾 −𝑀!" −𝑀!"#$ =

2). 

Table 5 shows the variance decompositions for the same 12 US variables. First, note that 

the seven principal components on average explain 68.5% of the total variation of major 

variables, which is slightly higher than the corresponding figure in the US/TP estimation 

(67.2%). The more critical observation is that the share of total variance that common factor 

explains is 37.4% on average, which is lower than for the US/TP case (44.0%). The decline in 

the share of common factors is offset mostly by foreign factors. Specifically, foreign factors 

(CA&MX-specific factors) now explain 15.2% of the variation, much higher than its share in the 
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US/TP estimation (8.2%). In the next section, we find evidence that is consistent with this greater 

external impact on the US economy from Canada and Mexico.  

Table 6 shows the variance decompositions for the CA&MX region. The seven principal 

components on average explain 65.3% of the total variation, which is slightly lower than the US 

variables (68.5%). When this is decomposed into common and region-specific factors, the 

decompositions are similar to those of US variables: on average, common factors explain 34.2% 

of the total variation in variables, and region-specific factors explain 31.0%.  

The NAFTA comparison gives us two insights that were hard to obtain from the US/TP 

results alone. First, we see that the degree of economic integration between US and the TP region 

(through common sources of volatility) is at the very least comparable to that of US and 

CA&MX. This is despite the fact that the TP region covers a more diverse group of countries and 

the economic linkages are thought to be sparse compared to NAFTA. Second, we have witnessed 

that US/TP economic integration assigns a relatively larger role on the common factor compared 

to the case of US and CA&MX. Part of this may reflect the fact that the business cycles in the TP 

region are more dictated by global events as opposed to local ones. Another possibility is that 

China, which is not included in our analysis, has a strong contemporaneous effect on both US 

and TP, an effect that is not as strong in NAFTA.  

Our results so far have indicated that US and TP economies are strongly integrated 

through common factor that impact both regions symmetrically. The limit of such analysis is that 

we cannot tell what type of common factor is driving our result: at the broadest level, one may 

speculate that the common factors originating in the real sector of the economy is the main 

cause, while others may argue in favor of financial factors, as recently seen during the Global 

Recession of 2008. More importantly, it is instructional to impose a structure on the data to 
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obtain structural shocks that are the drivers of macroeconomic fluctuations in the economies that 

we investigate and to determine to what extent these fluctuations are caused by common shocks. 

This is what we do in the next section with the help of a DSGE model that allows for various 

channels of shock transmission.   

3. Evidence from an estimated DSGE model 

In this section we estimate a two-region, open economy, DSGE model by using the data 

described in Section 2. The building blocks of our model are fairly standard and they are very 

similar to those in studies such as Bernanke et al. (1999), Christiano et al. (2005), Smets and 

Wouters (2007) and Justiniano and Preston (2010). We should mention that while there is a 

similarity in the specific components, our model is not identical to the papers mentioned above.  

A better characterization would be that our model includes the nominal and real rigidities in 

papers such as Christiano et al. (2005), Smets and Wouters (2007) and adds the open economy 

components in Justiniano and Preston (2010) and the financial accelerator mechanism from 

Bernanke et al. (1999). This approach serves three purposes. First, by including nominal and real 

rigidities, we are able to more closely match the stylized responses of macroeconomics variables 

to shocks and the business cycle moments in the data. Second, while extending the closed 

economy framework of Smets and Wouters (2007) to an open economy setting considerably 

increases the scale of our model, this allows us to consider a broad set of shocks that may affect 

the two economies and link them together (we describe this mechanism in more detail below). 

Third, including the financial accelerator mechanism provides a compact yet efficient way of 

accounting for financial shocks that may again affect and link the two economies.  

Given that we are not deviating fundamentally from the standard DSGE frameworks 

mentioned above, we defer the description of our model to Appendix B. Here, we summarize the 
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main features of our model, we discuss our estimation methodology and we describe the shock 

processes in the model (and the processes that govern their propagation). These process play the 

central role and they are the main innovative feature of analysis in this section.  

The two open economies are symmetrically modelled. We assume, without loss of 

generality, that the US represents the domestic economy and the TP region represents the foreign 

economy. The two economies are linked through the trade of goods and risk free bonds. Each 

economy is populated by households, final and intermediate goods producers, capital producers, 

entrepreneurs, labor and import intermediaries. Households consume a composite good that is an 

aggregate of foreign and domestic final goods. They have monopoly over their labor services and 

these services are hired by a labor intermediary which combines them to obtain aggregate labor 

supply. Households save by holding 1-period local currency denominated domestic and foreign 

bonds. Intermediate goods producers are monopolistically competitive. They hire labor and rent 

capital from entrepreneurs and sell their product at a mark-up to perfectly competitive producers 

that combine the intermediate goods to obtain a final good.  

Entrepreneurs in the economy are risk neutral and they channel their investment to capital 

producers who in turn combine these investments with previous period’s capital to produce new 

capital. Entrepreneurs finance their investment by borrowing from a single risk-neutral bank. The 

contract between the bank and the entrepreneurs is subject to a financial friction. Entrepreneurs 

face an idiosyncratic returns to capital shock that can cause a default if it is below a cutoff level. 

The friction here is that if there is default, the bank seizes the entrepreneurs’ assets but it has to 

pay monitoring costs. This friction generates a wedge between the entrepreneurs’ borrowing rate 

and the risk free rate that, in turn, depends positively on the entrepreneurs’ financial leverage 

(debt divided by net worth). Import intermediaries are monopolistically competitive and they 
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import goods in foreign currency, differentiate them and sell them at a mark-up in local currency 

to an aggregator that combines them to form aggregate imports. The model also includes a 

government that finances its expenditure with lump-sum taxes from households and by issuing 

bonds, and a central bank that follows a Taylor rule in formulating monetary policy. 

Monopolistic competition amongst domestic goods producers, importers and labor 

suppliers here allows us to incorporate price (domestic and foreign) and wage rigidities and cost-

push shocks and the behavior of importers helps us account for the incomplete exchange rate 

pass-through in the data. The model also includes real rigidities such as external habit formation, 

investment adjustment costs and capacity utilization that allows us to more closely replicate the 

stylized dynamic behavior of consumption and investment in standard vector autoregressive 

(VAR) models. 

The model includes a total of 21 shocks: 3 demand shocks (consumption, investment and 

government spending shocks), 3 financial shocks (net worth, returns to capital and monetary 

policy shocks), 3 cost-push shocks (shocks to wages, domestic good prices and foreign goods 

prices) a productivity shock in each economy and a common exchange rate shock. These shocks 

can be interpreted as follows: Consumption shock appears in the utility function of the 

households and it affects the households’ relative preference for consuming today or the next 

period. A positive shock here implies that households attach a greater value to today’s 

consumption. A positive investment shock can be interpreted as an exogenous improvement in 

the investment specific technology function that allows entrepreneurs to obtain a higher level of 

capital from a unit investment. The government expenditure shock is an exogenous change in the 

total amount of expenditures in the economy. The monetary policy shock captures the usual 

tightening and loosening of the monetary policy stance. The net worth shock is an exogenous 
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change in the survival rate of the entrepreneurs that in turn changes their level of net worth. The 

returns to capital shock affects the wedge between the borrowing rate and the risk free rate and it 

is modelled as a change in the standard deviation of the idiosyncratic returns to capital shock that 

entrepreneurs face. The three cost-push shocks can be interpreted as a shock to the mark-up that 

producers, importers and labor suppliers (the households) charge that in turn affects the level of 

price and wage inflation. The productivity shock appears as a systematic term in the Cobb-

Douglas production function of intermediate goods producers and it generates an exogenous 

change in the total supply of goods. A positive exchange rate shock represents a depreciation of 

the US dollar against a weighted basket of TP currencies and it represents a greater risk of 

holding US bonds. 

3.1. Methodology 

To estimate the model (the structural parameters and the parameters governing the shock 

processes) we use 21 quarterly data series/observables (for the 1991Q2 – 2014Q4 sample 

period), 10 for each region and a common exchange rate variable. We choose to use 21 series 

since if the number of observables are less than or greater than the number of shocks, it can 

cause weak or over-identification problems (see Iskrev, 2010). The macroeconomic variables 

that we use in this section are the same as those in Section 2 and they include gross domestic 

product, consumption and investment expenditures, import price index, GDP deflator, interbank 

short-term interest rate, corporate bond yield, wage rate, number of employed, stock market 

index. The common variable is the nominal exchange rate (US dollar / basket of TP currencies). 

All of these variables, except the interest rate that are linearly detrended, are in log-differences, 

seasonally adjusted and demeaned. 



23 

	  

The main distinguishing feature of our analysis lies in our shock processes. In our model 

we make two specifications pertaining to these processes. First, we assume, for each shock, that 

there is a country specific and a common component that are orthogonal to each other and follow 

an AR(1) process. We assume that the common shock affects each economy symmetrically. To 

explain this configuration more clearly,  let ’s assume that the net worth shock impacting the US 

and the TP economies are denoted by tn,ε , *
,tnε  respectively, then these shock is defined as 

c
tn

us
tntn ,,, εεε =  c

tn
TP
tntn ,,

*
, εεε = , where us

tn,ε  and TP
tn,ε  represent the US and TP specific components of 

the two shocks and c
tn,ε  is a common net worth shock affecting both regions symmetrically. 

Second, we allow for regional shocks to be correlated across the two economies. This correlation 

is computed via the estimation methodology described below and it is used to compute post-

estimation statistics. This configuration, common and correlated shocks, gives us a rich set of 

potential drivers of macroeconomic volatility as it allows us to distinguish between common, 

regional and external drivers of this volatility. 

To estimate the model we use a Bayesian methodology. This methodology follows four 

steps. First, the model’s state space representation is transformed into its reduced form in terms 

of the predetermined variables by following the methodology of Blanchard and Khan (1980). We 

assume that the orthogonal shock innovations in this reduced form are correlated across the two 

economies. The predetermined variables are then linked to observable variables by using a 

measurement equation. As a third step, a likelihood function is formed by using a Kalman filter 

that takes in the observables and the prior distribution of parameters. Finally, a posterior density 

function is derived from the likelihood function, and the parameter values that maximize this 

function are determined by using a Markov Chain Monte Carlo simulation. 
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Some model parameters are not estimated since their steady state values can be obtained 

from the mean values of the observables that are in turn demeaned. These parameters (i.e., level 

parameters) are therefore set equal to values commonly used in the literature. Appendix C 

displays the level parameters and the values they take in our calibration exercise. The appendix 

also displays the prior distribution and the posterior estimates of both the structural and shock 

process parameters. The prior distributions follow the formulation commonly used in the 

literature (e.g. Smets and Wouters, 2007 and Gilchrist et al., 2009). The posterior estimates 

indicate that the data we use to estimate our model are informative as posterior mean values are 

often noticeably different from prior means.11   

3.2. Results 

The forecast error variance decompositions (FEVD) for US and TP endogenous variables 

that are obtained from the estimated model are displayed in Table 7 for two forecast horizons.  

These statistics, for the most part, reveal a considerable contribution of common shocks and 

cross-country shock transmission to the variation in the endogenous variables. This contribution 

is much higher for the US macroeconomic variables, exceeding 50 percent for a majority of the 

variables. While the contribution of common shocks and shock transmission from the US is also 

large for TP financial variables (i.e., interest rates, net worth and credit spreads), these are 

smaller compared to their US counterparts. This disparity between the two regions is much larger 

for nonfinancial variables with contributions at the 1 quarter forecast horizon averaging 17 

percent if foreign prices are excluded. We also observe that common shocks make a more 

pronounced contribution to the volatility of TP variables (especially for net worth, interest rates, 

and wage and domestic goods inflation) at the 10 quarter horizon. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 For each estimation, we find that the Fisher information matrix is full rank and thus there is no evidence for weak 
identification. 
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In Table 8 we report the FEVDs by type of shock. The common observation for both 

regions and forecast horizons is that demand, cost-push/productivity and financial shocks have 

the largest impact on real variables, prices and financial variables, respectively (with the 

exception of labor to which demand and cost-push/productivity shocks make an even 

contribution).  In the US, while the contributions of TP and common shocks are similar for the 

variation in consumption, investment, interest rates and credit spreads, common shocks explain a 

larger share of the variation in most of the other variables (i.e., net worth, foreign and domestic 

goods and wage inflation and output). This observation can also be made for the TP variables. 

The difference between the contributions of common and TP shocks are smaller, especially for 

the nonfinancial variables. The inferences drawn from the 10 quarter ahead FEVDs are similar. 

Next, we replicate our estimation by replacing the observations for the TP region with the 

corresponding values for the Canada-Mexico region. For this region, the macroeconomic 

variables are similarly measured in aggregate terms. The FEVDs that show the sources of 

macroeconomic fluctuations in the US and the Canada-Mexico region are reported in Tables 9 

and 10. These statistics are then compared to our baseline results that measure US-TP integration 

in Table 11. The statistics in Table 11 are obtained by subtracting the FEVDs in Table 9 from the 

corresponding FEVDs in Table 7 and thus indicate whether the contribution of the shocks in the 

US-TP estimations are larger or smaller than in the US–Canada&Mexico estimations. We leave 

the contribution of exchange rate shocks out of this comparison and thus the numbers 

corresponding to the variables do not add up to zero. There are two main inferences that can be 

made from Table 11. First, the contribution of common shocks are mostly larger in the US-TP 

estimation. Specifically, except for US wage inflation and labor supply and TP/Canada&Mexico 

labor supply at both forecast horizons and TP/Canada&Mexico consumption at the 1 quarter 

horizon common shocks contribute more to the fluctuations of the macroeconomic variables in 



26 

	  

the US and in the TP countries. This disparity is largest for foreign goods inflation and interest 

rates and more acute at the 10 quarter horizon. In other words, import prices and interest rates in 

the US and TP countries are driven by common shocks to a greater degree than those in the 

NAFTA region.  

Second, the transmission of shocks between the US and the economies of Canada and 

Mexico (both the transmission from US to Canada-Mexico and the transmission in the other 

direction) is stronger than the transmission between the US and the TP region. This evidence is 

also very clear as, except for a few variables, most values in the second column of each panel are 

negative indicating weaker cross-regional transmission in the US-TP estimation. Consistent with 

this observation we find that the posterior mean values (reported in the bottom panel of Table 

C.3 in Appendix C) for the shock correlation coefficients are larger for the US/CA&MX pairing. 

Table 11 also shows that while US shocks explain a larger share of the variation in US variables 

in the US–TP estimation, there is no clear difference between the importance of TP and 

Canada&Mexico shocks for the variation in their own variables. 

In addition to these results, we find that the increase in the share of common shocks for 

the US–TP combination is in general observed for all three types of shocks (productivity/cost-

push, demand and financial). These results are reported in Table 12 that compares the FEVDs of 

the two estimations by type of shock.  The lower degree of cross-regional transmission between 

the US and the TP region, however, is mostly explained by productivity, cost-push and financial 

shocks and the transmission of demand shocks across the two regions is either stronger or not too 

different for the most part. 
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Overall, our results are in agreement with those from the previous section and they 

further indicate a stronger transmission from Canada&Mexico to the US compared to the 

transmission from the TP region to the US. 

4. Conclusion 

This paper demonstrated that the drivers of business cycles in the TP and US economies 

are to a large extent common across the two regions and that there is a substantial amount of 

shock transmission from one region to the other. Comparison with the NAFTA region revealed 

that the linkages that common shocks form between the TP countries and the US is stronger than 

between the US economy and the economies of Canada and Mexico. The latter countries are also 

a greater source of external instability for the US through cross-regional shock transmission. 

The strength of our results comes from the fact that two fundamentally different 

approaches that we use to measure the drivers of business cycles point in the same direction. Our 

first approach was to use a principal component analysis to decompose the variation in major 

macroeconomic variables into those explained by factors that are variable specific, region 

specific and those that are common across the two regions. This analysis, by construction, does 

not impose any structural relationships between macroeconomic variables. Conversely, in our 

second analysis (an estimated two-country DSGE model) macroeconomic variables were linked 

within a given region and across the two regions based on the usual structural relationships that 

are derived from the optimization problems of representative agents. In addition we allowed the 

structural shocks in the two economies to be correlated and to carry a common component. 

Under both models, structural and non-structural, common shocks/factors explained a large share 

of the variation in the macroeconomic series for both regions. We found that this share was 

larger for the US/TP pairing than for the US/Canada&Mexico pairing. For both the NAFTA and 
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TP estimations, we found that cross-regional shock transmission was strong (stronger within 

NAFTA) and that the variation of output was mostly due to demand shocks. The punchline from 

these findings is that the US economy is more similar with, and less vulnerable to, a trade bloc 

(TPP) that it is currently not a part of than it is with a region that it is a part of (NAFTA).  

There are two natural extensions to the analyses in this paper. To get a general sense of 

whether it is reasonable for the US to join TPP, we used country-level GDP to weigh and 

construct TP level aggregates. This allows us to give a higher weight to countries (such as Japan) 

with larger economies that also constitute a higher share of US imports/exports and therefore to 

draw more sound inferences for a potential trade partnership. The high level of integration that 

we find, however, does not mean that the US is highly integrated with each of the 15 countries in 

our sample. It would be interesting to give equal weights to the TP countries and replicate our 

analyses to obtain a fuller picture. Second, while the two different approaches that we followed 

pointed in the same direction for the sample period that we covered, additional insights could be 

drawn by comparing the out-of-sample forecasting performance of the two models. Particularly, 

it would be interesting to conduct a horse-race between the PCA and DSGE analysis on the basis 

of their output forecasting performance and to determine the share of common shocks in the 

decomposition of out-of-sample forecast errors.  
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Online Appendix A: Data used to construct the major variables in the PCA analysis (For 

online publication only)  

Link:  http://www.ulucaysun.com/uploads/4/6/0/1/46011955/appendix_a.pdf 

Appendix B. The two-region open economy DSGE model (For online publication only) 

In this appendix, we describe the two region open economy DSGE model that is used to 

assess the degree of US-TPR macroeconomic integration. Below, we describe the agents and 

their optimization problem and list the log-linearized optimality conditions. We do so for only 

the domestic economy as the foreign economy is modelled symmetrically.  

Households 

The economy includes a continuum of households, indexed by j, who maximize their lifetime 

utility function, 
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subject to a budget constraint given by, 
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where tP  represents the price level in the economy. Households’ consumption behavior is 

characterized by external habit persistence and their number, tN , grows at the rate of η  in the 

utility function above. The parameters where β~ , σ , lσ  and λ  in this function denote the 

population-growth-adjusted time discount factor, the intertemporal elasticity of substitution, the 

inverse elasticity of labor supply and the external habit persistence parameter, respectively and 

the parameter ξ   ensures that labor supply equals 1 at steady state. The utility function also 

includes a consumption shock, tc ,ε , that can be interpreted as an exogenous change in the 

consumers’ preference for current consumption over next quarter’s consumption. This shock, as 

well as the other shocks in the model, follows an AR(1) process given by  , , 1 ,c t c c t c tε ρ ε η−= +  

with cρ  and ,c tη  denoting the persistence parameter and the shock innovation (i.i.d. normal with 

mean 0 and standard deviation cσ ), respectively. To maximize their life-time utility, households 

choose the level of consumption, tC , the number of hours they work, tL , and how much to save.  

The households save by holding 1 period nominal domestic and foreign bonds, ( )jB th,  and 

( )jB tf , ,	   that are denominated in local currency and pay a risk-free interest rate of tR  and *
tR , 

respectively. The latter are also the monetary policy rates in the two economies. The variable 

td ,ε  is a domestic currency depreciation shock that can also be interpreted as a shock to the risk 

of holding domestic bonds. Households in also pay lump-sum taxes and collect profits, th,Π  and 

tf ,Π  from the domestic firms and importers that are described below.  
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We assume as in Rotemberg (1982) that the households have a monopoly over their labor 

services and the face quadratic adjustment costs when changing their wage rate. The last 

expression on the right hand side of the budget constraint therefore allows us to include wage 

stickiness in the model.12 In this expression γ  is the economy’s steady state per-capita growth 

rate, and 1/ −= ttt PPπ  is the inflation rate. The labor services are hired by perfectly competitive 

intermediaries that combines these services to obtain aggregate labor supply as, 
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where tL ,Θ is the elasticity of substitution between labor services. We include cost-push shocks 

in this formulation by assuming that wage mark-up rates, ( )1/ ,,, −ΘΘ= tLtLtwε  , follow the 

AR(1) process, ( ) twtwwwwtw ,1,, loglog1log ηερφρε ++−= −  with wφ denoting the gross mark-up 

of real wages over the marginal rate of substitution between consumption and leisure.  

Producers and Importers  

Producers, indexed by i, are monopolistically competitive intermediaries that produce 

output according to the following function: 

( ) ( ) ( )[ ] ( )[ ] ( ) fiLNAiKiZiY t
ttttttat ηγε αα −= −1

,           (B.4) 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12 The parameter wκ  is given by ( )( ) wwww ξβξξκ 6/~11 −−= . wξ  here is the probability that wages are not 

adjusted and wι  captures the degree of wage indexation.  



33 

	  

where ta,ε  is a productivity shock, ( )iYt , ( )iKt , ( )iLt  and ( )iZt  are firm i’s output, capital, labor 

and the capital utilization rate, tA  is  the trend level of  productivity that grows at the rate of γ  

and f  is the fixed cost of production that grows at the rate of output growth.13   

The producer-specific level of capital evolves according to: 
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where firm i  incurs adjustment costs (regulated by parameter ϕ ) when changing its level of 

investment and ti ,ε  is an investment-specific technology shock.  

These producers sell their products to perfectly-competitive final goods producers who 

combine the intermediate goods according to: 
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and minimize costs to generate the following demand function: 
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where tY  is the amount of final goods and th ,Θ represents the time-varying mark-up parameter. 

We assume that this mark-up is all subject to an AR(1) cost-push shock, th,ε , where

( )1/ ,,, −ΘΘ= thththε . 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
13 The parameter f is set equal to ( ) ( )ttY ηγθ /1− to ensure that profits are zero along the balanced growth path.  
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The intermediate goods producers maximize their profits by choosing the price of their 

goods and the amount of inputs and production. Their profit function is given by, 
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where tMPK is the marginal product of capital, ( )izt  is the time-varying capacity utilization ratio 

and zκ and ϖ are the fixed costs and the elasticity of the cost of adjusting capacity utilization, 

respectively. The firms also incur quadratic costs when the increase in their prices deviates from 

past inflation. Here, ( )( ) hhhph ξβξξκ 5.3/~11 −−=  with hξ  denoting the probability that prices 

are not adjusted and hι  is the Calvo parameter regulating inflation indexation. These costs and 

the utilization ratio allows us to capture the persistence of inflation and the price stickiness in the 

data. 

Capital is produced by perfectly competitive firms. These firms convert previous period’s 

capital and new investment into capital. To do so, they buy capital from entrepreneurs at the 

price of tQ  and final goods (investment) from final goods producers at the price of tiP , , and they 

sell the new capital to entrepreneurs again at a price of tQ . Their profits are given by, 
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where tΛ is the Lagrange multiplier and it is given by, 
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 The importers are monopolistically competitive import goods in foreign currency, 

differentiate these goods and sell them at a mark-up in the domestic economy. These imports are 

then converted to aggregate imports, tfY ,  (with a price of tfP , ). Let ( )kP tf ,  denote the price of 

importer k’s good, the demand for this good, ( )kY tf , , is given by 
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where tf ,Θ  is a time-varying mark-up parameter that is similarly subject to an AR(1) cost-push 

shock, ( )1/ ,,, −ΘΘ= tftftfε . 

The importer k’s life-time profits are given by, 

( )( ) ( )
( ) ( )

∑
∞

=
−

−

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
−−−Λ

0
,,

2

1
,

1,,
,

*
,, 1

/
2t

tftf
ftf

tftfpf
tfthttftt YP

kPkP
kYPEkPE

ff ιι ππ

κ
         (B.12) 

where ( )( ) fffpf ξβξξκ 6/~11 −−=  with tf ,π denoting the inflation rate for imported goods. 

Financial Market 

In each economy there is a single risk-neutral bank that lends to entrepreneurs who are 

also risk neutral. Entrepreneurs, indexed by m, finance their expenditure, ( )mKQ tt , with their 

own net worth, ( )mNt , and bank loans and they pay back these loans, ( )mBt  (with interest) by 

using their returns from capital so that. ( ) ( ) ( )mBmNmKQ tttt += . Similar to Bernanke et al. 

(1999), we assume that the returns to capital, ( )mR tk , , is subject to an idiosyncratic shock, 

( )mwt , so that ( ) ( ) tkttk RmwmR ,, = . Here, tkR ,  denotes the aggregate returns to capital and tw  is 

lognormally distributed (with a cumulative distribution ( )wF , standard deviation tw,σ , and mean 
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2
,, twtw σµ = ). The contract between the bank and the entrepreneur is defined by the following 

condition, 
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where the aggregate returns to capital is, 
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According to the contract, if the idiosyncratic shock is below

( ) ( ) ( ) ( )mKQRPmBmRmw tttktttkt 1,11, / +++= , the entrepreneur defaults and the bank collects the 

returns to capital and sells the assets seizes but pays unit monitoring costs, µ . The terms of this 

contract, ensure that the bank collects the risk free rate by diversifying across the population of 

entrepreneurs. We assume that the borrowing rate of the entrepreneurs is subject to a systematic 

AR(1) shock, tk ,ε , that can be interpreted as a shock to the standard deviation of tw . 

Entrepreneur m’s net worth, ( )mNt  evolves according to: 

( ) ( )( )[ ] ( ) ( ) ( ) ( ) ( )( )[ ] ( )tettttetttkttet mNmKQmRmKQmRmwFmN ,111,11,, 11 γγ −+−−−= −−−−−    (B.15) 

where the entrepreneurs survive only at the rate of te,γ so they cannot accumulate enough net 

worth to become self-sufficient. We assume that this survival rate and thus the entrepreneurs’ net 

worth is subject to an AR(1) shock, tn ,ε . 

Monetary Policy and Fiscal Balance 

The monetary policy in the economy follows a Taylor-rule: 
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where πγ , yγ  and yΔγ  are the inflation, output gap and output growth, parameters and R  is the 

steady state level of the policy rate, ρ  is the interest rate smoothing parameter. Monetary policy 

shocks are captured by tr ,ε . This shock similarly follows an AR(1) process. 

The government expenditures tG and debt payments are financed with taxes with bonds: 
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where *
,tfB  are the amount of bonds held by foreign households. 

Composite Goods and Market Clearing Conditions 

Consumption and investment goods are CES aggregates of domestic and foreign goods,  
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where cγ  and iγ  are the share of domestic goods in consumption and investment, respectively, 

and cλ  and iλ  determine the elasticity of substitution between home and foreign goods. The 

demand functions for home and foreign goods and the aggregate price indices are then given by, 
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The total output in the economy equals total expenditure so that, 
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Optimality Conditions 

Households’ maximize utility with respect to bond holdings to generate the following 

intertemporal and uncovered interest parity conditions: 
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Labor supply decisions and wage setting behavior generates the following: 
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The bank’s optimization problem produces the standard positive leverage-borrowing-

premium relationship as in Bernanke et al. (1999). 
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The producers’ maximization problem with respect to labor, capital and the utilization 

rate produces the following: 
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where th ,Ω  is the Lagrange multiplier corresponding to the final goods producers budget 

constraint. 

Price rigidity corresponding to intermediate goods producers’ and importers’ price setting 

behavior generate the following: 
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Capital producers’ maximization with respect to investment goods produces: 
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The linearized model 

Below we report the log-linearized equations of the model. The lower case letters 

represent deviations from steady state values and variables without time subscripts represent 

steady state values. There are four general categories of equations.  

Demand for domestic and foreign consumption and investment goods: 

( )
( )
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( ) tfcthct ccc ,, 1 γγ −+=   (B.37) 

( )thtfctfth ppcc ,,,, −=− λ      (B.38) 
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( ) tfithit iii ,, 1 γγ −+=     (B.40) 

( )thtfitfth ppii ,,,, −=− λ      (B.41) 

Domestic and foreign goods price and wage inflation: 

( ) tfcthct ,, 1 πγπγπ −+=              (B.42) 

( ) tfithiti ppp ,,, 1 γγ −+=            (B.43) 
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ttttw ww ππ +−= −1,    (B.45) 
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Production and market clearing: 
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The financial economy: 
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Appendix C. Calibration and the posterior estimates of the structural and shock 

parameters in the DSGE model (For online publication only) 

Table C.1. Calibration 

 

Notes: This table displays the values set for the level parameters in the model. 

 

 

 

 

 

 

 

 

 

 

 

Parameters Description Value
time discount parameter 0.995

share of capital 0.3
capital depreciation 0.025

inverse intertemporal elasticity of substitution 1
population growth rate

per-capita output growth rate 2
share of domestic goods in the consumption aggregator 0.9

elasticity of substitution between domestic and foreign goods 0.9
price mark-up parameter 1.25
wage mark-up parameter 1.5

entrepreneurial survival rate 0.97

α
δ
σ

cγ

β
~

η
γ

iγ

pφ

wφ
eγ
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Table C.2. Estimates of structural parameters 

 

Notes: The prior distributions B, N and G are the Beta, Gamma and Normal distributions, respectively. 

 

 

 

 

 

 

Prior Densities U.S. TP U.S. CA&MX

B (0.07, 0.02) 0.0169 0.0190 0.0280 0.0206

B (0.7, 0.1) 0.9180 0.8638 0.8751 0.8766

N (2, 0.75) 0.9968 2.6081 0.9939 1.9483

B (0.5, 0.2) 0.0512 0.2047 0.0686 0.5724

N (4, 1.5) 7.7829 4.7516 6.3863 6.4444

B (0.5, 0.15) 0.1867 0.6383 0.3041 0.3036

B (0.5, 0.15) 0.2333 0.1699 0.3887 0.5182

B (0.5, 0.15) 0.1329 0.3007 0.1308 0.1745

B (0.5, 0.1) 0.8089 0.8684 0.8754 0.6840

B (0.5, 0.1) 0.1979 0.3150 0.7633 0.7797

B (0.5, 0.1) 0.8638 0.6125 0.8752 0.8293

G (1, 0.2) 1.0382 0.6025 0.5258 0.8387

G (0.25, 0.2) 0.2040 0.2042 0.3787 0.3241

N (0.75, 0.1) 0.6121 0.6901 0.4798 0.2187

N (1.5, 0.25) 1.2962 1.0294 1.1795 1.2143

N (0.25, 0.12) 0.0190 0.0310 0.0204 0.0791

N (0.25, 0.12) 0.4824 0.2825 0.5642 0.4222

Posterior Means by model

λ
lσ

fξ

fι

hξ

hι

ρ

yrΔ

wξ

ψ

wι

πr
yr

ϕ

χ

iλ
cλ
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Table C.3. Estimates of shock parameters 

 

Notes: The prior distributions B, and IG are the Beta, Inverse-Gamma distributions, respectively. 

 

 

Prior Density U.S. TP U.S. CA&MX U.S./TP U.S./CA&MX

Persistence parameters
consumption B (0.5, 0.2) 0.3354 0.3706 0.2402 0.2384 0.3637 0.2393
investment B (0.5, 0.2) 0.5277 0.5710 0.3990 0.4092 0.5267 0.4076

government exp. B (0.5, 0.2) 0.9841 0.9527 0.9805 0.9527 0.6857 0.9741
productivity B (0.5, 0.2) 0.6108 0.9353 0.6069 0.9874 0.5629 0.7320
interest rate B (0.5, 0.2) 0.0992 0.0439 0.0781 0.0265 0.0470 0.0839

price, domestic B (0.5, 0.2) 0.2255 0.1027 0.0854 0.8171 0.1062 0.0972
price, foreign B (0.5, 0.2) 0.9513 0.4144 0.1594 0.3860 0.9960 0.2004

wage B (0.5, 0.2) 0.1864 0.9043 0.2296 0.5577 0.1064 0.2354
credit spread B (0.5, 0.2) 0.4000 0.1613 0.5942 0.0588 0.6153 0.1085

net worth B (0.5, 0.2) 0.3711 0.3513 0.1418 0.0990 0.3669 0.2224
depreciation B (0.5, 0.2) 0.8827 0.8429

Shock standard deviations
consumption IG (0.5%, inf) 0.0013 0.0038 0.0012 0.0032 0.0012 0.0015
investment IG (0.5%, inf) 0.0032 0.0060 0.0039 0.0097 0.0021 0.0022

government exp. IG (0.5%, inf) 0.0228 0.0286 0.0220 0.0301 0.0027 0.0032
productivity IG (0.5%, inf) 0.0043 0.0080 0.0053 0.0071 0.0015 0.0014
interest rate IG (0.5%, inf) 0.0026 0.0052 0.0017 0.0178 0.0029 0.0034

price, domestic IG (0.5%, inf) 0.0011 0.0038 0.0012 0.0047 0.0011 0.0011
price, foreign IG (0.5%, inf) 0.0185 0.0022 0.0167 0.0050 0.0252 0.0077

wage IG (0.5%, inf) 0.0023 0.0038 0.0016 0.0072 0.0014 0.0017
credit spread IG (0.5%, inf) 0.0045 0.0044 0.0047 0.0078 0.0018 0.0021

net worth IG (0.5%, inf) 0.0029 0.0132 0.0024 0.0255 0.0093 0.0084
depreciation IG (0.5%, inf) 0.0022 0.0054

Shock correlations
consumption B (0.5, 0.2) 0.2341 0.2061
investment B (0.5, 0.2) 0.1760 0.2735

government exp. B (0.5, 0.2) 0.1499 0.1779
productivity B (0.5, 0.2) 0.1559 0.5267
interest rate B (0.5, 0.2) 0.3836 0.7086

price, domestic B (0.5, 0.2) 0.2029 0.3267
price, foreign B (0.5, 0.2) 0.6484 0.9311

wage B (0.5, 0.2) 0.1320 0.3349
credit spread B (0.5, 0.2) 0.2529 0.2717

net worth B (0.5, 0.2) 0.3929 0.1073

Posterior mean values of shock parameters 
by model

Posterior mean values of 
common shock parameters 

by model
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Table 1. Summary Statistics (GDP, Population and Trade)  

 

Note:   The Trans-Pacific (TP) region, as used in this study, covers a total of 15 countries. Population and GDP 
shares are calculated as a percentage of the total in the Trans-Pacific region and United States combined.  The data 
for the population and GDP are obtained from the World Economic Outlook Database.  The trade-to-GDP ratios are 
obtained from the World Bank, World Development Indicators. 

 

 

 

 

 

Countries
GDP, current 

prices Population
Trade-to-
GDP ratio

billions $ millions in %
United States 17,348.1 54.9% 319.1 26.2% 30.0
Japan 4,602.4 14.6% 127.1 10.4% 35.1
Canada 1,785.4 5.7% 35.5 2.9% 62.0
Australia 1,442.7 4.6% 23.6 1.9% 40.9
South Korea 1,410.4 4.5% 50.4 4.1% 102.8
Mexico 1,291.1 4.1% 119.7 9.8% 64.6
Indonesia 888.6 2.8% 252.2 20.7% 48.7
Taiwan 529.6 1.7% 23.4 1.9% n.a.
Thailand 404.8 1.3% 68.7 5.6% 132.8
Malaysia 338.1 1.1% 30.6 2.5% 142.7
Singapore 307.9 1.0% 5.5 0.4% 359.9
Hong Kong 290.9 0.9% 7.3 0.6% 455.3
Philippines 284.6 0.9% 99.4 8.2% 60.2
Chile 258.0 0.8% 17.8 1.5% 65.5
Peru 202.6 0.6% 31.4 2.6% 48.8
New Zealand 197.5 0.6% 4.6 0.4% 56.9
15 TP countries combined 14,234.6 45.1% 897.1 73.8% -
     Canada & Mexico 3,076.4 9.7% 155.2 12.8% -
     8 non-OECD countries 3,247.2 10.3% 518.5 42.6% -
Total (US & TP) 31,582.7 100% 1,216.2 100% -
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Table 2. Regional Summary Statistics  

 

Notes: The Trans-Pacific (TP) region, as used in this study, covers a total of 15 countries.  The means and standard 
deviations are expressed in terms of quarterly growth rates (%) in annual terms, except for interest rate measures that 
are expressed in levels (% points). The correlation coefficient is the correlation between the corresponding same 
variables for the US and the TP region 

 

 

 

 

 

 

 

 

 

(e)        
Mean
growth rate

(b)      
St. dev

(e)        
Mean
growth rate

(d)      
St. dev

(e)       
Mean
growth rate

(f)       
St. dev

(g) 
US/TP

(h)      
US/       
CA&MX

Output growth 2.59 2.49 2.34 4.53 2.59 3.50 0.40 0.58
Consumption growth 2.89 2.03 2.35 5.01 2.92 4.06 0.38 0.37
Investment growth 3.15 6.58 1.49 11.24 3.35 12.37 0.38 0.38
Import price inflation 1.40 11.33 1.78 15.48 1.62 7.07 0.90 0.88
Home price inflation 1.97 0.83 1.83 4.49 5.28 6.06 0.22 0.28
Risk-free interest rate 3.31 2.23 3.59 2.88 6.12 5.14 0.81 0.79
Short-term risk-free rate 3.02 2.24 3.63 3.13 7.04 5.82 0.83 0.82
Rental rate of capital 7.14 1.30 5.15 2.15 5.24 1.93 0.76 0.76
Risk premium 4.16 1.79 2.23 1.01 1.84 0.72 0.63 0.30
Wage inflation 2.47 1.17 2.55 5.77 5.44 6.35 0.13 -0.16
Labor 0.95 1.78 0.43 2.13 1.39 1.47 0.50 0.51
Net worth 7.54 27.75 3.30 44.71 11.48 41.06 0.69 0.76
Exchange rate - - 0.70 21.01 2.73 19.64 -‐ -‐

Correlation 
coefficientCanada & MexicoTPUS
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Table 3. Variance Decomposition, US Variables 

 

Notes: The variance decompositions of US variables are obtained from the estimation of the VAR model in equation 
(4). The figures are in percentages. Column (a) shows the share of variation that is specific to a variable. Column (b) 
shows the share of variation that is due to a factor that is common to all the variables. Columns (c) to (e) further 
decomposes column (b) into domestic, foreign and US/TP common factors.  

 

 

 

 

 

 

 

 

 

 

(c) Domestic 
factor

(d) Foreign 
factor

(e) US/TP 
common 
factor

(f) Ratio: 
(e)/(b)

Output growth 34.7 65.3 7.2 4.5 53.6 0.82
Consumption growth 33.5 66.5 15.0 5.5 46.0 0.69
Investment growth 24.7 75.3 14.5 5.1 55.7 0.74
Labor 31.9 68.1 9.7 7.3 51.1 0.75
Wage inflation 60.2 39.8 27.6 6.1 6.2 0.15
Net worth inflation 47.2 52.8 10.1 2.6 40.1 0.76
Risk-free interest rate 13.3 86.7 32.5 18.3 35.9 0.41
Import price inflation 10.6 89.4 7.4 9.9 72.1 0.81
Home price inflation 46.9 53.1 9.6 15.5 28.0 0.53
Risk premium 24.6 75.4 16.5 7.4 51.6 0.68

Average 32.8 67.2 15.0 8.2 44.0 0.65

(a) 
Idiosyncratic 
component          

(b)                           
Principal 

components (K=8)   

tt XX
^

− tX
^
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Table 4. Variance Decomposition, Trans-Pacific Variables 

 

Notes: The variance decompositions of TP variables are obtained from the estimation of the VAR model in equation 
(4). The figures are in percentages. Column (a) shows the share of variation that is specific to a variable. Column (b) 
shows the share of variation that is due to a factor that is common to all the variables. Columns (c) to (e) further 
decomposes column (b) into domestic, foreign and US/TP common factors.  

 

 

 

 

 

 

 

 

 

 

(c) Domestic 
factor

(d) Foreign 
factor

(e) US/TP 
common 

factor

(f) Ratio: 
(e)/(b)

Output growth 16.8 83.2 37.5 5.2 40.5 0.49
Consumption growth 31.7 68.3 32.0 5.4 30.8 0.45
Investment growth 31.7 68.3 20.0 4.7 43.6 0.64
Labor 28.1 71.9 36.5 6.1 29.4 0.41
Wage inflation 28.6 71.4 21.0 4.3 46.1 0.65
Net worth inflation 50.1 49.9 9.3 4.5 36.1 0.72
Risk-free interest rate 6.9 93.1 54.2 6.9 32.0 0.34
Import price inflation 12.8 87.2 14.7 6.0 66.5 0.76
Home price inflation 18.8 81.2 38.6 6.5 36.2 0.45
Risk premium 32.8 67.2 14.8 7.2 45.2 0.67

Average 25.8 74.2 27.9 5.7 40.6 0.55

(a) 
Idiosyncratic 
component 

(b)                           
Principal 

components (K=8)   

tt XX
^

− tX
^
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Table 5. Variance Decomposition, US Variables (NAFTA region) 

 

Notes: The variance decompositions of US variables are obtained from the estimation of the VAR model in equation 
(4). The figures are in percentages. Column (a) shows the share of variation that is specific to a variable. Column (b) 
shows the share of variation that is due to a factor that is common to all the variables. Columns (c) to (e) further 
decomposes column (b) into domestic, foreign and US/Canada&Mexico common factors.  

 

 

 

 

 

 

 

 

 

 

Output growth 32.5 67.5 13.4 15.9 38.2 0.57
Consumption growth 26.6 73.4 27.3 16.6 29.5 0.40
Investment growth 24.2 75.8 17.1 15.4 43.3 0.57
Labor 31.0 69.0 10.5 11.4 47.1 0.68
Wage inflation 54.4 45.6 32.5 6.8 6.4 0.14
Net worth inflation 44.7 55.3 13.8 8.9 32.6 0.59
Risk-free interest rate 11.8 88.2 20.2 20.6 47.4 0.54
Import price inflation 9.4 90.6 5.2 21.4 64.0 0.71
Home price inflation 55.4 44.6 5.8 20.1 18.7 0.42
Risk premium 25.2 74.8 13.1 14.4 47.4 0.63

Average 31.5 68.5 15.9 15.2 37.4 0.55

(f)           
Ratio: (e)/(b)

(a)       
Idiosyncratic 
component 

(b)                           
Principal 

components (K=7)   

(c)      
Domestic 

(US) factor

(d)        
Foreign 

(CA&MX) 
factor

(e)              
US /CA&MX 

common 
factor

tt XX
^

− tX
^
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Table 6. Variance Decomposition, Variables for the CA&MX region 

 

Notes: The variance decompositions of the variables for the Canada&Mexico region are obtained from the 
estimation of the VAR model in equation (4). The figures are in percentages. Column (a) shows the share of 
variation that is specific to a variable. Column (b) shows the share of variation that is due to a factor that is common 
to all the variables. Columns (c) to (e) further decomposes column (b) into domestic, foreign and 
US/Canada&Mexico common factors.  

 

 

 

 

 

 

 

 

 

 

Output growth 17.3 82.7 30.8 3.1 48.8 0.59
Consumption growth 35.9 64.1 26.9 5.4 31.9 0.50
Investment growth 24.6 75.4 38.8 6.1 30.5 0.40
Labor 31.9 68.1 19.9 6.8 41.4 0.61
Wage inflation 66.0 34.0 13.9 6.5 13.6 0.40
Net worth inflation 49.9 50.1 10.6 5.3 34.2 0.68
Risk-free interest rate 9.8 90.2 48.0 9.0 33.3 0.37
Import price inflation 11.2 88.8 32.1 3.4 53.4 0.60
Home price inflation 32.3 67.7 30.0 3.5 34.3 0.51
Risk premium 68.8 31.2 9.4 0.6 21.2 0.68

Average 34.7 65.3 26.0 5.0 34.2 0.52

(f)           
Ratio: (e)/(b)

(a)       
Idiosyncratic 
component 

(b)                           
Principal 

components (K=7)   

(c)      
Domestic 

(CA&MX) 
factor

(d)        
Foreign 

(US) factor

(e)              
US /CA&MX 

common 
factor

tt XX
^

− tX
^
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Table 7. Forecast Error Variance Decomposition, US, TP versus Common shocks 

 
Notes: FEVDs are obtained by using parameters’ posterior mean values. 

 

 

 

 

 

 

U.S. 
shocks

Trans-
Pacific 
shocks

Common 
shocks

U.S. 
shocks

Trans-
Pacific 
shocks

Common 
shocks

U.S. endogenous variables
output 49.93 33.05 15.81 46.61 32.77 19.19
consumption 33.92 32.08 33.82 33.51 31.22 34.93
investment 54.71 22.52 22.62 53.31 22.25 24.10
labor 57.53 28.51 12.74 56.29 28.42 13.95
wage inflation 63.58 15.16 21.00 56.74 16.14 24.49
net worth 21.84 15.97 61.41 22.88 17.20 58.28
interest rates 32.34 29.98 35.56 29.90 28.10 37.69
inflation, foreign goods 13.00 4.98 74.14 12.23 7.04 73.45
inflation, domestic goods 42.24 20.77 36.66 37.73 18.65 40.85
credit spread 70.74 16.83 12.43 70.28 17.13 12.53

Trans-Pacific endogenous variables
output 9.52 83.06 6.98 9.25 79.80 10.47
consumption 8.54 82.74 8.65 8.26 79.39 12.10
investment 9.74 80.09 9.77 9.07 77.26 13.00
labor 8.96 83.85 6.60 8.85 83.25 7.31
wage inflation 6.60 83.20 10.00 3.94 48.35 46.94
net worth 6.53 61.00 32.05 4.13 39.11 55.76
interest rates 11.48 52.45 34.98 3.37 21.83 73.54
inflation, foreign goods 2.80 2.15 90.30 1.74 3.17 91.32
inflation, domestic goods 3.40 81.37 15.10 2.18 32.36 64.83
credit spread 19.92 65.57 14.51 19.22 65.16 15.60

Horizon = 1 quarter Horizon = 10 quarters
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Table 8. Forecast Error Variance Decomposition, types of shocks 

 
Notes: FEVDs are obtained by using parameters’ posterior mean values.  

 

horizon = 1 quarter

U.S. endogenous variables

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Exchange 
rate 

shocks
output 0.14 48.71 1.08 0.01 32.43 0.60 1.06 13.62 1.14 1.21
consumption 0.24 32.31 1.36 0.14 30.60 1.35 1.06 31.16 1.61 0.18
investment 0.30 53.77 0.65 0.07 21.99 0.45 0.18 20.91 1.53 0.15
labor 30.77 26.22 0.54 10.93 17.42 0.16 5.06 7.15 0.53 1.22
wage inflation 62.21 1.28 0.10 13.44 1.65 0.07 19.78 1.10 0.13 0.25
net worth 2.41 0.70 18.73 1.29 0.64 14.04 5.32 0.24 55.85 0.78
interest rates 3.77 6.31 22.26 2.27 5.08 22.63 9.33 2.06 24.16 2.12
inflation, foreign goods 12.64 0.32 0.03 2.31 0.05 2.62 74.01 0.00 0.13 7.88
inflation, domestic goods 42.02 0.20 0.01 20.44 0.30 0.03 36.46 0.14 0.06 0.32
credit spread 0.01 0.02 70.71 0.00 0.02 16.81 0.01 0.01 12.42 0.01

TP endogenous variables
output 0.34 8.18 1.00 2.63 74.28 6.15 0.12 5.25 1.61 0.44
consumption 0.06 7.68 0.80 0.34 78.93 3.47 0.10 7.42 1.13 0.07
investment 0.12 8.80 0.82 2.54 73.12 4.43 0.25 7.95 1.58 0.39
labor 5.63 3.03 0.29 55.57 26.00 2.28 4.39 1.71 0.51 0.58
wage inflation 4.88 1.31 0.40 69.02 11.94 2.24 8.26 1.12 0.63 0.20
net worth 0.67 0.07 5.79 3.20 0.15 57.65 6.07 0.02 25.96 0.42
interest rates 0.65 0.36 10.47 5.77 1.83 44.85 21.22 0.14 13.62 1.09
inflation, foreign goods 2.55 0.22 0.03 0.69 0.02 1.45 90.19 0.00 0.10 4.76
inflation, domestic goods 3.34 0.05 0.01 81.03 0.25 0.09 15.06 0.01 0.02 0.13
credit spread 0.00 0.00 19.91 0.04 0.00 65.53 0.12 0.00 14.39 0.00

horizon = 10 quarters

U.S. endogenous variables

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Exchange 
rate 

shocks
output 0.26 44.98 1.37 0.16 31.65 0.96 4.03 13.48 1.69 1.43
consumption 0.52 31.29 1.70 0.32 29.22 1.68 2.96 29.86 2.11 0.34
investment 0.52 50.81 1.99 0.20 20.94 1.12 0.31 19.82 3.97 0.33
labor 31.35 24.25 0.69 11.02 17.04 0.36 6.03 7.09 0.82 1.35
wage inflation 53.51 3.01 0.22 11.78 3.99 0.37 21.75 2.08 0.67 2.62
net worth 3.83 1.46 17.59 2.44 1.53 13.23 9.55 0.67 48.06 1.64
interest rates 6.68 7.21 16.01 4.28 7.20 16.61 16.30 3.13 18.26 4.31
inflation, foreign goods 11.82 0.37 0.05 4.46 0.17 2.40 73.23 0.06 0.16 7.27
inflation, domestic goods 35.76 1.82 0.15 15.58 2.65 0.42 38.86 1.26 0.73 2.77
credit spread 0.08 0.13 70.07 0.03 0.07 17.03 0.06 0.04 12.42 0.07

TP endogenous variables
output 0.84 7.24 1.18 8.65 64.32 6.84 3.74 4.81 1.92 0.47
consumption 0.21 7.13 0.92 2.27 73.18 3.95 3.93 6.83 1.33 0.25
investment 0.52 7.49 1.06 8.17 62.60 6.48 4.03 6.65 2.32 0.67
labor 5.58 2.91 0.37 56.02 24.62 2.61 4.95 1.72 0.64 0.58
wage inflation 3.09 0.63 0.22 42.29 4.60 1.46 46.13 0.40 0.41 0.77
net worth 0.94 0.17 3.03 9.63 0.57 28.92 42.84 0.03 12.89 1.00
interest rates 0.96 0.30 2.11 11.80 1.27 8.76 70.58 0.07 2.89 1.26
inflation, foreign goods 1.51 0.20 0.03 2.10 0.10 0.97 91.23 0.01 0.08 3.77
inflation, domestic goods 1.92 0.23 0.03 31.15 0.93 0.28 64.71 0.04 0.09 0.62
credit spread 0.03 0.02 19.17 0.38 0.15 64.63 0.34 0.01 15.25 0.02

U.S. shocks Trans-Pacific shocks

U.S. shocks Trans-Pacific shocks Common shocks

Common shocks
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Table 9. Forecast Error Variance Decomposition, US, CA&MX versus Common shocks 

 

Notes: FEVDs are obtained by using parameters’ posterior mean values. 

 

 

 

 

 

 

 

U.S. 
shocks

CA&MX 
shocks

Common 
shocks

U.S. 
shocks

CA&MX 
shocks

Common 
shocks

U.S. endogenous variables
output 47.09 37.80 15.06 45.44 38.47 15.92
consumption 36.89 30.11 32.96 36.33 31.81 31.79
investment 46.01 32.42 21.56 44.30 32.55 23.10
labor 47.88 35.18 16.89 48.03 35.98 15.87
wage inflation 35.01 31.82 33.15 34.26 33.22 32.38
net worth 20.17 29.91 49.91 21.88 31.72 46.29
interest rates 22.46 58.41 19.07 22.43 58.15 19.08
inflation, foreign goods 67.92 18.74 12.97 65.64 20.99 12.60
inflation, domestic goods 30.57 36.83 32.59 30.26 37.39 32.26
credit spread 59.62 28.43 11.95 59.21 29.41 11.38

CA&MX endogenous variables
output 9.22 86.63 4.14 8.34 88.28 3.38
consumption 9.16 80.97 9.82 9.25 82.23 8.41
investment 8.85 85.51 5.59 8.46 86.25 5.23
labor 12.78 79.12 8.10 12.21 79.90 7.87
wage inflation 2.95 95.13 1.91 5.84 92.57 1.51
net worth 6.93 83.97 9.09 7.41 86.68 5.83
interest rates 8.36 88.54 3.07 8.06 89.77 2.03
inflation, foreign goods 50.70 19.89 28.86 39.67 40.41 18.91
inflation, domestic goods 4.42 94.98 0.60 5.38 94.20 0.40
credit spread 13.35 81.23 5.42 13.01 81.19 5.79

Horizon = 1 quarter Horizon = 10 quarters
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Table 10. Forecast Error Variance Decompositions by type of shock, NAFTA 

 

Notes: FEVDs are obtained by using parameters’ posterior mean values. 

horizon = 1 quarter

U.S. endogenous variables

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Exchange 
rate 

shocks
output 1.91 44.03 1.14 0.81 31.27 5.72 1.59 12.38 1.09 0.05
consumption 0.55 34.08 2.27 0.82 20.67 8.62 0.23 30.08 2.65 0.03
investment 0.18 45.07 0.76 0.24 30.62 1.56 0.10 19.78 1.68 0.01
labor 22.33 24.91 0.64 14.39 17.62 3.17 9.40 6.89 0.60 0.04
wage inflation 34.64 0.34 0.03 31.34 0.37 0.11 32.81 0.27 0.08 0.01
net worth 4.05 0.87 15.25 2.30 0.63 26.98 1.63 0.25 48.03 0.01
interest rates 3.35 5.16 13.95 2.91 3.78 51.73 1.54 1.48 16.06 0.05
inflation, foreign goods 67.91 0.00 0.00 18.67 0.06 0.00 12.96 0.00 0.00 0.38
inflation, domestic goods 30.53 0.03 0.01 36.76 0.04 0.03 32.55 0.01 0.03 0.01
credit spread 0.01 0.02 59.59 0.01 0.01 28.40 0.00 0.01 11.94 0.00

CA&MX endogenous variables
output 0.98 7.87 0.38 21.21 60.71 4.72 0.12 3.85 0.18 0.00
consumption 1.39 6.66 1.10 8.91 57.30 14.75 0.52 8.93 0.37 0.05
investment 0.85 7.91 0.09 13.50 70.45 1.57 0.11 5.26 0.22 0.04
labor 7.91 4.66 0.22 40.56 35.82 2.75 5.76 2.23 0.10 0.00
wage inflation 2.93 0.02 0.00 94.89 0.18 0.06 1.89 0.03 0.00 0.01
net worth 2.35 0.03 4.55 10.56 0.23 73.18 1.55 0.02 7.53 0.01
interest rates 3.89 0.08 4.39 28.79 0.56 59.19 1.71 0.04 1.32 0.04
inflation, foreign goods 50.69 0.01 0.00 19.81 0.07 0.01 28.86 0.00 0.00 0.54
inflation, domestic goods 4.41 0.00 0.00 94.94 0.03 0.01 0.60 0.00 0.00 0.01
credit spread 0.02 0.00 13.34 0.08 0.01 81.14 0.01 0.00 5.41 0.00

horizon = 10 quarters

U.S. endogenous variables

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Exchange 
rate 

shocks
output 3.64 40.30 1.50 1.80 30.11 6.57 2.18 11.96 1.79 0.16
consumption 1.01 32.72 2.59 2.03 20.16 9.62 0.42 28.34 3.03 0.08
investment 0.32 41.41 2.56 0.60 28.14 3.81 0.19 18.21 4.70 0.05
labor 25.77 21.48 0.78 16.61 15.96 3.41 8.70 6.26 0.90 0.12
wage inflation 32.95 1.05 0.26 31.12 1.25 0.85 30.93 0.63 0.82 0.14
net worth 4.97 1.21 15.70 3.94 1.08 26.70 2.16 0.43 43.70 0.10
interest rates 4.36 5.49 12.58 6.53 4.88 46.75 2.31 1.88 14.89 0.34
inflation, foreign goods 65.60 0.03 0.01 20.66 0.32 0.02 12.55 0.02 0.03 0.77
inflation, domestic goods 29.59 0.46 0.20 36.23 0.58 0.59 31.49 0.20 0.56 0.10
credit spread 0.08 0.12 59.01 0.10 0.07 29.24 0.04 0.04 11.30 0.00

CA&MX endogenous variables
output 2.10 5.90 0.35 38.84 45.14 4.30 0.15 3.01 0.22 0.00
consumption 2.57 5.78 0.89 21.27 49.00 11.96 0.64 7.46 0.31 0.11
investment 1.39 6.80 0.26 21.20 60.94 4.11 0.21 4.52 0.50 0.07
labor 7.60 4.37 0.24 43.39 33.47 3.04 5.54 2.19 0.14 0.02
wage inflation 5.78 0.05 0.00 92.08 0.38 0.10 1.46 0.04 0.01 0.08
net worth 4.84 0.03 2.54 45.68 0.21 40.80 1.48 0.02 4.32 0.08
interest rates 6.00 0.07 2.00 62.51 0.40 26.86 1.38 0.03 0.61 0.13
inflation, foreign goods 39.60 0.07 0.01 39.91 0.44 0.05 18.84 0.03 0.03 1.01
inflation, domestic goods 5.35 0.03 0.00 93.97 0.19 0.04 0.37 0.02 0.00 0.03
credit spread 0.16 0.01 12.84 1.44 0.08 79.68 0.06 0.01 5.73 0.00

U.S. shocks CA&MX shocks

U.S. shocks CA&MX shocks Common shocks

Common shocks
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Table 11. Relative FEVDs, TP compared to CA&MX 

 

Notes: FEVDs are obtained by using parameters’ posterior mean values. The values in the table are obtained by 
subtracting the values in Table 9 from the corresponding values in Table 7. The values in this table therefore reflect 
the contribution of shocks to variance decompositions in the US/TP estimations relative to their contributions in the 
US/CA&MX estimations. 

 

 

 

 

 

 

U.S. 
shocks

CA&MX 
or TP 
shocks

Common 
shocks

U.S. 
shocks

CA&MX 
or TP 
shocks

Common 
shocks

U.S. endogenous variables
output 2.85 -4.76 0.75 1.17 -5.71 3.27
consumption -2.98 1.97 0.86 -2.82 -0.59 3.15
investment 8.70 -9.90 1.07 9.02 -10.30 1.01
labor 9.65 -6.67 -4.15 8.25 -7.56 -1.92
wage inflation 28.57 -16.66 -12.15 22.48 -17.07 -7.88
net worth 1.67 -13.94 11.49 1.00 -14.53 11.99
interest rates 9.88 -28.43 16.49 7.48 -30.06 18.61
inflation, foreign goods -54.92 -13.76 61.18 -53.41 -13.96 60.85
inflation, domestic goods 11.67 -16.06 4.07 7.47 -18.74 8.59
credit spread 11.12 -11.60 0.48 11.07 -12.28 1.15

CA&MX or TP endogenous variables
output 0.30 -3.57 2.84 0.91 -8.48 7.09
consumption -0.63 1.78 -1.17 -0.98 -2.84 3.69
investment 0.89 -5.42 4.18 0.62 -8.99 7.77
labor -3.82 4.73 -1.49 -3.36 3.35 -0.56
wage inflation 3.65 -11.92 8.09 -1.89 -44.22 45.43
net worth -0.41 -22.97 22.96 -3.27 -47.57 49.93
interest rates 3.12 -36.09 31.92 -4.69 -67.94 71.50
inflation, foreign goods -47.90 -17.75 61.43 -37.93 -37.24 72.41
inflation, domestic goods -1.01 -13.61 14.50 -3.20 -61.84 64.44
credit spread 6.56 -15.65 9.09 6.20 -16.04 9.81

Horizon = 1 quarter Horizon = 10 quarters
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Table 12. Relative FEVDs, TP compared to CA&MX, by type of shock 

 
Notes: FEVDs are obtained by using parameters’ posterior mean values. The values in the table are obtained by 
subtracting the values in Table 9 from the corresponding values in Table 7. The values in this table therefore reflect 
the contribution of shocks to variance decompositions in the US/TP estimations relative to their contributions in the 
US/CA&MX estimations.	  

horizon = 1 quarter

U.S. endogenous variables

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Exchange 
rate 

shocks
output -1.77 4.69 -0.07 -0.79 1.15 -5.12 -0.53 1.23 0.05 1.16
consumption -0.31 -1.77 -0.91 -0.68 9.92 -7.27 0.82 1.08 -1.04 0.15
investment 0.12 8.70 -0.11 -0.16 -8.63 -1.11 0.08 1.13 -0.15 0.13
labor 8.44 1.31 -0.10 -3.47 -0.20 -3.00 -4.34 0.26 -0.07 1.18
wage inflation 27.56 0.94 0.07 -17.90 1.28 -0.04 -13.03 0.83 0.05 0.24
net worth -1.64 -0.17 3.48 -1.01 0.01 -12.94 3.68 0.00 7.81 0.77
interest rates 0.42 1.15 8.31 -0.64 1.30 -29.10 7.80 0.58 8.10 2.07
inflation, foreign goods -55.27 0.32 0.03 -16.36 -0.01 2.62 61.05 0.00 0.13 7.51
inflation, domestic goods 11.49 0.17 0.00 -16.32 0.26 0.00 3.92 0.13 0.03 0.32
credit spread 0.00 0.00 11.12 -0.01 0.00 -11.59 0.00 0.00 0.47 0.01

CA&MX/TP endo. vars. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
output -0.64 0.32 0.62 -18.58 13.57 1.43 0.00 1.40 1.44 0.44
consumption -1.34 1.02 -0.31 -8.57 21.63 -11.29 -0.41 -1.51 0.76 0.02
investment -0.73 0.89 0.72 -10.95 2.67 2.86 0.13 2.69 1.36 0.35
labor -2.27 -1.62 0.07 15.01 -9.82 -0.46 -1.37 -0.52 0.41 0.58
wage inflation 1.96 1.29 0.40 -25.87 11.76 2.18 6.37 1.09 0.62 0.19
net worth -1.69 0.04 1.24 -7.36 -0.07 -15.53 4.52 0.00 18.44 0.41
interest rates -3.24 0.28 6.08 -23.02 1.28 -14.34 19.52 0.10 12.30 1.05
inflation, foreign goods -48.15 0.22 0.03 -19.13 -0.05 1.43 61.34 0.00 0.09 4.22
inflation, domestic goods -1.07 0.04 0.01 -13.91 0.23 0.08 14.46 0.01 0.02 0.12
credit spread -0.01 0.00 6.58 -0.04 0.00 -15.61 0.11 0.00 8.98 0.00

horizon = 10 quarters

U.S. endogenous variables

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Productivity 
& cost-push 

shocks

Demand 
shocks

Financial 
shocks

Exchange 
rate 

shocks
output -3.38 4.68 -0.14 -1.63 1.54 -5.61 1.85 1.52 -0.10 1.27
consumption -0.49 -1.44 -0.89 -1.71 9.07 -7.95 2.54 1.52 -0.91 0.26
investment 0.19 9.40 -0.57 -0.40 -7.20 -2.69 0.12 1.61 -0.73 0.28
labor 5.59 2.76 -0.09 -5.58 1.08 -3.06 -2.67 0.83 -0.08 1.23
wage inflation 20.56 1.95 -0.03 -19.34 2.74 -0.48 -9.18 1.45 -0.15 2.48
net worth -1.14 0.25 1.89 -1.51 0.45 -13.47 7.39 0.24 4.36 1.54
interest rates 2.32 1.72 3.43 -2.25 2.33 -30.13 13.99 1.25 3.37 3.97
inflation, foreign goods -53.78 0.34 0.04 -16.20 -0.15 2.39 60.68 0.04 0.14 6.51
inflation, domestic goods 6.16 1.36 -0.04 -20.64 2.07 -0.16 7.37 1.06 0.17 2.67
credit spread 0.00 0.01 11.06 -0.06 0.00 -12.21 0.03 0.01 1.12 0.06

CA&MX/TP endo. vars. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
output -1.26 1.34 0.83 -30.19 19.18 2.54 3.59 1.80 1.71 0.47
consumption -2.36 1.35 0.03 -19.00 24.17 -8.02 3.30 -0.63 1.02 0.14
investment -0.87 0.68 0.80 -13.02 1.66 2.37 3.82 2.13 1.82 0.60
labor -2.02 -1.46 0.12 12.62 -8.84 -0.42 -0.58 -0.47 0.50 0.57
wage inflation -2.69 0.58 0.22 -49.80 4.22 1.36 44.67 0.35 0.40 0.69
net worth -3.90 0.13 0.49 -36.05 0.36 -11.88 41.35 0.02 8.56 0.91
interest rates -5.03 0.24 0.11 -50.71 0.87 -18.10 69.20 0.03 2.27 1.12
inflation, foreign goods -38.09 0.13 0.02 -37.81 -0.35 0.91 72.38 -0.02 0.05 2.76
inflation, domestic goods -3.43 0.20 0.03 -62.82 0.74 0.24 64.34 0.02 0.08 0.59
credit spread -0.13 0.01 6.33 -1.06 0.07 -15.05 0.28 0.01 9.52 0.02

U.S. shocks CA&MX / TP shocks

U.S. shocks CA&MX / TP shocks Common shocks

Common shocks


