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Abstract
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expectation stickiness at the firm level and find strong support for three additional
predictions of the model: (1) analysts are on average too pessimistic regarding the
future profits of high profit firms, (2) the profitability anomaly is stronger for stocks
which are followed by stickier analysts, and (3) it is also stronger for stocks with
more persistent profits.

∗We thank Nick Barberis, Bruno Biais, Eric So as well as the two referees and the Editor for their
very useful comments. We are also grateful to seminar audiences at UC Berkeley and NBER. This work
was initiated while Landier and Thesmar were doing research at CFM.
†CFM
‡University of Geneva and Swiss Finance Institute
§HEC Paris
¶MIT Sloan and CEPR

1



I Introduction

The existence of stock-return predictability is a central theme in the asset pricing

literature: several stock-level characteristics beyond market betas significantly predict

future stock-returns. A long-lasting debate pertains to the origin of such abnormal re-

turns and to how they can exist in equilibrium without being arbitraged away. One

strand of the literature is focused on interpreting abnormal returns as risk premia (see,

for instance, Cochrane (2011))–implying they are only seemingly abnormal–while other

authors attribute them to behavioral biases combined with limits to arbitrage (see, e.g.,

Barberis and Thaler (2003) or references therein, such as Daniel et al. (1998, 2001) or

Hirshleifer (2001)). Mispricing then relies on investors making systematic expectation er-

rors, while rational arbitrageurs are unable to fully accommodate their demand because

arbitrage is not risk-free. In this literature, the behavioral biases of the non-rational

market-participants typically take the form of non-Bayesian expectations grounded in

the psychology literature (see, e.g., Hong and Stein (1999) or Barberis et al. (1998)).

The focus of this paper is the “profitability” anomaly: stocks with high profitability

ratios tend to outperform on a risk-adjusted basis (Novy-Marx, 2013, 2015). Profitability

has recently emerged in the academic literature as one of the stock-return anomalies

with the largest economic significance. The corresponding long-short arbitrage strategy

features high Sharpe ratios, no crash risk (Lemperiere et al., 2015), and very high capacity

due to the high persistence of the profitability signal (e.g., operating cash-flows to asset

ratio) on which the strategy sorts stocks (Landier et al., 2015). Our goal in this paper

is to test if the profitability anomaly can be directly related to a simple model of sticky

expectations, in which investors update their beliefs too slowly.

We start by building a simple model in which risk-neutral investors price a stock,

whose dividend is predictable with a persistent signal. These investors have “sticky”

expectations. Each period, their expectations are given by λ times their previous belief

and 1−λ times the rational expectation (i.e. the individual-level version of the consensus

forecast model of Coibion and Gorodnichenko (2012, 2015)). As shown by Coibion and

Gorodnichenko (2015), the model has the advantage of nesting rational expectations as

a particular case and delivers a simple way of measuring expectation stickiness using the

link between forecast errors and past forecast revisions. It can thus easily be taken to the

data. When solving this simple model, we find that future stock returns can be forecasted

using past profits and past changes in profits. Thus, the model provides a rationalization

for the profitability anomaly. It also makes other predictions.

We test the predictions of the model using observed earnings per share (EPS) forecasts

by financial analysts from I/B/E/S. Using directly observable expectations contained in
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financial analysts’ EPS forecasts is a natural setting to study how beliefs of market

participants potentially deviate from rational expectations. Analysts are professional

forecasters and their forecasts are not cheap talk, which mitigates the legitimate skep-

ticism for subjective answers found in surveys (see Bertrand and Mullainathan (2001)).

We do, however, make the assumption that analysts data are representative of investors’

expectations. Using these data, we find that the average forecaster puts an excess weight

of 16% on earlier annual forecast.

The data are consistent with key cross-sectional predictions of the model. First, we

expect that analysts systematically underestimate future profits when current profits are

high. Second, the profitability anomaly is expected to be stronger for firms that are

subject to stickier EPS forecasts. Third, firms with more persistent earnings should be

more prone to the profitability anomaly. Additionally, these three predictions should also

hold for two signals alternative to profitability level: earnings momentum (profit change)

and returns momentum (past returns). All these predictions are robust outcomes of the

model, and we find that they all hold in the data. They thus vindicate our interpretation

of this anomaly.

Our analysis is mostly a contribution to the behavioral finance literature, which has

documented both patterns of under- and overreaction on analyst forecasts. There is an

old tradition of papers on investor underreaction. Abarbanell and Bernard (1992) find

evidence that analysts under-react to past earnings, in line with our own results. Ali

et al. (1992) find a similar result on annual earnings forecasts. Like us, such positive

serial correlation is most often interpreted in the literature as a sign that analysts are

under-reacting in a non-Bayesian manner when setting expectations of future earnings

(see e.g. Ali et al. (1992) or Markov and Tamayo (2006) for a summary of the literature).

An exception is Markov and Tamayo (2006), who argue that the positive autocorrelation

of forecasts errors is compatible with Bayesian updating if analysts do not know the true

generating process for earnings and slowly learn about the data generating process. Con-

sistent with this hypothesis, Mikhail et al. (2003) find that analysts with more experience

under-react less to prior earnings. To our knowledge, this literature does not establish a

link between the persistence of forecast errors and the profitability anomaly. Also, our

analyst-level regression are harder to reconcile with Bayesian learning. In addition, using

the insight of Coibion and Gorodnichenko (2015), we propose a model of expectation

formation where underreaction is captured by a single parameter, which we estimate.

Finally, we add to the literature by documenting heterogeneity in analyst’s biases at the

firm level and by relating this heterogeneity to the intensity of stock-market anomalies.

In this sense, our results are consistent with finance papers that have documented the

slow diffusion of information in markets (see, e.g., Hong et al. (2000); Hou (2007)).
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This underreaction tradition coexists with abundant evidence of overreaction. For

instance, Debondt and Thaler (1990) document patterns of overreaction by looking at

analyst revisions. Most related to our present work, there is an ecology of papers which

seeks to explain the value premium with extrapolating beliefs starting with Debondt and

Thaler (1985) and Lakonishok et al. (1994). Laporta (1996) and Bordalo et al. (2017)

show that stocks with high expected growth (as measured by analyst consensus on long-

term earnings growth) tend to (1) be glamour stocks and (2) have low expected returns.

Alti and Tetlock (2014) calibrates a model where over-reaction and overconfidence distort

agents’ expectations of firm productivity. Weber (2016) documents abnormal returns of

portfolios sorted on cash-flow duration and shows that this anomaly can be explained by

extrapolation bias in analysts’ long-term forecasts. Gennaioli et al. (2015) and Greenwood

and Shleifer (2014) find that errors in CFO expectations of earnings growth are not

rational and are compatible with a model of extrapolative expectations. They focus on

time series of forecasts, and on expectations of long-term growth and returns. These

papers differ from ours in two respects: First, they seek to explain a different anomaly

(they focus on the value premium or the duration premium while we offer a theory of the

profitability anomaly). Second, they find evidence of extrapolative behavior regarding

long-term earnings growth forecasts, while we provide evidence of stickiness of near-term

EPS forecasts. Consistent with this, Bordalo et al. (2017) run regressions similar to our

Table III on both EPS forecasts (our focus here) and long-term growth forecasts (their

focus), and confirm both our finding of stickiness in the short-run and their hypothesis

of overreaction of long-run expectations.

Our results from Table VI also speak to a small number of papers who link analyst

forecast errors with well-known signals that predict returns. Brav et al. (2005) find

that systematic expectation errors are consistent with a large number of signals used to

forecast returns, but do not attempt to put economic structure on expectation dynamics.

Also, Engelberg et al. (2016) document that predictable returns in various anomalies

are concentrated around earnings announcements and days on which significant news is

revealed. Such a prediction would be consistent with our set-up, but we do not explore

this avenur in our paper.

In terms of theoretical asset-pricing models, an important strand of the behavioral

literature has focused on explaining the value, momentum, and post-earnings announce-

ment drift anomalies. Most related to our work are papers which propose non-Bayesian

theories of beliefs dynamics that can explain these anomalies. Barberis et al. (1998) pro-

pose a model where investors try to estimate whether prices are in a trending regime or

a mean-reverting regime. This generates simultaneous short-term underreaction of stock

prices to news and overreaction to a series of good or bad news. Hong and Stein (1999)
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develop a model where two types of traders co-exist: traders who trade on news and

trend-followers. The interaction between these traders generates an equilibrium that ex-

hibits both short-term momentum and long-term reversal. Because our paper focuses on

the profitability anomaly, we use a simple non-Bayesian set-up with only one type of risk

neutral agent. We directly measure analyst beliefs stickiness and test the comparative

statics of the model which are highly constraining on the data: we show that the prof-

itability anomaly is stronger for stocks where the measured stickiness of analyst forecasts

is higher. This is an indirect validation of the assumption that biases in analyst forecasts

about future profitability can be seen as being representative of beliefs of investors.

In its methodology, our paper is also related to the recent macro literature on ex-

pectation formation. The model of expectations dynamics that we use is analyzed in

Coibion and Gorodnichenko (2012), which was originally applied to professional inflation

forecasts. In Mankiw and Reis (2001), agents also update beliefs infrequently due to fixed

costs, which in turn leads to sticky prices.

The rest of the paper is organized as follows: The next section lays out the model of

Coibion and Gorodnichenko (2012) and adapts it to the context of firm-level character-

istics with predictive power on future profits. We derive structural predictions that link

the persistence and predictive power of these firm-level characteristics, the level of beliefs

stickiness from analysts, and the dynamics of their forecast errors. Section III describes

the data. Section IV gathers our empirical results: First, we document the predictability

of returns, earnings, and forecast errors by several firm-level characteristics observable

at the time of forecast formation. Secondly, we test structural predictions of the model.

Section V uses Monte Carlo simulations to examine the robustness of our results and,

finally, Section VI concludes.

II Model

A. Expectation stickiness

We start by analyzing a model with expectation dynamics which can be directly tested

without further assumption on the data-generating process of the forecasted variable.

We take our model of expectation dynamics from the macro literature on information

rigidity (see Mankiw and Reis (2002) or Reis (2006)). We use notations from Coibion

and Gorodnichenko (2012) and Coibion and Gorodnichenko (2015). Let Ftπt+h be the

expectation formed at t about profits at t+ h, which we denote as πt+h. We assume that

expectations are updated according to the following process:

Ftπt+h = (1− λ)Etπt+h + λFt−1πt+h (1)
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which is easy to interpret. Etπt+h stands for rational expectation of πt+h conditional

on information available at date t. The coefficient λ indicates the extent of expectation

“stickiness.” When λ = 0, expectations are perfectly rational. When λ > 0, the forecaster

insufficiently incorporates new information into her forecasts. This framework accommo-

dates patterns of both under-reaction (0 < λ < 1) and overreaction (λ < 0) (shown for

instance in Greenwood and Shleifer (2014) and Gennaioli et al. (2015)). When applied

to consensus forecasts, this structure on forecasts can be made consistent with mod-

els of Bayesian learning with private information (Coibion and Gorodnichenko, 2015);

When applied to individual level forecasts, however, it can only come from non-bayesian

under-reaction (we show later that the data favor this type of explanation).

As noted by Coibion and Gorodnichenko (2012) and Coibion and Gorodnichenko

(2015), this structure gives rise to straightforward testable predictions that are indepen-

dent of the process underlying profits πt and provide a direct measure of λ:

Prediction 1. Inferring stickiness from forecast dynamics (Coibion and

Gorodnichenko, 2015)

Assuming expectations are sticky in the sense of equation (1), then the following two

closely linked relationships should hold:

1. Forecast errors should be predicted by past revisions:

Et (πt+1 − Ftπt+1) =
λ

1− λ
(Ftπt+1 − Ft−1πt+1) (2)

2. Revisions are autocorrelated over time:

Et−1 (Ftπt+1 − Ft−1πt+1) = λ (Ft−1πt+1 − Ft−2πt+1) (3)

Proof. See Appendix A

These two relations can readily be tested on expectations data without further as-

sumption about the data-generating process of πt. The intuition behind the first one is

that forecast revisions contain some element of new information, only partially incorpo-

rated into expectations. As a result, revisions predict forecast errors. Quite elegantly,

the regression coefficient is a simple transformation of the stickiness parameter λ. The

second prediction pertains to the dynamics of forecast revisions. When expectations are

sticky, information is slowly incorporated in forecasts, so that a positive news generates

positive forecast revisions over several periods. This generates momentum in forecasts.

6



B. Earnings expectations

We now further assume that firm profits πt+1 can be predicted with a signal st, that

is

πt+1 = st + εt+1, (4)

where εt+1 is a noise term.

The signal is persistent, so that

st+1 = ρst + ut+1, (5)

where ρ < 1 and ut+1 is a noise term. One can think of st as a sufficient statistic capturing

all public information useful to predict future profits. A particular case is to consider

that st is simply equal to lagged profits or lagged cash-flows, but this is just a particular

case. To obtain closed form solutions for conditional expectations, we also assume that

εt+1 and ut+1 follow a normal distribution, but the intuitions we derive in the paper do

not hinge on this particular assumption. Note that, taken together, assumptions (4), (5)

and normality impose that profits follow an ARMA(1,1) process.

The expectation definition (1) can be rewritten as:

Ftπt+1 = (1− λ)
∑
k≥0

λkEt−kπt+1

Given our assumptions about the profit process and the signal informativeness, we

know that Et−kπt+1 = ρkst−k, so that forecasts should write:

Ftπt+1 = (1− λ)
∑
k≥0

(λρ)kst−k (6)

The econometrician does not observe the signal st, but observes profits πt. Thus, in

order to implement our tests, we need to formulate a prediction about forecasts conditional

on πt. We do this in the following proposition, by showing that past profits predict future

forecast errors:

Prediction 2. Past profits predict future forecast errors

Assuming expectations are sticky in the sense of equation (1), and profits can be

forecast using an autoregressive signal st, then earnings surprises should follow:

Et (πt+1 − Ftπt+1| πt) =
ρλ2(1− ρ2)

1− λρ2
σ2
u

σ2
u + (1− ρ2)σ2

ε

πt

Proof. See Appendix B
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This equation is straightforward to interpret. If expectations are rational (λ = 0),

the earnings surprise should be uncorrelated with past realizations of profits. In fact,

it should be zero by definition of rationality. As soon as λ > 0, profits will positively

predict future surprises, but only to the extent that the signal is persistent (ρ > 0). This

happens because past profits need to be persistent to be indicative of future profits. Since

investors are slow at adjusting their beliefs, they underestimate this persistence which

leads to predictable forecast errors. The prefactor σ2
u

σ2
u+(1−ρ2)σ2

ε
can be interpreted in a

classic Bayesian manner as follows: When σε is large, a high πt is less likely to imply

a high signal level and thus a large mistake. Conversely, when σu is large (fast moving

signal), a high πt is more likely to imply a high signal level that got high only recently,

and thus implies a large mistake as expectations are still anchored in the past.

C. Forecasting stock returns

We now move from profits to returns. To simplify exposition, we set up a bare-bone

asset pricing model: We assume that all investors are risk neutral and have the same

expectation stickiness parameter λ. This is an extreme assumption designed to focus on

our key effects. A natural extension would be a limits of arbitrage model where rational,

risk averse, arbitrageurs trade against the sticky investors. Our qualitative predictions

would carry out in such a set-up, although they would be partially attenuated by the

presence of limited arbitrage.

Given our risk neutral pricing assumption, the stock price, just after receiving dividend

πt and observing signal st, is simply given by:

Pt =
∑
k≥1

Ftπt+k
(1 + r)k

(7)

Given that we know the process of profits and expectations updating, we can easily

derive the prices and returns, defined as Rt+1 = (Pt+1 + πt+1)− (1 + r)Pt, as a function

of past signals. This leads to the following, intermediate, result:

Lemma 1. When agents are risk-neutral and expectation are sticky in the sense of Equa-

tion (1), prices and returns are functions of past signals:

Pt = m
∑
k≥0

(λρ)k st−k

Rt+1 = mut+1 + εt+1 + λ(1 +mρ)st − (1− λ)(1 +mρ)
∑
k≥1

(λρ)k st−k

where m = 1−λ
1+r−ρ .

8



To interpret the first formula, let us note P ?
t = 1

1+r−ρst, which is the price that prevails

when λ = 0, i.e. the rational price. Using this definition, we can rewrite price dynamics

as

Pt = (1− λ)P ?
t + λρPt−1.

Prices are equal to 1− λ times the rational price, and there is excess persistence of past

prices, especially when ρ is large. The second equation directly comes from the definition

of returns. This equation confirms that past signals predict returns, as long as λ 6= 0. If

expectations are rational (λ = 0), then returns are given by 1
1+r−ρut+1 + εt+1 and have

zero conditional mean: High returns in this case may arise from temporary profit shocks

εt+1, as well as innovation on the signal ut+1, which is multiplied by 1
1+r−ρ since the signal

is persistent.

As with profit expectations, the econometrician does not observe the signal realization,

so she cannot directly test the relationships in Lemma 1, but she observes past profits and

past returns. Our third prediction is that future returns can be forecast using information

available to the econometrician. In the following proposition, we describe these anomalies

in terms of covariance of future returns with past predictive variables: in the rational case,

this covariance should be null.

Prediction 3. Belief stickiness and stock-market anomalies

When agents are risk-neutral and expectation are sticky in the sense of Equation (1),

then, at the steady state, noting m = 1−λ
1+r−ρ :

1. Past profits predict future returns (“profitability”):

cov(Rt+1, πt) = (1 +mρ)
ρ

1− λρ2
λ2σ2

u

2. Increases in past profits predict future returns (“earnings momentum”):

cov(Rt+1,∆πt) = (1 +mρ)
ρ

1 + λρ
λ2σ2

u

3. Past returns predict future returns (“price momentum”):

cov(Rt+1, Rt) = (1 +mρ)(m+ ρλ)
λσ2

u

1− λ2ρ2

4. All covariances cov(Rt+1, πt), cov(Rt+1,∆πt) and cov(Rt+1, Rt) increase with ρ.

They also increase with λ under the “near rational” approximation that λ� 1.

Proof. See Appendix C
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That items 1–3 of Prediction 3 hold in the data has been shown in the large empirical

literature on asset pricing. Novy-Marx (2013) shows the sharpe ratio of the profitability

anomaly is high, while Landier et al. (2015) document that it is indeed a large anomaly,

in the sense that large amounts can be invested in it without being erased by transac-

tion costs. Novy-Marx (2015) documents that changes in earnings also forecast returns.

That past returns forecast future returns in equity markets is well known since at least

Jegadeesh and Titman (1993). The three formulas 1., 2. and 3. are consistent with

the results derived on the formation of profit expectations. This happens because past

profit, profit change or past returns contain information about future profits that has not

been fully impounded into current prices. We notice two interesting properties. First, if

expectations are rational (λ = 0), neither past profits (levels or changes) nor past returns

can forecast future returns. Second, sticky expectations have the power of explaining

the profitability anomaly if and only if the signal is persistent. This ties again to the

intuition that slow updating is not a big source of mispricing when recent news are not

informative about the future. It makes returns more volatile (bigger mistakes are made

every period), but does not generate persistence.

In this paper, we go a step further than the existing literature on the profitability

anomaly, and test the comparative statics suggested by the model on the cross-section

of stock returns. First, when λ is small, the proposition shows that a higher value

of λ reinforces the anomaly: quite intuitively, stickier beliefs reinforce the relationship

between past profits, change in profits or returns, and future stock returns. Secondly, the

proposition also shows that signal persistence (higher ρ) increases the strength of these

anomalies. It comes from the abovementioned fact that higher persistence makes slow

expectations a larger source of mistakes about the future. This is because current signal

about future profit has a bigger impact on actual value when persistence is higher: The

scope for underreaction is therefore higher.

III Data

A. Data construction

A.1. Analyst forecasts

To construct our sample of analyst expectations, we obtain analyst-by-analyst EPS

forecasts from the I/B/E/S Detail History file (unadjusted). We retain all forecasts that

were issued 45 days after an announcement of total fiscal year earnings. We focus on

analyst EPS forecasts for the current fiscal year as well as forecasts for one and two fiscal
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years ahead.1 If an analyst issues multiple forecasts for the same firm and the same fiscal

year during this 45 day period, we retain only the first forecast.

Using these detailed analyst-by-analyst forecasts, we calculate the firm-level consensus

EPS forecast ourselves. In other words, we do not use the consensus forecast from the

I/B/E/S Summary History file, simply because it is not known how I/B/E/S decides on

whether or not to include an individual analyst-level forecast in the calculation of the

consensus. The I/B/E/S consensus could thus contain stale information, which we would

like to avoid. To compute the one, two, and three year ahead forecasts for earnings of fiscal

year t, that is Ft−hπt (with h = 1, 2, 3), we calculate the median of all forecasts submitted

at most 45 days after the announcement of earnings for fiscal year t − h. We choose

45 days because this is the median time (across analysts) between the announcement of

annual earnings and the issuance of their first forecast in the I/B/E/S Detail History

file. Taking a relatively short period (45 days) also maximizes the scope for forecast

errors and biases. At the same time, it ensures that as little material information for

year t as possible has been released. In order to avoid staleness, we focus on forecasts

that are actively submitted by analysts. A possible concern is that analysts “resubmit”

old forecasts without changing the numbers. This does not happen very often (less than

2% of the cases). So our consensus is mainly based on “fresh forecasts” that are not

artificially stale.

Next, we match actual reported EPS from the I/B/E/S unadjusted actuals file with

the calculated consensus forecasts. As pointed out in prior research (see Diether et

al. (2002); Robinson and Glushkov (2006)), problems can arise when actual earnings

from the I/B/E/S unadjusted actuals file are matched with forecasts from the I/B/E/S

unadjusted detail history file. These problems are due to stock splits occurring between

the EPS forecast and the actual earnings announcement: if a split occurs between an

analyst’s forecast and the associated earnings announcement, the forecast and the actual

EPS value may be based on a different number of shares outstanding. To deal with

this issue, we use the CRSP cumulative adjustment factors to put the forecasts from the

unadjusted detail history and the actual EPS from the unadjusted actuals on the same

share basis. We retain all firm-level observations with fiscal years ending between 1989

and 2015. In Table I we report summary statistics for the main variables of the EPS

forecast sample.

[Insert Table I about here.]

This dataset is an annual panel of firms. It has about 54k observations for most

variables, and some 16k when we require the presence of 3 year ahead forecasts (which

1We identify forecasts for the different fiscal years by the means of the I/B/E/S Forecast Period
Indicator variable FPI.
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we use in one specification). We use it to investigate the determinants of forecast errors

(predictions 1 and 2). We now turn to the construction of the panel of monthly stock

returns, which we use to test our last set of predictions (prediction 3).

A.2. Stock Returns

To construct our panel of stock returns, we start with all firms in the monthly CRSP

database between 1990 and 2015 having share codes 10 and 11. We keep only firms listed

on NYSE, Amex, or Nasdaq2 that can be matched with Compustat. We then match

these data with our previously described dataset on analyst forecasts.3

For our portfolio analysis, we compute signals for profitability, profitability momen-

tum, and price momentum in our sample:

1. Cash-flows (cf) is the net cash-flows from the firm’s operating activities normalized

by total assets. It is calculated as the ratio of Compustat items oancf and at. Cash-

flows have been shown to be a very strong predictor of returns (see Asness et al.

(2014), Landier et al. (2015)). One possible explanation is that cash-flows are a

better measure of a firm’s fundamental value, consistent with the idea that the

difference between cash-flows and earnings predicts returns (Sloan, 1996).

2. ∆ Cash-flows (∆cf) denotes the difference between the last available annual cash-

flow to asset ratio (cft), and the value of this ratio in the previous fiscal year (cft−1).

Such signals are sometimes referred to as “earnings momentum” (Novy-Marx, 2015).

3. Momentum (mom) is the cumulative firm-level return between months t-12 and

t-2 as in Jegadeesh and Titman (1993).

We assume accounting data to be available after recorded earnings announcement,

which we obtain from Compustat quarterly. Accounting profitability signals are updated

in the month following a firm’s fiscal year earnings announcement and remain valid until

the month of the firm’s next fiscal year earnings announcement. We thus require that

two consecutive annual earnings announcements are available.

We check that the three anomalies are indeed present in our sample in Table II. For

each of the three signals, we sort stocks each month into quintiles of the signal. At

the point of portfolio formation, we restrict ourselves to the 3,000 largest stocks. As is

standard in the literature, we measure size as stock market capitalization in last June

and ranks are calculated in each month. We also exclude penny stocks by requiring, at

2Exchange codes 1,2 and 3
3We match I/B/E/S with CRSP/Compustat using CUSIP and keep only matches for which both the

CUSIP and the CUSIP dates match in both CRSP/Compustat and I/B/E/S.
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portfolio formation, that the previous month closing price exceeds $5. We then compute

equal weighted portfolio returns for each of the five quintile portfolios, as well as the

long-short Q5-Q1 portfolio. In Panel A, we show excess returns without risk adjustment.

We then regress portfolio returns on standard sets of risk factors. We use the CAPM

(Panel B), the Fama and French (1993) three factor model (Panel C), and the Carhart

(1997) four factor model, which includes a momentum factor (Panel D). Given that the

factor model in Panel D includes a momentum risk-factor, we are not testing the returns

of the momentum strategy in Panel D.

[Insert Table II about here.]

As shown in previous literature, the three signals indeed forecast returns, and pre-

dictability is robust to risk adjustment. In Panel D, the t-statistic for the long-short port-

folio sorted on cash-flows is equal to 3.56∗∗∗. For ∆cf , the significance is a bit weaker:

2.87∗∗∗ (it is bigger than 3 for less conservative adjustments). In Panel C, long-short

portfolio on momentum has a t-statistic of 3.68∗∗∗.

IV Earnings forecasts and sticky beliefs: testing the model

In this section, we now test the predictions derived from the model of sticky beliefs

presented in Section II.

A. Prediction 1: measuring stickiness

A.1. Pooled analysis

We start by estimating equation (2), which links forecast errors with past forecast

revisions. As shown by Coibion and Gorodnichenko (2015) – and recalled in Prediction

1 – this regression allows to directly recover the stickiness parameter λ without further

assumption about the data-generating process of profits.

To implement this test, we calculate the forecast revision, which we define as the

change in the consensus forecast of earnings for fiscal year t that was formed just after

the announcement of fiscal year earnings t−1 (i.e., Ft−1πf,t) with respect to the consensus

earnings forecast for fiscal year earnings t that was formed just after the announcement of

fiscal year earnings t−2 (i.e., Ft−2πf,t). We normalize this revision of expectations by the

stock price before the announcement of fiscal year earnings t− 2, which we denote Pf,t−2.

The forecast revision for firm f ′s earnings in fiscal year t is thus defined as (Ft−1πf,t −
Ft−2πf,t)/Pf,t−2. Accordingly, we define the forecast error as the difference between total

fiscal year earnings reported for fiscal year t and the consensus forecast for total fiscal
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year earnings that was formed just after the announcement of fiscal year earnings t− 1 ,

which we again normalize by Pf,t−2.The forecast error is thus (πf,t − Ft−1πf,t)/Pf,t−2.

[Insert Figure 1 about here.]

Before running regressions, we first offer a graphical visualization of the data. In

Figure 1, we show the forecast error as a function of forecast revisions. We sort all obser-

vations into twenty ordered bins of the forecast revision (Ft−1πf,t − Ft−2πf,t)/Pf,t−2 and

compute both average forecast error (πf,t−Ft−1πf,t)/Pf,t−2 and average forecast revision

for each of the twenty ordered bins. The figure shows a strong monotonic relationship

between the forecast error and the revision. We then move to the statistical analysis, and

estimate the following regression where the time unit t is the fiscal year:

πf,t − Ft−1πf,t
Pf,t−2

= a+ b · Ft−1πf,t − Ft−2πf,t
Pf,t−2

+ c · πf,t−1 − πf,t−2
Pf,t−2

+ εf,t (8)

Our main specification has c = 0. As recalled in Proposition 1, the coefficient b can

then be interpreted as a function of the stickiness parameter, so that λ = b/(1 + b).

Error terms εf,t are allowed to be flexibly correlated within firm and within year. The

negative coefficient c < 0 captures the presence of extrapolative bias. When profits go

up, extrapolators are on average optimistic, i.e. their forecast error πf,t−Ft−1πf,t should

be negative.

[Insert Table III about here.]

We report regression results in Table III. In column (1) of Panel A, we directly estimate

equation (8) setting c = 0. We find b = 0.165, which means λ = 0.14. This suggests that,

at the quarterly frequency, the weight of lagged forecasts is given by 0.14
1
4 = 0.6, very

similar to what Coibion and Gorodnichenko (2015) find for quarterly revisions of inflation

forecasts (they find λ ≈ .55). Hence, our estimation of stickiness is in the ballpark of

recent estimates coming from macro forecasts made by independent forecasters instead of

security analysts. In column (2), we include the two components of the revision separately,

and find that their absolute values do not differ very much, which is a reassuring property.

In column (3), we add the extrapolation parameter. The idea here is to (1) check that

our estimate of λ is robust to controlling for extrapolation and (2) verify the presence of

extrapolation in our data. We find that extrapolation is there (c < 0) but insignificant.

As a result, controlling for extrapolation marginally increases the stickiness coefficient,

but not significantly so.

In Panel B of Table III we use another strategy to estimate λ, which is based on the

dynamics of forecasts revisions (equation (3) in Prediction 1). The idea of this second
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approach is that the change in forecasts at time t contains an “echo” of the previous

change in forecasts. The strength of that “echo” provides a measure of λ. More formally,

we estimate:

Ft−1πf,t − Ft−2πf,t
Pf,t−3

= a+ b · Ft−2πf,t − Ft−3πf,t
Pf,t−3

+ εf,t, (9)

where b is in theory – i.e. if the expectation model (1) is true – equal to λ.

When testing this prediction, we have to rely on analysts’ EPS forecasts for three

fiscal years ahead, which makes our sample size drop substantially: We keep only about a

third of the observations compared to Panel A where only two year ahead EPS forecasts

are needed. In the data, the number of available analyst forecasts drops sharply with

the forecast horizon. Despite this constraint, we find an estimate of λ equal to 0.06 (see

Column (1), Panel B, Table III). This estimate is noisier but not significantly different

from the one shown in Panel A. The similar magnitude of the two coefficients is reassuring

because the two estimation strategies are quite different in nature. They provide two

separate confirmations that our expectation model (1) holds. The estimation strategy in

Panel B relies on the stickiness of expectations to be independent of the time distance

to realization, which the strategy in Panel A, does not require. The second estimation

procedure is, however, more fragile than the first one due to the smaller sample size

imposed by the use of longer-term forecasts.

A.2. Stickiness at the analyst- and firm-level

In this section, we extend the methodology used in the previous subsection in order to

estimate analyst- and firm-level stickiness parameters λa and λf . We then test whether

certain analyst– and/or firm–level characteristics are correlated with higher levels of

stickiness. For instance, if we interpret stickiness as resulting from time-constraints,

we would expect analysts who follow more industries to exhibit stickier expectations as

they are more constrained in the time they can allocate to revising forecasts. In a similar

vein, more experienced analysts might be more inclined to process material information

more quickly, leading to less sticky expectations.

To test predictions of this kind, we proceed in two steps. First, we separately estimate

the stickiness parameter for each analyst a (resp. for each firm f). In doing so, we use all

available observations at the analyst and firm-level. In a second step, we relate the cross

section of analyst- (respectively firm-) level stickiness to observable analyst (respectively

firm) characteristics.

Using the whole time-series of EPS forecasts for a given analyst a, we individually

estimate the following regression for each analyst a
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πf,t − Fa,t−1πf,t
Pf,t−2

= aa + ba ·
Fa,t−1πf,t − Fa,t−2πf,t

Pf,t−2
+ εa,f,t. (10)

Using the relation λa = ba/(1 + ba) implied by the model, we can then back out the

analyst level stickiness using the regression coefficient ba from the above equation. Panel

A of Table IV shows summary statistics for the parameter λa.

It is important to note that Equation (10) represents a significant departure from

Coibion and Gorodnichenko (2015). In their paper, the link between forecast errors and

revisions fleshed out in Equation (8) is only valid at the consensus level. At the forecaster

level, forecast errors are unpredictable. This is because, in their paper, they consider only

two models of expectation formation at the individual level which are close to rationality.

Equation (10) assumes that, at the individual level, expectations are non-Bayesian. Hence

forecast errors can be predicted with revisions at the individual level. This equation is not

grounded in a psychological model of expectation formation (as for instance in Bordalo et

al. (2017)): We think of it as an empirical equation designed to measure individual-level

stickiness. We note, however, that if Coibion and Gorodnichenko (2015)’s interpretation

of consensus data is correct, we should find that ba = 0.

[Insert Table IV about here.]

In total we are able to estimate the analyst level stickiness for 6,938 analysts. The

mean analyst–level stickiness is about 0.16, similar to what we obtained from the pooled

estimation in Panel A, Table III. The mean analyst–level stickiness λa is estimated using

about 23 observations (Mean Nλa = 22.96). Note also that more than 25 percent of

analysts have a negative λa, i.e., they “overreact” to recent information. This finding is

consistent with the results of Coibion and Gorodnichenko (2015) at the consensus level,

but not consistent with their interpretation, because in the two expectation formation

models they consider, the expectation errors at the individual forecaster-level cannot be

predicted by past revisions. Our result suggests that the stickiness in consensus forecasts

directly stems from under-reaction at the individual level (rather than. for instance,

Bayesian updating with informational frictions).

We now repeat the same procedure at the firm–level, which amounts to estimating

the stickiness parameter of the median analyst covering a firm (i.e., using the firm-level

time series of consensus forecast errors and revisions). Again we use all observations that

are available for a given firm to estimate the firm-level lambda. More specifically, we

estimate

πf,t − Ft−1πf,t
Pf,t−2

= af + bf ·
Ft−1πf,t − Ft−2πf,t

Pf,t−2
+ εf,t, (11)
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and obtain the firm–level stickiness using the transformation λf = bf/(1+ bf ). The mean

firm–level stickiness λf is 0.13 and it is estimated using nine years of data. Again, the

stickiness parameter estimated at the firm–level is quite similar to what was obtained in

the pooled estimation. Similar to the distribution of λa, Panel B of Table IV shows that

only a minority of firms displays evidence of overreaction: About 25% of the firms have

a negative λf , though most of them are non-significant.

Next, we regress our estimated parameters λa (resp. λf ) on analysts’ (resp. firms’)

characteristics. Since we only have one observation per analyst, we use time-series aver-

ages of analyst (firm) characteristics during the sample period as explanatory variables.

We estimate cross-sectional equations of the following type

λa = a+ b · xa + εa, (12)

where xa is, for instance, the average number of years an analyst has been forecasting

earnings during the sample-period. We estimate similar kinds of regressions at the firm–

level, that is

λf = a+ b · xf + εf , (13)

where xf denotes, for instance, the average firm size or average EPS volatility of the firm

throughout the sample period. The results for both types of regressions are reported in

Table V.

[Insert Table V about here.]

In Panel A, we report results on the determinants of analyst–level stickiness. We find

that analysts covering a larger number of industries have stickier expectations, in line

with a bounded rationality interpretation of the sticky forecasts model (see column (4),

Panel A). Stickiness tends to decrease with the analyst’s years of experience (columns (1)–

(3)), but the result is insignificant once controlling for the number of firms and industries

covered by the analyst.

In Panel B, we show the results from the firm–level regressions and find that stickiness

is higher for firms with more volatile EPS, which can be interpreted as analysts “giving-

up” on trying to make accurate forecasts for such firms. This is loosely consistent with

a learning model where analysts invest in noisy signals of EPS. If EPS is fundamentally

noisy, signals are less informative and analysts update their forecasts less frequently.
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B. Prediction 2: Past profits predict forecast errors

Prediction 2 of the model suggests that if expectations are sticky, past profits should

predict forecast errors, i.e. that forecasts of profitable firms should be, on average, pes-

simistic. This comes from the fact that, when analysts are sticky, not all good information

about future profits has been incorporated into current forecasts. To provide graphical

evidence supporting this theoretical prediction, we sort observations into twenty bins of

previous fiscal year-end operating cash-flows over assets and calculate both average pre-

vious fiscal year-end operating cash-flows over assets and average current forecast error

for each of the twenty ordered bins.

[Insert Figure 2 about here.]

Figure 2 shows a positive relationship between forecast errors and cash-flows, suggest-

ing that analysts, in forming their EPS forecasts, do not sufficiently take into account

current earnings information as measured by operating cash-flows.

To test this relationship more formally, we now regress forecast error on the cash-flow

signal cf . Our model also predicts that the two other signals (∆cf and mom) should also

predict forecast errors in the same direction. This happens because they both contain

information about future profits that has not been fully incorporated into the expectations

of sticky forecasters. Thus, we run the following regression:

πf,t − Ft−hπf,t
Pf,t−2

= a+ bt−h · sf,t−h + εf,t (14)

for h ∈ {1, 2}. The variable sf,t−h corresponds to each of the three anomaly signals cf ,

∆cf , and mom that we consider in this paper. The time unit is the (fiscal) year. πf,t

denotes the firm’s realized EPS, which we normalize using the stock price at fiscal year-

end lagged twice, that is Pt−2. Ft−hπf,t denotes the consensus EPS forecast formed in

the 45 days after the announcement of cft−h. We allow for error terms to be correlated

within time and within firm.

If expectations were formed rationally, expectation errors (πf,t − Ft−hπf,t)/Pf,t−h

should have a zero mean conditional on information available at t − h. Cash-flows and

prices at t− 1 or t− 2 are part of the information available to analysts when they form

expectations about year t. If b 6= 0, then this suggests that forecasters underweight

the information available in past profitability when forming their expectations. In our

Prediction 3, we provide a structural interpretation of the coefficient bt−h.

We allow for a non-zero constant a, which will capture the fact that expectations might

have a constant positive bias as found in the literature (see e.g. Hong and Kacperczyk

(2010), Guedj and Bouchaud (2005), or Hong and Kubik (2003)). In other words, we do
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not intend to analyze the average positive bias of analysts in this paper, but rather (1)

the cross-section of their bias conditional on firm characteristics and (2) the dynamics of

their bias over time. The results from regressions of the type of Equation 14 are reported

in Table VI.

[Insert Table VI about here.]

We find that the forecast error is systematically positively related to all three signals.

This finding is consistent with the idea that analyst expectations are non-rational, and

that analysts tend to under-react to some persistent signals that predict future profits.

One possible interpretation is to simply view past signals cf , ∆cf and mom as measures

as the signal itself. But our model is more general, in that it does not impose that

cash-flows or returns be the only neglected signals.

C. Prediction 3: relating anomalies to structural parameters

C.1. Anomalies are stronger for firms followed by sticky analysts

We now test the link made in Prediction 3 between the stickiness of the analysts

covering a firm (λf ), and the strength of the profitability and momentum anomalies. The

prediction of our theory is that when a firm is followed by stickier analysts, the three

anomalies (profitability, change in profitability, and price momentum) should be more

pronounced. This is quite a direct test of our theory because the test links asset prices to

parameters of the model that are measured independently of stock-prices. Note that the

underlying assumption is that the bias of analysts is also that of the marginal investor:

if analysts were not representative of how the marginal investor is thinking, one would

expect no link between analyst characteristics and stock prices. However, it seems quite

plausible an assumption that the marginal investor anchors her beliefs at least to some

extent on analyst forecasts. In that sense, our test is also a test that analyst expectations

contain information about what investors believe, as in Engelberg et al. (2016).

To test the prediction that the strength of profitability and momentum anomalies

depends on the extent to which a firm is covered by sticky analysts, we first sort stocks

into terciles of the firm-level stickiness parameter λf . Note that the median λf in the first,

second, and third tercile are -0.23, 0.13, and 0.41 respectively. It thus turns out that firms

in the second and third tercile of the distribution of λf have mainly positive values (so

they are subject to sticky expectations), whereas firms that fall in the first tercile of the λf

distribution have, by and large, negative values (so that forecasts about their profits tend

to be extrapolative). Within a tercile of λf , we sort firms into quintiles of profitability

(cf), profitability momentum (∆cf), or momentum (mom). We then compute equally
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weighted returns of these double sorted portfolios and adjust them for risk using standard

asset pricing techniques.

[Insert Table VII about here.]

Table VII displays alphas for portfolios that are double sorted on firm-level stickiness

(λf ) and cash-flows (Panel A), change in cash-flows (Panel B), and past returns (Panel

C). In each month, we first sort firms into terciles of the stickiness parameter λf and

then secondly into quintiles of the respective profitability or momentum signal. We then

calculate equal-weighted returns for each of the portfolios. In Panels A and B, we use the

four factor asset-pricing model of (Carhart, 1997). In Panel C, since the anomaly inves-

tigated is momentum itself, we are just using the three factors of the Fama and French

(1993) asset pricing model. For each stickiness tercile, we report the alphas of each of

the quintile portfolios as well as the long-short Q5-Q1 portfolio (18 portfolios). We then

test whether the alpha of the Q5-Q1 portfolio in the highest λf tercile is greater than

that in the lowest tercile (T3-T1). We find that the alpha of the long-short profitability

strategy has a t-statistic of 4.94∗∗∗ for the stickiest stocks, which is quite high. In con-

trast the t-statistic for the long-short strategy for the least sticky stocks is 2.42∗∗. The

differene between the two is highly significant: the t-statistic of the long-short portfolio

consisting of the most and the least sticky stocks (i.e., the T3-T1 portfolio) is 3.18∗∗∗.

This result shows that compared to the least sticky stocks, the long-short profitability

strategy is significantly stronger for the stickiest stocks. The effects are similar for the

change in profitability strategy (Panel B), albeit slightly weaker statistically speaking (t-

statistic=2.65∗∗∗). Still, the alpha of the change in profitability strategy for the stickiest

stocks has a t-statistic of 3.93∗∗∗, far above significance levels recommended in the current

asset pricing literature (see Harvey et al. (2014)). In contrast the profitability momentum

strategy is not significant for the least sticky stocks (t-statistic=0.47). Portfolio strategies

based on returns momentum give the same level of significance: the T3-T1 portfolio has

a t-stat of 2.64∗∗∗. Momentum of the stickiest firms has a t-stat of 4.79∗∗∗.

C.2. Anomalies are stronger for firms with highly persistent cash-flows

Another prediction of our model is that the three anomalies should also be more

pronounced for firms with more persistent cash-flows. The prime reason is that when

cash-flows are highly persistent, slower updating leads to larger mistakes. To test this

prediction, we thus perform portfolio tests similar to the ones carried out above.

In a first step, we measure each firm’s cash-flows persistence ρf . We do so by individ-

ually estimating the following regression for each firm f
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cff,t = a+ ρ · cff,t−1 + εf,t, (15)

where cff,t is the previously defined cash-flows signal.

The median cash-flows persistence is about ρf ≈ 0.22 and it is estimated using 11

yearly observations (Median of Nρf = 11) (see Panel B of Table IV). In a second step,

we check that the profitability and momentum anomalies are indeed more pronounced

among high ρf firms. To do so we first sort firms into terciles of ρf and secondly into

quintiles of the cash-flows, change in cash-flows, and momentum signal. The median ρf

in the first, second, and third tercile is -0.10, 0.28, and 0.62 respectively.

[Insert Table VIII about here.]

In Panel A and B of Table VIII, we report Carhart (1997) alphas of portfolios double

sorted on ρ and the cash-flows based signals (cf and ∆cf). In Panel C, we display Fama

and French (1993) alphas for double sorted portfolios on ρ and mom. We generally find

that alphas for all three anomalies are higher for firms with more persistent cash-flows,

that is higher ρf . The difference between high and low persistence stocks has a t-stat of

2.18∗∗ for the cash-flows, 3.49∗∗∗ for the cash-flows change, and 2.08∗∗ for the momentum

signal. Focusing on the 33% stocks with the highest cash-flows persistence, the three

strategies have t-statistics of 4.27 (cash-flows level), 3.71 (cash-flows change) and 3.76

(price momentum).

V Robustness

A potential concern with our results arises from the fact that we use the whole time

series of firm–level consensus EPS forecasts to estimate stock-level expectation stickiness

λf . This look-ahead bias is hard to avoid in our empirical design. In order to focus

on reasonably long-term expectations –arguably most susceptible to behavioral biases–

and to avoid seasonality concerns, we choose to use annual forecasts and realizations of

EPS. Using annual forecasts limits us to using 11 observations to estimate the firm-level

stickiness parameter for the median firm (see Table IV, Panel B). We thus need the entire

time series of forecasts in order to estimate λf with reasonable precision. The downside

of this approach is, however, that it forces us to include future forecasts and realizations

of EPS in our estimate of λf . One might worry that such use of future information could

hard-wire a correlation between our stickiness parameter and returns.

In this section, we address this concern. We use simulations in order to investigate

how look-ahead bias in our estimation of λf affects our estimation procedure. We show

that, under the assumptions of our model, look-ahead bias does not generate a spurious
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positive correlation between the returns to the profitability strategy and stickiness. In

fact, the opposite is the case: Under the null of rational expectations, when past profits

do not forecast returns, our procedure tends to generate the opposite relation to the one

we observe in the data.

We implement the following procedure. We start from the same data generating

process as in the model for signal and profit:

πt = st−1 + εt

st = ρst−1 + ut

The idea is then to simulate data generated by this model under the null hypothesis

that expectations are rational, i.e. that λ = 0. Under rational expectations, as shown in

Lemma 1, realized $ returns are given by Rt+1 = εt+1 +ut+1/(1+r−ρ). While the actual

stickiness is by definition zero, it can be estimated by the econometrician by regressing

profit expectation errors on forecast updates. In this rational case of our model, one can

easily show that profit expectation errors are given by πt+1−Etπt+1 = εt+1, and forecast

revisions are given by Etπt+1 − Et−1πt+1 = ut. Hence, the OLS estimate of stickiness

that the econometrician obtains is given by ĉov(εt+1,ut)
v̂arut

. Even though it is on average zero

by design, there may be significant dispersion in the simulated data if the number of

years per firm is low. In this setting, we then ask whether a financial econometrician who

would estimate λ at the firm-level using the entire sample period would mechanically

obtain that the profitability anomaly is stronger for stocks for which the estimated λ̂ is

higher.

Our Monte Carlo simulations work in the following way. In each round of simulation,

we simulate a panel of 2,000 stocks – the approximate size of our sample – over 11

consecutive years – the median number of years per firm in our data. To calibrate the

model, we set r = .03. To fix σε, σu, and ρ, we need three relations. To get the first two

relations, we require that the average persistence and volatility of π match the persistence

and volatility of EPS/Total assets in the data (respectively .19 and .05 as shown in Table

IV, Panel B). To generate a third relation, we impose that the R2 of the regression of πt+1

on st is equal to .7.4 For each firm in our sample, we then estimate λ by regressing profit

expectation errors εt+1 on expectation updating ut using the entire 20 year period as we

4These three conditions determine σε, σu and ρ uniquely via the relations:

ρ =
ρπ
R2

σu =
√

1− ρ2
√
R2σπ

σε =
√

1−R2σπ
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do in the paper. We then implement on the simulated data a double sort similar to what

the paper does on real data (results from Table VII). We first allocate each firm-year

into a quintile of λ̂ (each quintile thus contains 400 firms, with 12 observations each).

For each of these quintiles of λ̂, we then compute the realized returns of a long-short

portfolio where stocks are weighted by their rank in terms of each of the two profitability

signals, normalized to range between -.5 and +.5. The cash-flow signal is measured using

the past profit realization πt. The ∆cf signal is given by πt − πt−1. For each anomaly,

we thus obtain the time series of 5 portfolios Rq
t , one per quintile of λ̂. Let q = 1, ..., 5

be the index on this quintile. We then regress these returns on λ̂ quintile dummies:

Rq
t =

∑
q≥2 βq1q + νt using the first quintile as a reference. We retrieve the t-stat on β5.

We repeat this procedure 100 times. In this model economy, returns are unpredictable

and expectations are not sticky. Any significant relationship between λ̂ and profitability

anomaly returns would have to come from the look ahead bias in λ̂, which we estimate

using the entire period – and therefore using future expectation errors.

[Insert Figure 3 about here.]

In Figure 3, we report the histograms of the resulting t–statistics. In Panel (a), we

use past profits as the portfolio-sorting variable, and in subfigure (b), we use past profit

changes. In 2 × 100 simulations, we do not see one occurrence where the t-statistic (on

cf of ∆cf) is greater than 2. The look ahead bias induced by our estimation of λ is

not strong enough to generate a statistically significant positive relationship between the

returns of the profitability strategy and the estimated λ. In fact, in the pure past profit

profitability signal (see Panel (a)), the look ahead bias tends to generate a relationship

opposite to what we find in the data. The intuition for this can be described as follows:

In this rational model, a stock f has a high λ̂f if the regression coefficient of εf,t+1 on

uf,t is high. This happens typically when the firm has dates where εf,t+1 and uf,t are

both above average and dates where they are both below average: The coexistence of

such data points produces the positive slope. Now, when past profits are known to be

high at a given date T , this means that uf,t−1 and εf,t are likely to be high for t ≤ T .

Thus, mechanically, knowing that λ̂f is high, we expect uf,t and εf,t+1 to be relatively

likely to be both negative at future dates t > T , and therefore future returns – which

are a combination of both effects – to be lower than average. Thus, high profit stocks

with a high measured λ̂ are mechanically expected to perform poorly in the future, if λ

is computed using future information. This effect vanishes as the number of time periods

goes to infinity. But with only 11 years, it is powerful enough to make the correlation

where R2 is the explanatory power of st on πt+1 in a linear regression. This calibration leads to σε = .027,
σu = .022 ans ρ = .27.

23



between estimated lambda and profit-based strategy returns significantly negative in most

simulations (see Figure 3). The look ahead bias thus tends to bias the data against our

findings. This countervailing force is also present in the ∆cf anomaly, so that, on average,

across simulations, we expect a slightly negative t stat for the double sort, although it is

rarely significant.

VI Conclusion

In this paper, we propose a model that predicts that the profitability anomaly, one

of the most economically significant stock return anomalies, arises if market participants

update expectations of future profits too slowly, and if the level of profits can be predicted

by persistent publicly observable signals. Assuming that financial analyst forecasts are

representative of the beliefs of market participants, our theory suggests that the returns

on this anomaly should be more pronounced for stocks which (1) are followed by analysts

characterized by more sticky expectations or (2) firms subject to more persistent profits.

The theoretical predictions are borne out by the data. We explore cross-sectional deter-

minants of the expectation stickiness measure we propose in this paper. It turns out that

less experienced analysts and busier analysts (i.e., those who follow more industries) tend

to have stickier beliefs, in-line with a limited attention interpretation of our results.
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Figures

Figure 1

Forecast errors and forecast revisions
This figure shows the forecast errors as a function of forecast revisions. We sort observations into twenty
bins of forecast revision (Ft−1πf,t − Ft−2πf,t)/Pf,t−2 and calculate average forecast error (defined as,
(πf,t − Ft−1πf,t)/Pf,t−2) and average forecast revision for each of the twenty ordered bins.
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Figure 2

Forecast error and cash-flows
This figure shows forecast error as a function of past cash-flows. We sort observations into twenty
ordered bins of the previous fiscal year’s operating cash-flows to assets ratio. For each of the twenty
ordered groups, we then calculate both average previous year’s cash-flows to assets ratio and current
fiscal year’s average forecast error.
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Figure 3

T-statistics of Double Sorts Under the Null of Rational Expectations
Results From Simulations

These histograms represent the distribution of t-stats from double sorts by profitability and stickiness,
for 100 simulations, under the null hypothesis that expectations are not sticky. Each simulation works
like this. For 2,000 firms over 12 years, we simulate our baseline model assuming λ = 0. Signals have
persistence ρ and predict profits one period in advance:

πt+1 = st + εt+1

st = ρst−1 + ut−1

Expectations are fully rational (the true λ = 0), so realized returns are thus given by εt+1+ut+1/(1+r−ρ).
For each firm we then estimate a “stickiness” level λ by regressing profit expectation errors (given by

εt+1) on expectation updating (ut in this rational model). Since expectations are rational, the average λ̂

is zero, but firm by firm, λ̂ can be positive or negative. We then implement the double sort on stickiness
and profitability. We first allocate each firm-year into a quintile of λ̂ (each quintile thus contains 400

firms). For each of these quintiles of λ̂, we then compute the realized returns of a long-short portfolio
where stocks are weighted by their rank in terms of past profitability, normalized to range between -.5
and +.5. We obtain the time series of five profitability portfolios Rqt , one per quintile q of firm-level λ̂.
We then regress these returns on λ quintile dummies: Rqt =

∑
q βq1q + νt. We retrieve the t-stat on β5.

We repeat this procedure 100 times, and report the histograms of t-statistics below. Panel (a) uses as a
profitability signal the past profit πt of the firm. Panel (b) uses the change in past profit πt − πt−1.
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Tables

Table I

Summary statistics
This table shows summary statistics for the I/B/E/S earnings forecasts sample. πf,t is the actual EPS
reported in I/B/E/S. Ft−1πf,t, Ft−2πf,t, and Ft−3πf,t are the one, two, and three year ahead consensus
forecasts for earnings at date t, which we calculate as the median earnings forecast of all forecasts issued
during the 45 days following the respective fiscal year earnings announcement at t− 1, t− 2, and t− 3.
(πf,t − Ft−1πf,t) /Pf,t−2, (πf,t − Ft−2πf,t) /Pf,t−2, and (πf,t − Ft−3πf,t) /Pf,t−3 are the forecast errors
with respect to the one, two, and three year ahead earnings forecast. Pf,t−n denotes the stock price
at fiscal year end t − n. (Ft−1πf,t − Ft−2πf,t)/Pf,t−2 and (Ft−2πf,t − Ft−3πf,t)/Pf,t−3 are the forecast
revisions of the one and two year ahead earnings forecasts. (πf,t−1 − πf,t−2)/Pf,t−2 is the trend in
earnings. cf is the ratio between operating cash-flows (Compustat item oancf ) divided by total assets
(item at). ∆cff,t is year-on-year change in the operating cash-flows to assets ratio. momf,t is the usual
momentum signal, i.e., the cumulative firm-level return between months t-12 and t-2. To reduce the
impact of outliers, all variables are trimmed by removing observations for which the value of a variable
deviates from the median by more than five times the interquartile range.

count mean sd min p25 p50 p75 max
(πf,t − Ft−1πf,t) /Pf,t−2 54090 -0.006 0.028 -0.130 -0.014 -0.001 0.005 0.126
(πf,t − Ft−2πf,t) /Pf,t−2 54062 -0.015 0.044 -0.225 -0.032 -0.007 0.005 0.207
(Ft−1πf,t − Ft−2πf,t)/Pf,t−2 54090 -0.009 0.029 -0.134 -0.020 -0.004 0.004 0.126
(Ft−2πf,t − Ft−3πf,t)/Pf,t−3 15632 -0.006 0.031 -0.145 -0.017 -0.003 0.006 0.138
(πf,t−1 − πf,t−2)/Pf,t−2 45545 0.002 0.034 -0.149 -0.010 0.004 0.014 0.157
(πf,t−2 − πf,t−3)/Pf,t−3 39272 0.003 0.034 -0.150 -0.009 0.005 0.015 0.157
cff,t 51710 0.079 0.107 -0.599 0.035 0.082 0.132 0.699
∆cff,t 51038 -0.001 0.072 -0.381 -0.029 -0.001 0.027 0.381
momf,t 33636 0.123 0.431 -0.991 -0.131 0.088 0.316 2.567
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Table II

Profitability anomaly in the IBES sample
This table displays excess returns (Panel A), CAPM (Panel B), Fama and French (1993) three factor
(Panel C), and Carhart four factor (1997) alphas (Panel D) for quintile portfolios, which are constructed
based on the level of operating cash-flows (cf), the change in operating cash-flows (∆cf), or momentum
(mom). Excess returns and alphas are in percentage. Cash-flows (cf) is defined as Compustat item
oancf divided by item at. ∆cf is the change in cf since the previous earnings announcement. mom
is cumulative firm-level return between months t-12 and t-2. The cash-flows signal is updated in the
month following the month of a firm’s announcement of fiscal year earnings, which we obtain from
Compustat quarterly. The signal is valid until the month in which the next fiscal year earnings are
announced. Q5-Q1 is the long–short portfolio which is long the 20% of firms with the highest values of
the respective signal (Fifth quintile) and short the 20% of firms with the lowest values (First quintile).
Portfolios are equally-weighted. The sample period runs from 1990 to 2013. Standard errors are adjusted
for heteroskedasticity and autocorrelations up to 12 lags. t–statistics in parentheses. (∗ p < 0.10, ∗∗

p < 0.05, ∗∗∗ p < 0.01)

(1) (2) (3) (4) (5) (6)
Q1 Q2 Q3 Q4 Q5 Q5-Q1

Panel A: Excess returns

cf 0.55 0.73∗∗ 0.88∗∗∗ 0.97∗∗∗ 1.11∗∗∗ 0.56∗∗

(1.35) (2.35) (3.22) (3.62) (4.14) (2.33)
∆cf 0.84∗∗ 0.77∗∗∗ 0.71∗∗∗ 0.91∗∗∗ 1.04∗∗∗ 0.20∗∗∗

(2.52) (2.75) (2.70) (3.29) (3.24) (2.83)
mom 0.43 0.65∗∗ 0.80∗∗∗ 1.00∗∗∗ 1.44∗∗∗ 1.01∗∗∗

(1.14) (2.24) (3.28) (3.93) (3.66) (2.89)

Panel B: CAPM

cf -0.27 0.06 0.25 0.34∗ 0.45∗∗ 0.72∗∗∗

(-1.26) (0.33) (1.41) (1.78) (2.41) (3.14)
∆cf 0.08 0.13 0.14 0.28 0.29 0.21∗∗∗

(0.41) (0.75) (0.78) (1.65) (1.48) (2.94)
mom -0.40∗ 0.03 0.25 0.44∗∗ 0.70∗∗∗ 1.10∗∗∗

(-1.76) (0.15) (1.46) (2.51) (2.60) (3.48)

Panel C: FF1993

cf -0.28∗ -0.07 0.13 0.23∗∗ 0.38∗∗∗ 0.66∗∗∗

(-1.84) (-1.03) (1.59) (2.36) (3.33) (3.23)
∆cf 0.02 0.01 -0.00 0.17∗∗ 0.23∗∗ 0.21∗∗∗

(0.22) (0.13) (-0.06) (2.35) (2.28) (3.04)
mom -0.53∗∗∗ -0.12 0.13 0.34∗∗∗ 0.70∗∗∗ 1.23∗∗∗

(-3.11) (-1.11) (1.46) (4.36) (3.30) (3.68)

Panel D: Carhart

cf -0.24 0.01 0.20∗∗ 0.30∗∗∗ 0.46∗∗∗ 0.70∗∗∗

(-1.54) (0.09) (2.48) (3.36) (3.73) (3.56)
∆cf 0.11 0.09 0.06 0.24∗∗∗ 0.29∗∗ 0.18∗∗∗

(1.06) (1.28) (0.68) (3.40) (2.52) (2.87)
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Table III

Estimating expectation stickiness
In column (1), we regress the one year forecast error (πf,t − Ft−1πf,t) /Pf,t−2 on the forecast revision
between dates t− 1 and t− 2, that is (Ft−1πf,t−Ft−2πf,t)/Pf,t−2. In column (2) we regress the forecast
error on the individual components of the forecast revision. In column (3) we add the past trend in
profits to capture potential extrapolative patterns. In Panel B, we use the forecast revision at date t− 1
that is (Ft−1πf,t − Ft−2πf,t)/Pf,t−2 as the dependent variable and regress it on the forecast revision at
date t− 2, i.e. (Ft−2πf,t−Ft−3πf,t)/Pf,t−3. Standard errors are double clustered at the firm–year level.
t–statistics in parentheses. (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01)

Panel A: Dependent variable: (πf,t − Ft−1πf,t) /Pf,t−2
(1) (2) (3)

(Ft−1πf,t − Ft−2πf,t)/Pf,t−2 0.165∗∗∗ 0.176∗∗∗

(10.28) (9.99)

Ft−1πf,t/Pf,t−2 0.156∗∗∗

(9.65)

Ft−2πf,t/Pf,t−2 -0.201∗∗∗

(-11.30)

(πf,t−1 − πf,t−2)/Pf,t−2 -0.011
(-0.83)

Observations 54,090 54,090 45,545
R2 0.030 0.036 0.032

Panel B: Dependent variable: (Ft−1πf,t − Ft−2πf,t) /Pf,t−3
(1) (2) (3)

(Ft−2πf,t − Ft−3πf,t)/Pf,t−3 0.063∗∗ 0.087∗∗

(2.27) (2.33)

Ft−2πf,t/Pf,t−3 0.048
(1.61)

Ft−3πf,t/Pf,t−3 -0.103∗∗∗

(-3.76)

(πf,t−2 − πf,t−3)/Pf,t−3 -0.027
(-1.25)

Observations 16,118 16,118 14,646
R2 0.005 0.015 0.008
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Table V

Explaining λa and λf
In Panel A, we relate the analyst-level stickiness parameter λa to various cross-sectional analyst
characteristics. The cross-sectional characteristics are time-series averages over the whole sample-period.
In Panel B, we relate the firm-level stickiness parameter λf to various cross-sectional firm characteristics.
For variable definitions, see Table IV. Standard errors account for heteroskedasticity. t–statistics in
parentheses. (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01)

Panel A: Dependent variable λa (Analyst-level)

(1) (2) (3) (4) (5) (6)

Experience -0.005∗∗∗ -0.002
(-3.20) (-0.61)

Firm experience -0.019∗∗∗ -0.012∗

(-4.26) (-1.65)

Industry experience -0.010∗∗∗ -0.001
(-4.64) (-0.13)

Covered industries 0.011∗∗∗ 0.020∗∗∗

(3.44) (5.05)

Covered firms -0.003∗∗∗ -0.005∗∗∗

(-2.73) (-4.25)

Constant 0.185∗∗∗ 0.197∗∗∗ 0.200∗∗∗ 0.116∗∗∗ 0.191∗∗∗ 0.196∗∗∗

(14.43) (14.24) (15.02) (8.85) (11.67) (9.34)

Observations 6,938 7,054 6,890 7,036 7,063 6,716
R2 0.001 0.002 0.003 0.002 0.001 0.007

Panel B: Dependent variable λf (Firm-level)

(1) (2) (3) (4) (5) (6)

Firm size -0.010∗∗ -0.007
(-2.04) (-1.26)

EPS volatility 2.210∗∗∗ 2.460∗∗∗

(8.93) (8.82)

Firm level forecast dispersion -0.037 -0.134
(-0.42) (-1.33)

Within industry forecast dispersion -2.563∗∗∗ -3.210∗

(-4.42) (-1.81)

Within industry EPS dispersion -2.010∗∗∗ -0.221
(-3.47) (-0.12)

Constant 0.193∗∗∗ 0.016 0.132∗∗∗ 0.275∗∗∗ 0.273∗∗∗ 0.248∗∗∗

(5.89) (1.05) (9.77) (8.44) (6.71) (3.70)

Observations 6,009 5,940 5,788 6,007 6,007 5,737
R2 0.001 0.015 0.000 0.004 0.002 0.021
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Table VI

Forecast errors and anomaly signals
In this table we present the results from regressing firm-level EPS forecast errors on profitability and
momentum signals. The dependent variable in Panel A is the forecast error based on the consensus
forecast for the current fiscal year earnings, that is (πf,t − Ft−1πf,t) /Pf,t−2. Analogously, the dependent
variable in Panel B is the forecast error with respect to the consensus forecast that was issued
in the previous fiscal year, i.e., (πt − Ft−2πt) /Pt−2. cf is Compustat item oancf divided by item
at. ∆cf is the year-on-year difference in the cf. mom is the cumulative firm-level return between
months t-12 and t-2 relative to the month t in which earnings are announced. Standard errors are
double clustered at the firm–year level. t–statistics in parentheses. (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01)

Panel A: Dependent variable (πf,t − Ft−1πf,t) /Pf,t−2
(1) (2) (3)

cff,t−1 0.018∗∗∗

(6.31)

∆cff,t−1 0.016∗∗∗

(5.96)

momf,t−1 0.006∗∗∗

(7.97)

Observations 63,547 61,166 39,290
R2 0.027 0.024 0.037

Panel B: Dependent variable (πf,t − Ft−2πf,t) /Pf,t−2
(1) (2) (3)

cff,t−2 0.040∗∗∗

(7.75)

∆cff,t−2 0.017∗∗∗

(3.96)

momf,t−2 0.007∗∗∗

(5.14)

Observations 52,614 47,443 34,083
R2 0.036 0.030 0.040
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Table VII

Anomalies sorted by expectation stickiness λf
Panels A and B of this table show Carhart (1997) four factor alphas for equally-weighted portfolios that
are double sorted on λf and the level (and change) of cash-flows cf (∆cf). Panel C displays Fama
and French (1993) three factor alphas for equally-weighted portfolios that are double sorted on λf and
momentum (mom). We first sort stocks into terciles of the firm-level stickiness parameter λf . Within
a tercile of the stickiness parameter, we sort firms into quintiles of cash-flows (cf), change in cash-flows
(∆cf) or past returns (mom). We also show the alphas for the Q5-Q1 long-short portfolios as well as
the differences in alphas between the high stickiness (T3) and low stickiness (T1) portfolios. We display
results for the cash-flows signal (cf) in Panel A, the change in cash-flows (∆cf) signal in Panel B, and
momentum (mom) in Panel C. Standard errors are adjusted for heteroskedasticity and autocorrelations
up to 12 lags. t–statistics in parentheses. (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01)

(1) (2) (3) (4) (5) (6)
Q1 Q2 Q3 Q4 Q5 Q5-Q1

Panel A: Cash-flows (cf)

T1 -0.18 0.03 0.21∗∗ 0.26∗∗ 0.33∗∗ 0.51∗∗

(-1.00) (0.34) (2.29) (2.30) (2.37) (2.42)
T2 0.12 0.16∗ 0.31∗∗∗ 0.41∗∗∗ 0.59∗∗∗ 0.47∗∗

(0.76) (1.74) (3.50) (4.50) (4.39) (2.40)
T3 -0.58∗∗∗ -0.18∗ 0.12 0.20∗ 0.44∗∗∗ 1.02∗∗∗

(-3.56) (-1.81) (1.39) (1.80) (3.74) (4.94)

T3 - T1 -0.40∗∗ -0.21∗∗ -0.09 -0.06 0.11 0.51∗∗∗

(-2.36) (-2.45) (-0.99) (-0.78) (1.11) (3.18)

Panel B: Change in cash-flows (∆cf)

T1 0.12 0.10 0.09 0.19∗∗ 0.16 0.04
(0.89) (1.21) (0.86) (2.27) (1.19) (0.47)

T2 0.32∗∗∗ 0.23∗∗∗ 0.21∗∗∗ 0.29∗∗∗ 0.55∗∗∗ 0.23∗∗

(2.71) (2.78) (2.81) (3.48) (3.79) (2.21)
T3 -0.10 -0.11 -0.08 0.17∗∗ 0.21∗∗ 0.31∗∗∗

(-1.00) (-1.09) (-0.65) (2.03) (2.10) (3.93)

T3 - T1 -0.22∗∗ -0.21∗ -0.17∗ -0.02 0.05 0.27∗∗∗

(-2.19) (-1.96) (-1.81) (-0.19) (0.43) (2.65)

Panel C: Momentum (mom)

T1 -0.51∗∗∗ -0.08 0.10 0.32∗∗∗ 0.60∗∗ 1.11∗∗∗

(-3.08) (-0.68) (1.06) (3.44) (2.38) (3.28)
T2 -0.20 -0.01 0.24∗∗ 0.39∗∗∗ 0.79∗∗∗ 0.99∗∗∗

(-1.00) (-0.08) (2.49) (4.51) (3.61) (2.76)
T3 -0.87∗∗∗ -0.25∗∗ 0.05 0.34∗∗∗ 0.65∗∗∗ 1.51∗∗∗

(-4.94) (-1.97) (0.41) (3.41) (3.56) (4.79)

T3 - T1 -0.36∗∗∗ -0.17∗ -0.05 0.01 0.05 0.41∗∗∗

(-3.16) (-1.87) (-0.57) (0.12) (0.30) (2.64)
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Table VIII

Anomalies sorted by persistence ρf
Panels A and B of this table show Carhart (1997) four factor alphas for equally-weighted portfolios that
are double sorted on ρf and the level (and change) of cash-flows cf (∆cf). Panel C displays Fama
and French (1993) three factor alphas for equally-weighted portfolios that are double sorted on ρf and
momentum (mom). We first sort stocks into terciles of the firm-level persistence parameter ρf . Within
a tercile of the persistence parameter, we sort firms into quintiles of cash-flows (cf), change in cash-flows
(∆cf) or past returns (mom). We also show the alphas for the Q5-Q1 long-short portfolios as well as the
differences in alphas between the high persistence (T3) and low persistence (T1) portfolios. We display
results for the cash-flows signal (cf) in Panel A, the change in cash-flows (∆cf) signal in Panel B, and
momentum (mom) in Panel C. Standard errors are adjusted for heteroskedasticity and autocorrelations
up to 12 lags. t–statistics in parentheses. (∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01)

(1) (2) (3) (4) (5) (6)
Q1 Q2 Q3 Q4 Q5 Q5-Q1

Panel A: Cash-flows (cf)

T1 -0.34∗∗ -0.11 0.14 0.23∗∗ 0.30∗∗ 0.64∗∗∗

(-2.27) (-0.89) (1.38) (2.38) (2.36) (3.48)
T2 -0.09 0.06 0.19∗∗ 0.38∗∗∗ 0.42∗∗∗ 0.51∗∗

(-0.60) (0.66) (2.20) (3.72) (3.25) (2.48)
T3 -0.26∗ 0.04 0.27∗∗∗ 0.33∗∗∗ 0.65∗∗∗ 0.91∗∗∗

(-1.69) (0.49) (2.78) (3.65) (4.61) (4.27)

T3 - T1 0.08 0.15 0.13∗ 0.10 0.35∗∗∗ 0.27∗∗

(0.86) (1.12) (1.71) (1.58) (4.61) (2.18)

Panel B: Change in cash-flows (∆cf)

T1 0.15 0.03 -0.03 0.04 0.09 -0.06
(1.38) (0.36) (-0.22) (0.41) (0.85) (-0.61)

T2 0.03 0.21∗∗ 0.04 0.29∗∗∗ 0.39∗∗∗ 0.36∗∗∗

(0.29) (2.55) (0.38) (3.27) (2.82) (3.79)
T3 0.07 0.07 0.14∗ 0.37∗∗∗ 0.45∗∗∗ 0.37∗∗∗

(0.57) (0.83) (1.92) (4.65) (3.42) (3.71)

T3 - T1 -0.08 0.04 0.16∗ 0.33∗∗∗ 0.36∗∗∗ 0.43∗∗∗

(-0.73) (0.43) (1.80) (3.87) (4.55) (3.49)

Panel C: Momentum (mom)

T1 -0.55∗∗∗ -0.18 0.05 0.27∗∗ 0.48∗∗ 1.03∗∗∗

(-3.26) (-1.50) (0.54) (2.49) (2.55) (3.39)
T2 -0.52∗∗∗ -0.06 0.21∗∗ 0.32∗∗∗ 0.69∗∗∗ 1.21∗∗∗

(-2.98) (-0.48) (2.23) (4.68) (3.29) (3.52)
T3 -0.49∗∗ -0.13 0.14 0.41∗∗∗ 0.88∗∗∗ 1.37∗∗∗

(-2.59) (-1.12) (1.64) (5.31) (3.66) (3.76)

T3 - T1 0.06 0.06 0.08 0.14∗ 0.40∗∗∗ 0.34∗∗

(0.56) (0.65) (1.32) (1.87) (3.28) (2.08)
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APPENDIX : PROOFS

A Proof of Proposition 1

Our goal here is to compute prices and returns. Start from the definition of sticky expectations:

Ft(πt+k) = (1− λ)
∑
j≥0

λjEt−jπt+k

= (1− λ)ρk−1
∑
j≥0

λjρjst−j

We can then plug this back into prices:

Pt =
∑
k≥1

Ftπt+k
(1 + r)k

=
∑
k≥1

1

(1 + r)k
((1− λ)ρk−1

∑
j≥0

λjρjst−j)

=
∑
j≥0

∑
k≥1

1

(1 + r)k
((1− λ)ρk−1λjρjst−j)

=
∑
j≥0

1− λ
1 + r

[
∑
k≥0

ρk

(1 + r)k
](λjρjst−j)

=
∑
j≥0

1− λ
1 + r

[
1

1− ρ/(1 + r)
](λjρjst−j)

=
1− λ

1 + r − ρ
∑
j≥0

λjρjst−j

Finally, we can compute dollar returns as:

Rt+1 = Pt+1 + πt+1 − (1 + r)Pt

= mst+1 + st + εt+1 − zm
∑
k≥0

(λρ)
k
st−k

B Proof of Prediction 2

First notice that Cov(st−k, st) = ρkV ar(st) .
From Equation (6):

Et (Ftπt+1|πt) = (1− λ)
∑
k≥0

(λρ)kEt(st−k|πt)

Since st and πt are Gaussian stationnary random variables centered on zero, we can write the conditional
expectations as simple projections.
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• for k > 0:

Et(st−k|πt) =
Cov(st−k, πt)

V ar(πt)
πt

=
Cov(st−k, st−1 + εt)

V ar(st) + σ2
ε

πt

=
Cov(st−(k−1), st)

V ar(st) + σ2
ε

πt

= ρk−1
V ar(st)

V ar(st) + σ2
ε

πt

= ρk−1
σ2
u

σ2
u + (1− ρ2)σ2

ε

πt

because V ar(st) = ρ2V ar(st) + σ2
u.

• for k = 0:

Et(st|πt) =
Cov(st, πt)

V ar(πt)
πt

=
Cov(st, st−1 + εt)

V ar(st) + σ2
ε

πt

= ρ
V ar(st)

V ar(st) + σ2
ε

πt

= ρ
σ2
u

σ2
u + (1− ρ2)σ2

ε

πt

So:

Et (Ftπt+1|πt) = (ρ+ λρ
∑
k≥0

λkρ2k)(1− λ)
σ2
u

σ2
u + (1− ρ2)σ2

ε

πt

= (1− λ)ρ(1 +
λ

1− λρ2
)

σ2
u

σ2
u + (1− ρ2)σ2

ε

πt

The second prediction follows directly from:

Et (πt+1|πt) = E(st|πt)

=
Cov(st, πt)

V ar(πt)
πt

=
Cov(st, st−1)

V ar(πt)
πt

= ρ
σ2
u

σ2
u + (1− ρ2)σ2

ε

πt

C Proof of Prediction 3

We know that prices and returns are given by the following formulas:
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Pt = m.
∑
k≥0

(λρ)
k
st−k

Rt+1 = mst+1 + st + εt+1 − zm
∑
k≥0

(λρ)
k
st−k

where m = 1−λ
1+r−ρ and z = 1 + r − ρλ. It is useful to note that zm = (1− λ)(1 +mρ) and replace it in

the above expression.
Note ak = cov (Rt+1, st−k). After some tedious algebra, we can prove that:

ak = (1 +mρ)
λσ2

u

1− λρ2
(λρ)k

A. Profitability Anomaly

cov(Rt+1, πt) = cov(Rt+1, st−1)

= a1

= σ2
s

[
mρ2 + ρ− (1− λ)(1 +mρ)

(
ρ+

λρ

1− λρ2

)]
= (1 +mρ)λρσ2

s

(
1− 1− λ

1− λρ2

)
And we conclude by using

σ2
s =

σ2
u

1− ρ2
.

B. Earnings momentum

We need to compute cov(Rt+1,∆πt). Quite simply:

cov(Rt+1,∆πt) = a1 − a2
Thus:

cov(Rt+1,∆πt) = (1 +mρ)(1− λρ)
λ2ρσ2

u

1− λ2ρ2

C. Momentum

The covariance between consecutive returns is given by:

cov(Rt+1, Rt) = ma0 + a1 − zm
∑
k≥0

(λρ)
k
ak+1

We inject the values of the a’s coefficients into the above equation, and obtain:

cov(Rt+1, Rt) = (1 +mρ)(m+ ρλ2)
λσ2

u

1− λρ2

which immediately shows that momentum is positive as soon as λ > 0.
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