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Abstract

We quantify the effect of market entry and geographic proximity on the provision of bank
accounts, credit cards and lines of credit in the retail banking industry. We propose a methodol-
ogy that models the strategic entry decision of the financial institutions in every market, which
allows us to, compared to previous studies, solve for potential endogeneity issues when esti-
mating the effect of market presence on the fees, rates and credit limits offered. Using a very
detailed household-level database for rural markets in Canada, we find that geographic pres-
ence reduces significantly the monthly fees paid for bank accounts and credit cards, and that
geographic proximity also plays a role in reducing these fees and affect the provision of credit.
Our results show that effective entry, and not the mere threat of entry, affect competitive out-
comes in the retail banking industry, and that physical branches and proximity still matter to
understand well the competititive landscape in the retail banking industry.
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1 Introduction

The banking industry in many advanced economies has experienced continuous consolidation
over the last decades. This increasing market concentration has raised the fears of authorities
about the lack of competition in the industry. But does concentration really matter to predict
competition? Contestable market theories argue that the mere threat of entry is enough to affect
market power. By contrast, entry barrier models claim that it is actual entry and not potential entry
what affects competitive outcomes (Degryse and Ongena, 2008). Finding an answer remains even
more challenging in a banking sector that is increasingly complex, with financial institutions that
price discriminate and offer a large portfolio of different financial products.

This article studies the effect of market entry and geographic proximity on the prices and
credit limits of a number of financial services offered by banks and credit unions. We propose a
methodology that takes into account the endogeneity of the market presence decision by potential
entrants in order to estimate the effect of market entry and geographic proximity on the fees and
rates paid for bank accounts and credit cards, and on the credit limits of credit cards and lines
of credit. Without taking into account this endogeneity, simple OLS estimates may biased, i.e.
market entry may affect rates not due to competitive reasons but because markets are attractive
and financial institutions are able to set higher rates. The products that we consider are commonly
offered by most retailer financial institutions and are used by consumers for payment purposes
and to obtain fast credit or fulfill liquidity needs.

In our methodology, we jointly estimate a latent profit equation that determines the presence
of financial institutions in geographic markets, and a set of outcome equations for fees, rates and
credit limits for various financial products. We take into account possible endogeneities in the
market presence decision by considering the optimum equilibrium strategies of financial institu-
tions that are potential entrants in every market, and may decide to enter or not in equilibrium.
We use a very detailed database that includes the transaction prices and observed characteristics
of the financial products acquired by every individual household, as well as their demographic
attributes and length of relationship with the financial institution. This allows us to take into
account household-level, product-level and other characteristics that may affect how financial in-
stitutions use these characteristics to set the fees, rates and credit limits offered. Controlling for
these variables is crucial as the available varieties of bank accounts, credit cards and other finan-
cial products have expanded over the years and financial institutions tend to price discriminate
based on them. For instance, Allen et al. (2014) use a detailed transaction-level database to provide
evidence of significant price dispersion in the Canadian retail mortgage market.

This methodology and database also permits us to exploit two dimensions of competition
analysis that are rarely considered together: market complexity (distance, sources of market power,
and market presence strategies) and product complexity (multiple product strategies and charac-
teristics, cross-priced and cross-selling strategies). Other methodologies, such as Panzar and Rosse



(1987), often use aggregate revenue information and are not well suited to study complex multi-
product firms such as large banks. Our estimates provide a rich set of results with interesting
implications.

First, after controlling for financial products characteristics and demographic household at-
tributes, we find that an additional competitor competing in the market decreases the monthly
fees paid for a bank account by -7.2%. In contrast, the effect obtained when using standard regres-
sion analysis (without considering market presence strategies) is smaller (-4.9%). A similar result
is found when considering credit card fees (-16.2% vs -1.7%). Interestingly, we do not observe a
significant effect of market entry for lines of credit interest rates, which suggests that some prod-
ucts may be more contestable than others, as they are less sensitive to market entry. Regarding
credit limits, we find that entry tends to increase the credit limits offered for credit cards and lines
of credit.

Second, we find that physical distance between the branch of the financial institution that pro-
vides the product and the household plays an important role to explain the purchase of financial
products. This is consistent with the results found in the literature (Petersen and Rajan, 2002;
Degryse and Ongena, 2005; DeYoung et al., 2008; Agarwal and Hauswald, 2010; Ergungor, 2010),
which mainly focuses on personal loans and find that proximity facilitates credit but makes it also
more expensive. For the case of credit cards and lines of credit, we find that proximity facilitates
access to credit, and although fees and rates paid are smaller, lending terms (credit limits) are
worse.

Our paper adds to the large literature that measures competition by studying the effect of
concentration on the prices of financial products, and considers also other questions related to the
nature of the lender-borrower relationship.1 Our results are in line with previous studies but offer
a number of insights on quantitative and qualitative differences when product characteristics and
households demographics are jointly considered. Despite the emergence of internet and mobile
banking, our results also show that physical branches and proximity still matter to understand
well the competitive landscape in the retail banking industry.

Although the relationship lending literature has not paid as much attention to financial prod-
uct fees as paid to interest rates (with some exceptions, see for instance Hannan, 2006; Dvořák and
Hanousek, 2009; Tennant and Sutherland, 2014), the compression of spreads in an era of low inter-
est rates and financial stagnation has raised the importance of non interest income from bank
accounts and credit cards for profitability and survival of financial institutions. Additionally,
analysing the impact of market concentration on fees has been more and more challenging for
antitrust authorities as product complexity has increased, which adds value to our analysis.

Recent work has studied the effect of market concentration in the banking industry by focus-
ing on bank mergers (Focarelli and Panetta, 2003; Garmaise and Moskowitz, 2006; Park and Pen-

1Degryse et al. (2009) provide a extense review of the existing literature, which is too large to be summarized here.
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nacchi, 2009; Erel, 2011). A common difficulty in these studies is the endogeneity of the merger
decision to expand into new markets, i.e. banks decide to merge in order to expand in markets
that are economically attractive, which affects the post-merger outcomes of competition. In our
approach, we are able to take into account the endogeneity of the market presence decision by
jointly estimating the equilibrium market presence decision of every financial institution and the
product outcome equations.

While some of the articles that look at the effect of market concentration on lending rates use
data at the household level (e.g. Garmaise and Moskowitz, 2006; Zarutskie, 2006; Erel, 2011), they
do not usually incorporate detailed information at household and product level, which can be very
relevant for pricing purposes. For instance, account fees are usually waived when the balance is
high enough, and premium credit cards have larger fees, specially if they have large credit limits.
Ignoring these characteristics may bias the estimates of the effects of market concentration on the
fees and limits offered, as financial institutions in markets that face more competition may offer
better product characteristics or discriminate differently on household observable characteristics.

Estimating jointly the equilibrium market presence decision and the outcomes equations pro-
vide clear advantages. A simple regression analysis used to estimate these equations would not
take into account possible endogeneity effects that may create biases in the parameter estimates.
For instance, a market with attractive demographic characteristics may simultaneously cause the
entry of new competitors, which may also set high fees for the financial products provided. In
order to correct for this endogeneity problem, we propose an structural estimation methodology
that allows us to correct for this bias by endogeneizing the market presence decision and taking
into account the possible correlation between the unobserved factors that affect market presence
and the factors that affect the competitive outcomes.

Recent papers have tried to estimate the effect of market entry on outcome equations such as
prices, revenues and others for other industries (see Mazzeo, 2002b; Manuszak and Moul, 2008; El-
lickson and Misra, 2012). Mazzeo (2002b) and Manuszak and Moul (2008) use a two-step method-
ology that is based on assuming a simple structure of the entry game. In our paper, we have a
richer structural framework that allows to fully capture the effect of firm heterogeneity on entry
and on various competitive outcomes, but requires a more complex estimation methodology that
uses simulation methods as in Berry (1992), Bajari et al. (2010), Perez-Saiz (2015) or Perez-Saiz
and Xiao (2016). We estimate the equilibrium presence and outcome equations jointly using a
simulated maximum likelihood estimator from Gourieroux and Monfort (1990). To calculate the
likelihood, we take into account the dependencies of unobserved factors affecting entry and the
competitive outcomes, and we estimate the distribution of observed outcomes conditional on the
observed equilibrium entry using a non-parametric (kernel density) estimator from Fermanian
and Salanie (2004) that estimates these conditional probabilities using simulation methods. Be-
cause of multiplicity of equilibria, we need to solve for all the equilibria of the entry game to
calculate these conditional distributions, and we assume an equilibrium selection rule that selects

4



the equilibrium with the highest joint profits.

The Canadian banking industry has very interesting characteristics that makes it almost ideal
to study this question. First, it has a significant degree of concentration, with small variation in
concentration levels over the years, with the "Big Six"2 having a predominant role. Second, the
number of firms that can be considered potential entrants in the markets considered is small. This
is in part due to the existence of regulatory entry barriers that affect some of the players. We are
able to consider 7 financial institutions as potential entrants for each market, which represents
more than 90% of the banking presence in Canadian rural markets. Also, the number of players
and their competitive interaction makes this market tractable and the results easy to interpret.
This is an advantage of this industry compared to other countries such as the U.S., which has a
significantly much larger number of financial institutions, and it is still subject to dynamic effects
due to the constant consolidation, bank failures and expansion of the national banks during the
last decades.

This paper is divided into six sections. Section II goes into more detail regarding the evolution
of Canadian banking industry. Section III examines the data we use. Section IV describes the
empirical model. Section V discuses the empirical results. Section VII concludes.

2 The Canadian banking industry

Our research is motivated by the sustained oligopolistic nature and geographical dispersion of the
Canadian retail banking industry. Indeed, the Canadian banking industry is concentrated, with
the "Big Six" banks controlling 98% of total banking system assets in 2008, and over 80% of the
assets from all Canadian financial firms combined.

This dominance has been enhanced over the last three decades through deregulation. Tradi-
tionally, Canadian banks’ activities were strictly regulated, with product portfolio regulations dif-
ferentiating banks from trust and loan companies, which specialized in mortgage lending. Dereg-
ulations since the 1980s gradually weakened and eliminated some of these restrictions3 and there
was a significant subsequent industry consolidation.

Despite this consolidation, a third type of depository institution exists in Canada to provide
competition to the banks. They are the credit unions. Credit unions are financial institutions
founded on the cooperative principle and owned by their members. They can provide the same
type of depository and lending services as banks do, although they have constraints to provide
certain types of financial services. In many areas of the country, they are strong competitors to

2Royal Bank of Canada (RBC), Bank of Montreal (BMO), Bank of Nova Scotia (BNS), Canadian Imperial Bank of
Commerce (CIBC) National Bank of Canada (NBC), and Toronto-Dominion Bank (TD).

3The 1980 Bank Act revisions allowed banks to establish subsidiaries in other financial services markets such as
mortgage lending (Allen and Engert, 2007) Foreign banks were allowed to establish subsidiaries. The 1987 revisions
allowed banks to acquire securities dealers. The 1992 revisions allowed banks to acquire trust companies.
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banks in the retail market. In fact, Desjardins Group is the largest financial institution in Quebec
by asset size. Canada has one of the largest credit union systems in the world in percentage terms,4

with 11 million members covering more than 40% of the economically active population.5

The evolution of the Canadian retail banking industry is shown in Figure 1. The total number
of retail branches in the country stabilized after 2003, reaching a long-term equilibrium state after
decades of long decline following deregulation of the financial sector in the 1980s and 1990s. At
a same time, a stable industry structure emerged after the merger between Canada Trust and TD
Bank in 1999, characterized by the absence of entry and merger between large players.

The Canadian retail banking is not only concentrated, but also seems to exhibit a significant
level of entry barriers. Indeed, no significant new entry in the industry occurred after 2000. This
entry barrier still has a regulatory component, since despite dropping foreign ownership restric-
tions, the 2012 Bank Act still stipulates that no single shareholder or group of shareholders can
have de facto control of a large bank with an equity of $12 billion or more.

Despite the evolution of online banking, there is strong evidence that consumers still prefer to
do business with banks that offer physical branch locations near them (Breitenstein and McGee,
2015). The number of branches not only has been stable since the mid 2000s, but it has also slightly
increased. Also, the largest online-only bank in Canada, ING Bank of Canada, only had an asset
base of $23 billion by the end of 2006, which is in the same range as regional players such as ATB
Financial, and much smaller than the "Big Six" or Desjardins, which have a large branch network.

This market concentration and lack of entry naturally raises questions about how competitive
the Canadian retail banking industry actually is. Some prior studies of competitiveness in the
Canadian banking industry focused on indicators of contestability (Baumol et al., 1982) on a na-
tional scale, using bank-wide variables such as total assets, like in Allen and Liu (2007), which
has clear limitations when considering complex multiproduct banks. Other studies focused on
specific products such as mortgage loans (Allen et al., 2014). In our paper we jointly estimate the
market entry and the pricing decision of financial institutions to quantify the effect of geographic
presence on market outcomes.

4The largest US credit union, Navy Federal Credit Union, only has assets of $58 billion at the end of first quarter of
2014, which is less than a third of Desjardins’ total assets. The total asset size of Canadian credit unions is almost C$400
billion.

5World Council of Credit Unions, Raw Statistical Data 2006.

6



3 Data

3.1 Market presence data

For our model, we use financial institution branch location data from the 2006/2007 edition of
Canadian Financial Services, a comprehensive directory of all Canadian Financial Institutions and
their branches. The directory is updated annually and contains the exact address of each branch,
including the 6-digit postal code. After the deregulation in the 1980s and 1990s, the depository
institutions can all accept deposits from individuals and businesses, and they no longer have
regulatory barriers the prevent them from entering each other’s businesses. So we consider all
financial institutions to be competing in the same overall market.

We define markets using census subdivisions, which is a general term for municipalities in
Canada. They vary widely in area, population and other observed characteristics. For instance,
Toronto, with a population of more than 2.6 million people, constitutes one census division, just
like Martensville, SK, a small city with less than 8,000 inhabitants. Apart from cities and towns,
census subdivisions also include rural areas grouped together into counties, indian reserves and
other unorganized territory. We obtain market-level data such as population, unemployment and
per-capita income from the 2006 census.

Because census subdivisions do not necessarily reflect the boundaries of a market, we man-
ually select small rural isolated markets to include in our model, based on well-defined criteria.
In particular, we only include census subdivisions that have between 200 and 50,000 individuals
that are separated by at least 15 km. The population lower limit eliminates regions too uninhab-
ited to support bank branches, while the upper limit exists to ensure that we do not include large
cities, which are composed of multiple neighbourhoods and have an internal structure that makes
harder to get a well-defined market. Large cities are also excluded given that our model does not
take into account the number of branches a financial institution has in a market, only whether
it enters into a market at all. In fact, we do not differentiate between a financial institution that
has 1 branch in a market versus another that has 3 in the same market, despite the fact that a fi-
nancial institution clearly has to consider different factors when considering a decision to open a
first branch in a market and thus establish a presence, versus a decision to add a branch in a mar-
ket where it is already present. Eliminating large population centers minimizes this confounding
factor and most of the financial institutions in our sample enter in a market with a single branch.

We then eliminate markets that are located less than 50 km away from any major urban centers.
Excluding markets located close to large urban centers will help avoid the confounding factor of
commuters. Indeed, if a worker lives in a suburb and commutes downtown for work, he or she
might satisfy his banking needs at a branch closer to work than at a branch close to home. 50 km
can be an hour’s drive to work, and according to the Canadian Census the vast majority of people
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do not commute that far.6 Then, we limit the area of each market to 300 square kilometers so it can
be reasonably thought of as a single market rather than composed of multiple separated markets,
which occurs frequently in large rural counties. We also exclude indian reserves from consider-
ation, given their special administrative status and thus avoid potential regulatory confounders.
After considering all these exclusions and constraints, we have 448 markets that we use in our
estimations. These isolated markets show a relatively clean relationship between population and
entry (see Figure 2). A map of one of the markets we have selected, Moose Jaw (Saskatchewan), is
shown in Figures 3 and 4.

We construct the dependent variable of financial institution presence/no presence into a mar-
ket by looking for its branches within a 10 km radius of the centroid of a given census subdivision.
If one branch of the bank is found, we state that the financial institution is present in the market
and set the dependent variable to 1. Otherwise, we set the dependent variable to 0. We focus
on the market presence decision of the Big6 banks and the credit unions (that includes Desjardins
and other smaller credit unions). In total we consider 7 potential entrants in every market selected.
Therefore, the industry structure is determined by the entry decisions of all 7 potential entrants,
and can have 27 configurations per market.

We take population, per-capita income, unemployment, number of businesses, and proportion
of French-speaking population as market-level exogenous variables for all potential entrants. We
also look at two financial institution-level exogenous variables, the asset of a bank/credit union
within a province’s borders and the amount held outside. We chose asset size partly because it
can be a significant variable on the banks’ cost function (McAllister and McManus, 1993). It can
also correlate with potential consumer preference for financial institutions that have a larger local
presence, or the ones that are larger and therefore could be perceived to be safer. The latter can
also be attractive due to their larger national and international presence. In addition, we use the
minimum distance from the market to the historical bank headquarters, a variable that varies at
market-bank level.

National and provincial market descriptive statistics for the 448 markets considered are shown
in Table 1. Nationally, the average population is about 5,200. Other statistics reflect the fact that
the vast majority of our markets are small rural towns with population in the few thousands, but
that we also include some small cities with population up to 50,000. Statistics per province show
significant differences between provinces. Newfoundland and Labrador has the lowest per-capita
income of them all, while Quebec has the highest population per census subdivision.

Table 2 shows the distribution of branches across provinces. We observe significant variation
of geographic presence across provinces and financial institutions. Desjardins and other credit
unions are the financial institutions with largest retail presence in rural markets, and they have a
specially large presence in Quebec.

6According to the 2006 Canadian Census, the median commuting distance of workers in Canada is 7.6 kilometers.
Across provinces, the median commuting distance ranges between 4.5 km (in Saskatchewan) and 8.7 km (in Ontario).
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In addition, Table 3 shows some statistics for markets where only Big6 enter, and for markets
where only CUs enter. As we can observe in the statistics shown, Big6 tend to enter in larger
markets, more attractive economically (larger income levels, more businesses and less unemploy-
ment), but with a lower proportion of French-speaking population.

3.2 Household-level data

Financial product data at household level is obtained from Ipsos Reid’s Canadian Financial Mon-
itor (CFM) database for years 2007-2010.7 This database includes a very complete overview of
all the financial products and services of about 12,000 Canadian households annually. The CFM
database covers most financial products offered to Canadian households, such as credit cards,
checking and savings accounts, insurance products, mortgages, personal loans, lines of credit,
bonds, stocks, mutual funds, etc. The database includes some of the most relevant characteristics
of these products, such as current balance, fees, interest rates, credit limits, payments usage and
other product characteristics. The database also includes some detailed demographic characteris-
tics of the households, such as income, location, education, age, marital status, employment etc.
We also have a complete overview of the total assets available (real estate, cars, stock, mutual
funds, precious metals, etc.) and some variables with some general attitudes about the household
finances (difficulty paying its debt, use of a financial advisor, etc). For our empirical model we
consider bank accounts, credit cards and lines of credit. Other financial products are not consid-
ered either because data on interesting outcome variables is not available (e.g. mortgages), or
because they are too specialized products (e.g. mutual funds).

We carefully select the households to be included in our empirical model that is consistent
with our entry model. Figure 5 shows how these households are selected. For every census sub-
division, we select CFM households that are located in a circle around the centroid of the census
subdivision considered. Then, we identify the financial institutions with geographic presence in
a circle around every CFM household selected. In order to estimate this geographic location with
the highest detail we use 6-digit postal codes location information which we convert to latitude-
longitude information for branches, CFM households, and census subdivisions.8 In total we have
5,893 unique household-year observations in our sample.

Table 4 provides some useful descriptive statistics for the demographic characteristics of the
households included in the database. There is a relatively large variation of demographic charac-
teristics. We also observe a large variation in the characteristics of the financial products that they

7We consider household data for three years (2007-2010) after the year considered for the entry game (2006). Some
crucial household-level variables used in the model are only available from 2007. In addition, having a large sample
size helps for the identification of the model equations. The relatively stable market structure for those years also
motivates the use of a three-year period.

8A 6-digit postal code covers a relatively very small geographic area. There are more than 900,000 6-digit postal
codes in Canada, and in many cases they uniquely identify an area as small as a condominium building or group of
houses in a suburb.
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hold. For instance, households pay on average 6.85 dollars per month for every bank account and
many accounts do not have any fees. Also, households pay on average 17.69 dollars per year for
every credit card. On average, the annual interest rate of a line of credit is 5.12%. Credit limits for
lines of credit are significantly larger than for credit cards.

Also, Table 4 includes information about geographic proximity of branches in a 10 km radius
around the household. On average, every household considered in our sample has 4.06 financial
institutions in a circle of radius 10 km around the household. Also, the probability that a financial
institution that provides a financial product to the household is in a circle of radius 10 km around
the household is about 80% for accounts, credit cards and lines of credit. This result shows that
geographic proximity plays an important role to explain the adoption of a financial product of a
certain financial institution by a household.

In our empirical model that considers product level data, a unit of observation is a financial
product acquired by a household-year for each of the 7 financial institutions considered in the
entry model. Since there are 5,893 unique household-year observations in our sample, and there
are 7 financial institutions, in total we have a sample of size N = 5, 893× 7 = 41, 251 observations
where we observe financial product characteristics (when the household has the product with
the financial institution), or we do not observe them in case the household has not acquired the
product with that financial institution. We do not observe in our data base interest rates for bank
accounts or credit cards, but we observe monthly fees. We also observe interest rates for lines of
credit, and credit limits for credit cards and lines of credit. These are the competitive outcomes
that we use in our empirical model.

4 Empirical model

4.1 Geographic presence of financial institution branches

We propose and estimate a perfect information static game where every potential entrant decides
to be present in every market considered (see Bresnahan and Reiss, 1991; Berry, 1992; Cohen and
Mazzeo, 2007).9 We assume that, each potential entrant decides independently whether to enter
into every market, observing all the factors that enter into each other’s profit function. Therefore,
the decision to enter is treated independently in every market. Network effects could exist to
some extent, for instance the size of the branch network could provide an advantage to financial
institutions (see Ishii, 2005; Dick, 2007). In our empirical model, we consider firm-level controls
such as total size of the financial institution that could, at least partially, include this effect.

Market presence of potential entrant i in market m depends on expected profits given by latent

9This literature typically denotes this type of static games as "entry games", see Berry and Reiss (2007) for an exten-
sive survey.
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variable πi,m. Let denote ai,m an observed indicator variable which is equal to 1 if potential entrant
i enters in market m, and 0 otherwise. There is entry in market m only if it is profitable, therefore

ai,m =

{
1 if πi,m ≥ 0
0 otherwise

. (1)

The assumption of profitable entry is clearly reasonable for the case of commercial banks,
which are private companies that maximize profits, but it also applies to credit unions, who fol-
low typically a different objective function, but cannot afford to lose money if they want to stay in
business for the long-run.

As in Berry (1992) and Ciliberto and Tamer (2009a), we assume a reduced-form linear latent
profit equation that includes fixed and variable parameters. We do not distinguish between costs
and revenues, with both their effects netted out and the net effect on profit included in the equa-
tion. If potential entrant i enters in market m, profits from entry are equal to:

πi,m = θ0 + θ1Xm + θ2Zi + ∑
j,j 6=i

θijaj,m + επ,i
m , (2)

where Xm and Zi respectively are vectors of market-level and firm-level exogenous variables that
affect the firm’s profit function and are observed by the firms and the econometrician. We include
provincial fixed-effects, and firm fixed-effects respectively in these variables. α0 is a constant term
that represents a fixed entry cost while επ,i

m is a market and firm-specific, independent and iden-
tically distributed error term with variance normalized to one. επ,i

m is observed by all potential
entrants, but not by the econometrician.

We also model competitive effects between financial institutions that enter in the market, rep-
resented by the term aj,m. We estimate separate competitive effects between every pair of firms or
group of firms if they are both potential entrants in the market. In the profit equation, θij is the
competitive effect of financial institution j’s entry on financial institution i’s profit if financial in-
stitution j enters into the market. This is a flexible way to take into account firm-level unobserved
effects that affect each financial institution’s competitiveness against other financial institutions.
This flexible approach also allows us to differentiate between different competitive models for
every financial institution. For instance, credit unions could compete more aggressively because
they don’t always seek to maximize profits. Given the reduced-form latent profit equation, the
competitive effects can also encompass other causes of differentiated competition, such as compe-
tition on service quality, differentiated funding costs, differentiated portfolios of products, etc.

A Nash equilibrium in pure strategies in a market m is given by the vector a∗m = (a∗1,m, ..., a∗i,m, ..., a∗E,m)

for all potential entrants in the market, and is obtained by the following set of inequalities:

πi,m(a∗1,m, ..., a∗i,m, ..., a∗E,m) ≥ πi,m(a∗1,m, ..., ai,m, ...a∗E,m) for any i ∈ E and any ai,m , (3)
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where E = 7 is the set of potential entrants. We do assume that each competitor affects other
potential entrants’ profit only through the competitive term, given that our markets are isolated
and therefore, there are no network effects. Our model assumes that all financial institutions and
credit unions are competing in the same market, for the same customers.

4.2 Accounts

The first financial product that we consider is a bank account. Financial institutions may charge
monthly fees to bank accounts, and these fees may depend on aspects such as number of transac-
tions per month, minimum balance, and the type of accounts (checking vs saving). Financial insti-
tutions may also set different fees to clients using depending on observed demographic variables.
For bank accounts (and for the rest of financial products considered), we use as demographic
controls the following vector of variables:

Xi,t = [ageheadi,t, assetsi,t, hldsizei,t, incomei,t, marriedi,t, ownrenti,t, universityi,t, provincei,t, yeari,t].
(4)

We propose the following equation to characterize the monthly fees paid by a household i for an
account with financial institution b in year t:

Feesac
i,b,t = αac

1 + αac
2 · balancei,b,t + αac

3 · checkingi,b,t + αac
4 · Xi,t

+ αac
5 · lengthi,b,t + αac

6 · Closei,b,t + αac
7 · Numberi,t + Bb + εac,F

i,b,t . (5)

Variable Fees is the monthly fee paid for the bank account, expressed in logs. Variable balance is the
current balance of the account and checking is an indicator equal to 1 if it is a checking account.
length is a categorical variable that shows the length of the relationship in years between the
financial institution that provides the service and the household. Closei,b is an indicator variable
equal to 1 if financial institution b has geographic presence in a circle of 10 km radius around the
location of the household. Numberi is the number of financial institutions present in a circle of 10
km radius around the location of the household. This variable represents the competitive effect of
the entry of financial institutions on the account fees. We also include financial institution-fixed
effects (Bb). These fixed effects are considered in Eq. (5) to take into account any pricing policy
set by financial institutions that is not dependent on household demographic variables, product
characteristics or other variables. A more detailed definition of these and other variables can be
found in the appendix.

A unit of observation is an account of household-year i with financial institution b in year t. Al-
though bank accounts are very common financial products, households rarely have accounts with
all 7 financial institutions considered in our sample. We consider that the decision of a household
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i to have a bank account with financial institution b is given by the following latent equation:

D∗ ac
i,b,t = γac

1 + γac
2 · Xi,t + γac

3 · heavy_usagei,t + γac
4 · Closei,b,t + εac,D

i,b,t , (6)

and we observe that household i has an account with financial institution b, i.e. Dac
i,b,t = 1, when

the latent variable D∗ ac
i,b,t > 0:

Dac
i,b,t =

{
1 i f D∗ ac

i,b,t ≥ 0
0 i f D∗ ac

i,b,t < 0
. (7)

Demographic characteristics should influence the decision of having an account given by Eq. (6).
For instance, individuals that are relatively old may be more reluctant to use many bank accounts.
Variable heavy_usagei,t represents the importance for the household to use different electronic
payment channels. This variable is constructed using information on the payment channel usage
habits section from the CFM and is equal to the total number of transactions made over a variety
of payment channels (online, mobile, branches, ABM, etc) over one month. We would expect that
consumers with high use of various payment channels may be more likely to use accounts from
various financial institutions.

4.3 Credit cards

The second financial product that we consider is a credit card. Financial institutions obtain rev-
enues from selling credit cards to customers from the annual fees they charge to them, the interests
charged on revolving accounts, and also other fees such as fees charged to merchants that accept
these cards. We do not observe the interest rate charged on the outstanding balance in credit cards
in the CFM database, but we observe the annual fees paid. As in the case of bank accounts, we
assume that the annual fees paid for a credit card with financial institution b by household i are
determined by the following equation:

Feescc
i,b,t = αcc

1 + αcc
2 · Xi,t + αcc

3 · protectioni,b,t + αcc
4 · rewardsi,b,t + αcc

5 · limiti,b,t

+ αcc
6 · Closei,b,t + αcc

7 · Numberi,t + Bb + εcc,F
i,b,t. (8)

Variable Fees is the annual fee paid for the credit card, expressed in logs. We use similar con-
trol variables as in the case of bank accounts. Additionally, we consider protection which is an
indicator variable for credit protection of the credit card, and also another indicator variable for
credit card rewards. Both variables should positively affect the annual fees paid as they provide
additional benefits to the card holders. The credit limit of the credit card (limit) is also added, as
premium cards with very large limits usually have large annual fees.

Contrary to bank accounts, credit cards are risky products for financial institutions because
financial institutions extend credit to card holders. A crucial variable used by financial institutions
to control risk is the credit limit of the credit card. Typically, consumers can easily get approved
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applications for credit cards from most financial institutions, but financial institutions use the
amount of credit limit granted to control the risk. We propose the following equation to explain
the credit limit given by financial institution b to a household i in year t:

Limitcc
i,b,t = βcc

1 +βcc
2 · Xi,t + βcc

3 · heavy_usagei,t + βcc
4 · unemploymenti,t+

+βcc
5 · Di f f icultyPayDebti,t+βcc

6 · Closei,b + βcc
7 · Numberi,t + Bb + εcc,L

i,b,t. (9)

In addition to demographics, we consider two variables that should affect the perceived risk-
iness of households by the financial institution, and therefore should determine the total credit
provided. These are an indicator for unemployment, and a variable (with values between 0 and
9) that the household uses to rank its perceived difficulties for paying its debt.

As for the case of accounts, we consider that the decision of having a credit card with financial
institution b is given by the following equation:

D∗ cc
i,t = γcc

1 + γcc
2 · Xi + γcc

3 · heavy_usagei,t

+ γcc
4 · sophisticatedi,t + γcc

5 · advicei,t + γcc
6 · Closei,b,t + εcc,D

i,b,t . (10)

As for the case of the accounts, we also consider demographic characteristics to influence the
decision of having an account. Variable sophisticatedi is an indicator variable of financial sophis-
tication, which is assumed equal to one when a household has more than 20% of the value of its
total assets either in stock exchange assets or mutual funds. Also, variable advice is an indicator
variable equal to 1 if the household uses regularly a financial advisor.

4.4 Lines of credit

The third and last financial product that we consider is a line of credit. This is defined as a pre-
approved loan that the household can draw on at anytime using a cheque, credit card or ABM. We
do not observe the annual fees paid to use this line of credit, but we observe the annual interest
rate paid. We assume that these rates are determined by the following equation:

Ratesloc
i,b,t = αloc

1 + αloc
2 · Xi,t + αloc

3 · f ixed_ratei,b,t + αloc
4 · securedi,b,t + αloc

5 · limiti,b,t

+ αloc
6 · lengthi,b,t + αloc

7 · Closei,b,t + αloc
8 · Numberi,t + Bb + εloc,R

i,b,t . (11)

Variable Rates is the annual interest rate charged on the outstanding balances of the line of credit,
expressed in logs. In addition to other variables used in previous equations, we use two indicator
variables to specifically characterize the line of credit: An indicator variable for lines of credit
with a fixed rate, and an indicator variable for lines of credit that are secured with some form of
collateral (such as a house). Variables used in Eq. (11) are also used in the credit limit equation for
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lines of credit:

Limitloc
i,b,t =βloc

1 + βloc
2 · Xi,t + βloc

3 · f ixed_ratei,b,t + βloc
4 · securedi,b,t

+ βloc
5 · unemploymenti,t + βloc

6 · Di f f icultyPayDebti,t

+ βloc
7 · lengthi,b,t + βloc

8 · Closei,b,t + βloc
9 · Numberi,t + Bb + εloc,L

i,b,t . (12)

We also use in Eq. (12) similar variables to the ones used in the credit limit equation for credit
cards. As for the other financial products considered, the decision of having a line of credit with a
financial institution b depends on the following latent variable:

D∗ loc
i,b,t = γloc

1 + γloc
2 · Xi,t + γloc

3 · sophisticatedi,t + γloc
4 · advicei,t + γloc

5 · Closei,b,t + Tt + εloc,D
i,b,t (13)

4.5 Covariance matrices

The elements of the covariance matrices of the different error terms of the equations shown pre-
viously affect the potential endogeneity issues. We could potentially allow for arbitrary correla-
tion among the elements of the covariance matrices, but in practice, we restrict their elements for
tractability and focus on several key issues. In particular, we consider that the unobserved vari-
ables that affect entry in the markets are correlated with the unobserved characteristics that affect
the fees, rates and limits set by these financial institutions for the products they sell to clients in
those markets. In addition, we assume that there exists a correlation between the error term that
affects the decision to buy a product p from a financial institution (latent variable D∗ p

i,b,t), and the
observed fees/rates and limits of the product.

In addition, we assume that error terms between the three products are uncorrelated. This is
an important assumption that reduces the set of parameters to estimate, and also greatly simplifies
the calculation of the likelihood used in the estimation.

Given these assumptions, the structure of the covariance matrix for bank accounts is the fol-
lowing:

∑ac
=

επ,1 ... επ,7 εac,D εac,F

επ,1

...
επ,7

εac,D

εac,F


1
... ..
ρπ ... 1

ρac
π,D ... ρac

π,D 1
ρac

π,F ... ρac
π,F ρac

D,F σac
F


(14)
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The structure of the covariance matrix for credit cards is the following:

∑cc
=

επ,1 ... επ,7 εcc,D εcc,F εcc,L

επ,1

...
επ,7

εcc,D

εcc,F

εcc,L



1
... ...
ρπ ... 1

ρcc
π,D ... ρcc

π,D 1
ρcc

π,F ... ρcc
π,F ρcc

D,F σcc
F

ρcc
π,L ... ρcc

π,L ρcc
D,L 0 σcc

L


(15)

And the structure of the covariance matrix for lines of credit is the following:

∑loc
=

επ,1 ... επ,7 εloc,D εloc,L εloc,R

επ,1

...
επ,7

εloc,D

εloc,L

εloc,R



1
... ...
ρπ ... 1

ρloc
π,D ... ρloc

π,D 1
ρloc

π,L ... ρloc
π,L ρloc

D,L σloc
L

ρloc
π,R ... ρloc

D,R ρloc
D,R 0 σloc

R


(16)

4.6 Estimation

This section explain with detail the estimation strategy that we use. An observation in our em-
pirical model is a financial product that a household-year i has acquired from financial insti-
tution b. If the household has the product with financial institution b, then we will observe
fees/rates or credit limits. Therefore, for the three products p ∈ {acc, cc, loc}, observed variables
Feesp

i,b,t, Ratesp
i,b,t, Limitp

i,b,t and Dp
i,b,t are endogenous.

In addition, entry in the market by financial institution b is endogenous in the model. There-
fore, variables Closei,b,t and Ni,t are endogenous and obtained by solving Eq. (3) in the entry model
for every market.

The goal of our estimation strategy is to maximize the probability of observing the endogenous
variables for a given financial institution b and a household i. For the case of a given product p,
this probability that is used to calculate the likelihood can be expressed as follows:

Pr(Feesp
i,b,t, Limitp

i,b,t, Dp
i,b,t, Closei,b,t, Ni,t) =

[
Pr(Dp

i,b,t = 0, Closei,b,t, Ni,t)
](1−Dp

i,b,t) ·[
f (Feesp

i,b,t, Limitp
i,b,t/Dp

i,b,t = 1, Closei,b,t, Ni,t) · Pr(Dp
i,b,t = 1, Closei,b,t, Ni,t)

]Dp
i,b,t . (17)
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In this equation we denote f the probability density function of the continuous variables Feesp
i,b,t

and Limitp
i,b,t. The rest of the endogenous variables Dp

i,b,t, Closei,b,t and Ni,t are discrete, so we use
probabilities rather than probability density functions in the likelihood.

For the case of accounts, we have a similar equation but we do not consider credit limits. For
the case of lines of credit, we consider rates rather than fees. This equation (17) can be rewritten
using conditional probabilities as follows:

Pr(Feesp
i,b,t, Limitp

i,b,t, Dp
i,b,t, Closei,b,t, Ni,t) =

[
Pr(Dp

i,b,t = 0/Closei,b,t, Ni,t) · Pr(Closei,b,t, Ni,t)
](1−Dp

i,b,t) ·[
f (Feesp

i,b,t, Limitp
i,b,t/Dp

i,b,t = 1, Closei,b,t, Ni,t) · Pr(Dp
i,b,t = 1/Closei,b,t, Ni,t) · Pr(Closei,b,t, Ni,t)

]Dp
i,b,t .

(18)

Following the assumed covariance matrices, we need to estimate the conditional probabilities or
conditional density functions such as Pr(Dp

i,b,t = 1/Closei,b,t, Ni,t) or f (Feesp
i,b,t, Limitp

i,b,t/Dp
i,b,t =

1, Closei,b,t, Ni,t). These conditional probabilities do not have a closed-form solution, and we esti-
mate them using simulation methods. Fermanian and Salanie (2004) show that we can estimate
the conditional density function

f (Feesp
i,b,t, Limitp

i,b,t/Dp
i,b,t = 1, Closei,b,t, Ni,t), (19)

using a simple non-parametric (kernel density) estimator. These estimators are relatively standard
and are usually available in most statistical packages such as Stata or Matlab. In order to estimate
(19), we need to generate a large number of simulation draws. In the Appendix we explain with
detail the steps necessary to calculate Eq. (19) and other conditional probabilities in Eq. (18) for a
given product p.

The calculation of Pr(Dp
i,b,t = 1/Closei,b,t, Ni,t) and Pr(Dp

i,b,t = 0/Closei,b,t, Ni,t) follows a similar
procedure. Since these are discrete variables, we use a simple frequency estimator to calculate
these probabilities instead of a kernel density.

A probability term that requires significant computation is

Pr(Closei,b,t, Ni,t), (20)

which is calculated by solving the entry equilibrium using Eq. (3). This term represents the pre-
dicted probability of observing entry of a financial institution b in the market considered. Since
there is not closed form solution for this predicted probability of entry, we need to use simulations
to numerically estimate it, i.e. for each draw, we have to numerically solve for all Nash-equilibria
using Eq. (3) and choose the most profitable one. This is the approach from Bajari et al. (2010)
to estimate static games of perfect information, which has also been recently used by Perez-Saiz
(2015).
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Note that because error terms across products are uncorrelated, the likelihood is separable
for each of the three products considered. Also, since error terms for fees/rates and limits are
uncorrelated, the conditional probability density term f (Feesp

i,b,t, Limitp
i,b,t/Dp

i,b,t = 1, Closei,b,t, Ni,t)

is separable in fees and limits. This assumption simplifies significantly the estimation procedure.

Using the simulated probability in Eq. (18) for every observation in our sample of size M and
product p, we can estimate the full model by maximizing the simulated log likelihood with respect
to the parameters of all the equations of our model:

max
α,β,γ,θ

∑
p∈{acc,cc,loc}

M

∑
i=1

7

∑
b=1

log P̂r(Feesp
i,b,t, Limitp

i,b,t, Dp
i,b,t, Closei,b,t, Ni,t), (21)

where P̂r(Feesp
i,b,t, Limitp

i,b,t, Dp
i,b,t, Closei,b,t, Ni,t) is calculated using simulation techniques as ex-

plained with detail in Box 1 in the Appendix. The asymptotic distribution of this maximum
likelihood estimator has been studied by Gourieroux and Monfort (1990). The total number of
observations that we have in our model are 41,251 household-bank-year product observations.
Detailed discussion about the identification of the empirical model is shown in the appendix.

5 Empirical results

5.1 Estimates of entry model

We first discuss the estimates of the entry model. Tables 5 and 6 present the baseline model es-
timation results with competitive effects between financial institutions, along with the standard
deviations. Most variables have been divided by their mean in order to facilitate the compari-
son and the variance of the error term is normalized to 1. The coefficients of the demographic
variables in Table 5 mostly follow expectations on the sign but present important differences by
type of institution. Credit unions have a negative coefficient on business activity and positive
one on the proportion of Francophone population, whereas Big6 have the opposite sign in both
variables. The coefficient for unemployment is negative for both types of institutions. Interest-
ingly, the coefficient for population is negative for Big6 (but economically very small), whereas it
is positive for CU and large. The coefficient for per capita income is positive for both, but very
small for Big6. These results show that Big6 banks are specially focused on markets with large
business activity, and low unemployment, whereas credit unions are much more focused on pop-
ulated markets with few businesses, and credit unions are specially focused in markets with high
French-speaking population.10

10There is a relatively large variation of French-speaking population across Canadian provinces. Quebec is a province
with a large majority of French-speaking population, but other provinces such as New Brunswick and Ontario have
a larger variation in French-speaking population across markets, which provides a nice source of variation to identify
this effect (see Table 1).
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Table 5 also shows the competitive effects between types of financial institutions. Interestingly,
only the effect of the entry of Big6 on the profits of CU is negative. This result suggests that
after considering potential advantages for every financial institutions in terms of the demographic
characteristics of the market where they enter, Big6 banks are tough competitors for credit unions.

Table 6 shows results for provincial and individual financial institution effects. The coefficient
for CU is positive and relatively large. The rest of the banks (except CIBC) have a negative or
close to zero effect. This shows that CU face lower entry costs than Big6 in general, so they are
able to enter in markets that are less attractive. Table 7 provides estimates of entry costs for all
provinces and for all financial institutions. The constant term (intercept) represents the entry
cost for RBC in Ontario. In most cases, the entry costs are negative and economically relevant.
These estimates show that barriers to entry into new markets are significant, which provides some
evidence against a the hypotheses of a perfectly contestable market.

Finally, as we would expect, the coefficient on distance affects negatively profits. This gives an
advantage to regional players that expand to areas close to large population centers where they
have their headquarters or main centers of activity.

All these results presented suggest that CU and Big6 focus their entry strategies in markets
that are relatively different in terms of size, economic attractiveness, and cultural background.
There are several alternative explanations to explain these differences. One potential explanation
is that credit unions do not need to focus solely on the goal of maximizing profit, meaning that
they can afford to lower prices more than commercial banks. They could also face lower entry
barriers in local towns, given that some people might be intrinsically attracted to do business with
a locally-owned financial institution, similar to how local farmers’ markets are able to thrive. Fur-
thermore, they may be more nimble than larger national banks and tailor their product offerings
to the specific town they serve. This could be also related to a superior use of soft information by
credit unions which improves the lender-borrower relationship (see Allen et al., 2016, for a recent
example for Canada). A closer proximity or superior knowledge of their members could be also
advantageous for credit unions regarding this relationship, which may affect the quality of service
in general.11

A fourth alternative is that in Canada, credit unions face provincial prudential regulations that
are different than their federal counterparts with the notable exception of Quebec (Pigeon and Kel-
lenberger, 2012). These different regulations are related to different key indicators such as capital
requirements12 or deposit insurance limits.13 Also, the existence of different regulatory authorities

11There is some evidence that credit unions are highly ranked consistently in terms of customer satisfaction in Canada
(Brizland and Pigeon, 2013).

12For example, Ontario credit unions face a leverage cap of 25 while federal banks face a cap of 20. (Ontario regula-
tions 237/09) BC credit unions do not face leverage requirements. (BC Internal Capital Target for Credit Unions, March
2013)

13At least for the early 2000s, most Canadian provinces have set higher deposit insurance limits for their credit unions
than the federal limits set by the Canadian Deposit Insurance Corporation (CDIC) for federally regulated banks.
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in Canada, at provincial and federal level, could affect the implementation of the regulation and
supervision see for instance Agarwal et al. (2014), who show that state regulators tend to be more
lenient than federal regulators in the US).

5.2 Estimates of the outcome equations

We now discuss the results of the estimation of the adoption equations and the fees/rates and
credit limit equations. We show in all cases the estimates of the structural model and the case of
simple OLS or probit estimates.

Table 8 shows the estimation of the adoption equations for the three financial products. In all
cases we observe a positive effect of the financial institution being relatively close to the customer
to adopt the financial product. The effect is relatively larger for accounts than for credit cards or
lines of credit. This is perhaps due to the fact that opening an account implies going often to the
branch for cash withdrawals, etc. On the other hand, credit cards are typically used at the point of
sale, and do not often involve operations at the bank branch. Also, lines of credit are products that
are not very related to payments usage and their proximity coefficient is similar to credit cards.

We also find that certain demographic characteristics are key to explain adoption. Consumers
with a heavy payment usage are more likely to adopt accounts and credit cards. Also, sophisti-
cated households are more likely to adopt credit cards or lines of credit. Structural results tend to
be a bit higher than probit results.

Table 9 shows estimates for the fees/rates equations. Fees and rates are expressed in logs. The
endogeneity of the entry variable significantly affects the OLS estimates when compared to the
structural estimates. The estimated effect is relatively large. The presence of an extra competitor
in an area close to the geographic location of the household decreases the monthly rate for an
account by -7.2%. In contrast, the effect in the OLS estimates is smaller (-4.9%). A similar effect
is found when considering credit cards (-16.2% vs -1.7%). On the other hand, we find a positive
effect for the case of lines of credit, about 6% for structural estimates and OLS.

Another interesting result is the effect of the geographic proximity of the financial institution.
Households with an account provided by a financial institution that is close (in a circle of radius
10 km) tend to pay lower fees (-37.8% ). In contrast OLS gives a positive estimate (13.3%). For the
case of lines of credit, we find a negative effect (-26.1%), slightly larger than OLS (-25%). For the
case of credit cards, we find a negative effect of proximity on the fees (-41.6%), whereas OLS gives
a positive value (15.2%).

The estimate of the variable that provides the effect of the length of relationship with the finan-
cial institution on the fees/rates paid is positive for accounts, but negative for lines of credit (but
insignificant). Perhaps one interpretation of this result is that bank accounts create large switching
costs on consumers, whereas a line of credit is a more sophisticated product that creates smaller
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switching costs.

For the rest of the estimates we find intuitive results, and comparable when considering OLS
and structural estimates. A checking account tends to be 16.9% more expensive than a saving
account and increasing the account balance tends to decrease the annual fees. A household with
a rewards credit card pays 195.5% more fees, whereas a credit card with credit protection has fees
that are 34.6% higher. Also, the higher the limit, the higher the fees to be paid. For lines of credit,
we find that secured lines of credit and fixed-rate lines of credit are respectively 18.2% and 13.9%
more expensive (in terms of interest rates paid), and lines of credit with a higher limit pay also
a higher interest rate. The size of these coefficients show that product characteristics are very
important to explain the fees and rates paid for these products.

Table 10 shows results for the credit limit equation. We find that proximity reduces credit
to households, but that market entry increases it. Interestingly, structural estimates give a much
larger effect of entry for the case of credit cards. We also find that cards with credit protection and
rewards typically have larger limits. Also, after controlling for aspects such as total assets and
other demographic characteristics, we find that consumers that have difficulties to pay their debt
and are employed have larger limits.

For lines of credit, we find that a longer relationship with the financial institution increases
the credit provided, which is intuitive. Households that have difficulties paying their debt have
lower credit but the effect is economically much smaller than for credit cards. Consumers with
employment have also a positive effect in the credit limit, with a much larger effect than for credit
cards.

In summary, consistent with the existing literature, our results show that proximity facilitates
credit as adoption rates are higher, but makes it also more expensive (rates and fees tend to be
larger), and credit limits tend to be smaller. On the other hand, market presence tends to reduce
fees and rates, and increase the provision of credit. Controlling for all these aspects, households
with a longer relationship with the financial institution pay higher fees or rates, but have more
credit. We also find that product characteristics and household demographics play a very impor-
tant role to explain the fees/rates and credit limits of these products.

Our results suggests that some products may be more contestable than others, as they are less
sensitive to market entry. In these products, the actual entry of financial institutions in a given
market is not enough to affect competitive outcomes. In other words, these products are more
contestable.
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6 Conclusion

In this paper, we study the effect of market entry and geographic proximity on the prices and credit
limits of a number of financial services offered by banks and credit unions. We use a database and
propose a methodology that permits us to exploit two dimensions of competition analysis that
are rarely considered together: market complexity (distance, sources of market power, and mar-
ket presence strategies) and product complexity (multiple product strategies and characteristics,
cross-priced and cross-selling strategies).

Our results show that market entry tends to reduce fees and rates, and increase the credit
supplied. We also find that proximity with the financial institution that provides the product
increases the likelihood of adopting the financial product, reduces the fees paid, and restricts
the credit supplied. Despite the emergence of internet and mobile banking, our results show
that physical branches and proximity still matter to understand well the competitive landscape in
the retail banking industry. Barriers to entry are significant, and therefore some of the products
analyzed are not contestable, as they are affected by effective entry of financial institutions.

Policymakers keep professing their desire to increase competition in the banking industry. Our
results show evidence on the importance of market entry to affect the outcomes of different retail
financial products in an era of financial stagnation and low interest rates.
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Appendices

A Variables definition

• Bank accounts:

– Fees: Service charge in Canadian dollars paid in the last month by the household.

– Balance: Current balance of account in Canadian dollars.

– Checking account: Indicator equal to 1 if the account is a checking account, 0 if it is a savings
account or other type of account.

– Length of relationship with institution: Categorical variable with the following values. =1 if
length of relationship is less than one year, =2 if between 1 and 3 years, =3 if between 4 and 6
years, =4 if between 7 and 9 years, =5 if between 10 and 14 years, =6 if between 15 and 19 years,
=7 if more than 20 years.

• Credit cards:

– Fees: Annual fee of the credit card in Canadian dollars.

– Limit: Total credit card spending limit in Canadian dollars.

– Protection: Indicator equal to 1 if the card has an insurance that will pay off the debt if the
borrower falls ill or passes away while the policy is in force.

– Rewards: Indicator equal to 1 if the card includes some loyalty program that provides miles,
points, etc.

• Lines of credit:

– Rate: Annual interest rate (in %) charged on the outstanding balances of the line of credit.

– Fixed rate: Indicator equal to 1 if the interest rate charged on outstanding balances is fixed.

– Limit: Credit limit on the line of credit in Canadian dollars.

– Secured: Indicator equal to 1 if the line of credit is secured against an asset (e.g. a house).

– Length of relationship with institution (also available for accounts): Categorical variable with
the following values. =1 if length of relationship is less than one year, =2 if between 1 and 3
years, =3 if between 4 and 6 years, =4 if between 7 and 9 years, =5 if between 10 and 14 years,
=6 if between 15 and 19 years, =7 if more than 20 years.

• Financial institution geographic presence:

– Number of financial institutions with presence in a circle of 10 km radius around the household.

– Close: Indicator variable equal to 1 if the financial institution has presence in a circle of 10 km
radius around the household.

• Demographic variables for households:

– Age: Age in years of the head of the house.

– Assets: Total assets of household in Canadian dollars (in logs). It includes total balance in
accounts, value of bonds, mutual funds, stock, real estate, other liquid assets, illiquid assets,
etc.
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– Difficulty paying debt: Indicator between 0 and 9 where the household reports its perceived
difficulty to pay the debt (0=Low difficulty, 9=High difficulty).

– Employed: Indicator equal to 1 if the head of the house is employed.

– Income: Total annual income of the household.

– Married: Indicator equal to 1 if the head of the household is married.

– Own house: Indicator equal to 1 if the house is owned by the houlsehold.

– Size: Number of family members living in the household.

– Sophisticated investor: Indicator equal to 1 if the more than 20% of total assets are either stock
exchange assets or mutual funds.

– Unemployment: Indicator equal to 1 if the head of the household is unemployed.

– University degree: Indicator equal to 1 if the head of the household has a university degree.

– Uses financial advisor: Indicator equal to 1 if the household uses regularly a financial advisor .

– Usage payments: Total number of payment transactions per month, including transactions in
ATMs, phone payments, online, and mobile payments.

• Demographic variables for markets (census subdivisions)

– Population in the market.

– Income: Per capita income in the market.

– Unemployment: Unemployment rate in the market.

– Business activity: Number of businesses in the market.

– Proportion French: Proportion of francophone population in the market.

– Distance historical HQ: Distance to the closest headquarter of the financial institution as in 1972.
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B Computational procedure

We explain with detail in the next box the steps necessary to calculate Eq. (19) and other condi-
tional probabilities in Eq. (18) for a given product p:

BOX 1: ALGORITHM TO SIMULATE CONDITIONAL PROBABILITIES:

1. Select a large number of simulations draws S

2. Generate a set of independent random draws Γ = {εacc
s , εcard

s , εloc
s , επ

s }s=S
s=1

3. Transform the set Γ in another set Γ̃ that is distributed following the variance-covariance
matrix Σp

4. Calculate D∗ p
i,b,t for all Γ̃. Find the set of draws Γ̃D such that D∗ p

i,b,t > 0

5. Solve the entry equilibrium for all Γ̃ using Eq. (3). Find the set of draws Γ̃E,N such that
Ei,b,t, Ni is an equilibrium

6. Determine the subset of Γ̃∩ = Γ̃D ∩ Γ̃E,N .

7. Calculate Feesp
i,b,t and Limitp

i,b,t for the set of errors Γ̃∩

8. Estimate f (Feesp
i,b,t, Limitp

i,b,t/Dp
i,b,t = 1, Closei,b,t, Ni) with a kernel density estimator us-

ing values from previous stage.

28



B.1 Identification

Identification of the parameters in our entry model is achieved in two ways. Firstly, we use exclu-
sion restrictions in the profit function (variables that affect the profit of one financial institution,
but not the profit of the rest of the financial institutions). This is a well known approach used in the
literature to identify static entry games, as in Berry (1992) or Bajari et al. (2010). There are several
variables that we use for this purpose. First, we use distance to the main historical headquarters
of the financial institutions. This is a variable that is constructed by obtaining the geographical
presence of the financial institutions in 1972. We use the location of the headquarter (which we
assume it is the largest city in the province) and generate the minimum distance from any market
to a headquarter.14 We expect significant inertia in the subsequent expansion of financial institu-
tions over the decades, therefore this variable should be correlated with the geographic presence
in 2006. Also, this variable varies across markets for most financial institutions considered.

Other variables we use are the total asset size of every financial institution (which does not
vary across markets), and regional (provincial) size of every financial institution (which varies
across provinces but not across markets within a province). Total asset size includes all geographic
markets, including international markets and any business line (such as investment or wholesale
banking). "Big 6" banks are global banks with significant presence in other countries, and have a
considerable non-retail activity. Therefore, total asset size can be considered to be, to a large extent,
an exogenous variable. Also, regional size includes urban markets, which are markets that are not
included in our data base. Urban markets, which are larger and more profitable than the rural
markets, have been covered by financial institutions probably much earlier than rural markets.
Therefore, regional size can be also considered, to a certain extent, an exogenous variable.

The second strategy we use to identify the entry model is related with the existence of multi-
ple equilibria. Given the assumptions of our model, multiple equilibria are possible, contrary to
other papers (Mazzeo, 2002a; Cohen and Mazzeo, 2007) where additional assumptions guarantee
a unique equilibrium. This poses a problem for identification of the model. In particular, Eq. (20)
would not be defined in presence of multiple equilibria. There have been a number of solution
proposed in the literature to solve this problem. We use the recent approach from Bajari et al.
(2010) that includes an equilibrium selection rule and allows to point-identify the parameters of
the model.15 To identify the equilibrium we use, we compute all possible equilibria using Eq. (3)
and then select the most efficient with probability one.16

Regarding the rest of the equations of the model for the outcome equations, our model is very
similar the well-known Heckman selection mode. In practice, having variables that are present in
one equation but not in others is useful. In our case, we consider several variables that are unique
to every equation. Usage of payments in different payment channels is a variable that affects
the demand for a bank account, but not the fees paid. Intuitively, this assumes that financial
institutions may be able to discriminate on fees using observed demographics (age, income, etc)
of the household, but not using the potential channel usage, which should be a variable that is
private information for households, specially for new clients. We use also indicators for financial
sophistication and advice as variables that affect the demand for credit cards and lines of credit,
but they do not affect the rates, fees or limits on these products. Again, this implies that these

14More precisely, using the geographic presence of every financial institution in 1972 (see Canadian Bankers Asso-
ciation, 1972), we determine the market share of every financial institution in every province and we use this market
share to generate a weighted measure of distance to headquarter. Since there has been a significant number of mergers
in Canada since 1972, the geographic presence of a financial institution is generated using the geographic presence of
other financial institutions that will be acquired by the financial institution between 1972 and 2006.

15An interesting recent literature has developed a partial identification approach to solve these issues. See Ciliberto
and Tamer (2009b), among others.

16Bajari et al. (2010) consider a richer framework to identify the probability that a Nash equilibrium with different
characteristics (efficient equilibrium, mixed strategies equilibrium, Pareto dominated, etc) is selected.
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are variables that are relatively opaque for financial institutions. We also use risk variables that
affect the limits granted for financial products by financial institutions. Credit limits granted by
financial institutions should highly depend on riskiness of the clients, therefore unemployment
and difficulty to pay the debt should be especially related with these limits, but not with the
demand for these products.
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C Results
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Table 3: Summary statistics for markets considered in estimation by type of entrant.

Summary statistics of markets considered in estimation, for markets where only Big6 or CU enter. A t-test for signifi-
cant differences in the means of the variables appear in the last column. *, **, and *** indicate statistical significance at
the 0.10, 0.05, and 0.01 levels, respectivelySource: Stats Canada.

Big6 enter only CU enter only t-test: Big6 - CU
Variable mean se mean se t

Population 5,803 728 1,502 253 5.58***
Total income 23,773 486 21,116 696 3.13***
Proportion French (in %) 4.62 1.01 32.27 5.23 -5.19***
Number of business 475 56 143 17 5.72***
Unemployment rate (in %) 10.53 0.70 14.00 1.15 -2.56**
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Table 4: Summary statistics for demographic and product characteristics, and bank proximity.

Summary statistics for demographic characteristics of households, fees/rates, credit limits and product characteristics
and proximity of branches. Variables are defined in Appendix. Source: CFM database and bank branches database.

Variable mean sd min p1 p25 p50 p75 p99 N

Accounts: Fees (dollars) 6.85 15.32 0.00 0.00 0.00 0.00 8.00 81.00 6,135
Accounts: Balance (in 10,000 dollars) 0.49 1.52 0.00 0.00 0.03 0.15 0.45 5.50 6,135
Accounts: Checking account 0.61 0.49 0.00 0.00 0.00 1.00 1.00 1.00 6,135
Accounts: Length relationship 5.81 1.67 1.00 1.00 5.00 7.00 7.00 7.00 6,135

Cards: Fees (dollars) 17.69 39.86 0.00 0.00 0.00 0.00 15.00 160.00 5,581
Cards: Limits (1000s dollars) 9.08 8.56 0.00 0.00 3.00 7.00 13.00 36.00 5,581
Cards: Credit protection 0.25 0.43 0.00 0.00 0.00 0.00 0.00 1.00 5,581
Cards: Rewards 0.26 0.44 0.00 0.00 0.00 0.00 1.00 1.00 5,581

LOC: Rates (in %) 5.12 3.34 0.00 0.00 3.25 5.34 7.00 14.80 2,162
LOC: Limits (1000s dollars) 35.26 47.65 0.00 0.30 12.50 22.50 45.00 212.50 2,162
LOC: Fixed rate 0.33 0.47 0.00 0.00 0.00 0.00 1.00 1.00 2,162
LOC: Secured line of credit 0.55 0.50 0.00 0.00 0.00 1.00 1.00 1.00 2,162
LOC: Length relationship 6.05 1.41 1.00 2.00 5.00 7.00 7.00 7.00 2,162

Demographic variables:
Assets (in 100,000s) 0.86 2.10 0.00 0.00 0.02 0.10 0.71 10.25 5,893
Age 55.21 15.25 18.00 22.00 45.00 56.00 66.00 86.00 5,893
Size household 2.24 1.13 1.00 1.00 2.00 2.00 3.00 6.00 5,893
Own house 0.82 0.39 0.00 0.00 1.00 1.00 1.00 1.00 5,893
Difficulty paying debt 2.96 2.52 0.00 0.00 1.00 2.00 5.00 9.00 5,893
Employed 0.90 0.29 0.00 0.00 1.00 1.00 1.00 1.00 5,893
Uses financial advisor 0.35 0.48 0.00 0.00 0.00 0.00 1.00 1.00 5,893
University degree 0.83 0.37 0.00 0.00 1.00 1.00 1.00 1.00 5,893
Married 0.76 0.43 0.00 0.00 1.00 1.00 1.00 1.00 5,893
Income (in 100,000) 0.62 0.50 0.08 0.08 0.28 0.50 0.80 2.50 5,893
Sophisticated investor 0.38 0.49 0.00 0.00 0.00 0.00 1.00 1.00 5,893

Proximity of branches:
Number FIs in circle radious 10km 4.06 1.93 0.00 0.00 2.00 5.00 6.00 7.00 5,893
FI for ACC is in circle radious 10km 0.84 0.37 0.00 0.00 1.00 1.00 1.00 1.00 6,135
FI for CARD is in circle radious 10km 0.80 0.40 0.00 0.00 1.00 1.00 1.00 1.00 5,581
FI for LOC is in circle radious 10km 0.84 0.37 0.00 0.00 1.00 1.00 1.00 1.00 2,162
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Table 5: Estimates of entry model (I).

We show estimates of the elements of the profit function (Eq. 2) in the the entry model. Demographic variables have
been normalized by their mean. "Competitive effect of X on Y" is the effect on the profit of financial institution Y if
financial institution X enters in the market. Standard errors in parentheses obtained using bootstrap.

Variable Entry model

Panel A: Competitive effects:
Competitive effect of BIG6 on BIG6 0.04499

(0.02179)
Competitive effect of CU on BIG6 0.24508

(0.03198)
Competitive effect of BIG6 on CU -0.06866

(0.02342)

Panel B: Demographic variables:
Intercept -0.96986

(0.08476)
Population BIG6 -0.00096

(0.02264)
Population CU 0.20220

(0.02113)
Income BIG6 0.00680

(0.02097)
Income CU 0.17917

(0.02430)
Unemployment BIG6 -0.26600

(0.03510)
Unemployment CU -0.29688

(0.02927)
Business activity BIG6 0.19471

(0.02312)
Business activity CU -0.11042

(0.01934)
Proportion French BIG6 -0.16209

(0.02738)
Proportion French CU 0.19254

(0.02401)
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Table 6: Estimates of entry model (II).

We show estimates of the elements of the profit function (Eq. 2) in the the entry model. Size and distance to headquarter
are normalized by their mean. Standard errors in parentheses obtained using bootstrap.

Variable Entry model

Panel C: Provincial effects:
British Columbia 0.18568

(0.02193)
Manitoba 0.26834

(0.02705)
New Brunswick 0.46453

(0.04539)
Newfoundland and Labrador 0.45780

(0.04642)
Nova Scotia 0.51770

(0.05128)
Prince Edward Island 0.45050

(0.04790)
Quebec 0.16603

(0.02357)
Saskatchewan 0.14108

(0.01756)

Panel B: Firm-level effects:
National Size 0.44322

(0.04583)
Regional Size 0.05438

(0.02134)
BMO 0.14693

(0.02125)
BNS -0.06172

(0.01642)
CIBC 0.28283

(0.03228)
CU 0.52861

(0.05185)
NBC -0.99947

(0.10124)
distance to historical HQ -0.26752

(0.03353)
distance to historical HQ (square) -0.01513

(0.01987)
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Table 7: Entry barriers by financial institution and province

We estimate the level of entry barriers by financial institution and province. They are calculated by addying the
constant term, the bank fixed effects, and the provincial fixed effects from Table 6.

Province BMO BNS CIB CU NAT RBC TD
British Columbia -0.6 -0.8 -0.5 -0.3 -1.8 -0.8 -0.8
Manitoba -0.6 -0.8 -0.4 -0.2 -1.7 -0.7 -0.7
New Brunswick -0.4 -0.6 -0.2 0.0 -1.5 -0.5 -0.5
NFL-Labrador -0.4 -0.6 -0.2 0.0 -1.5 -0.5 -0.5
Nova Scotia -0.3 -0.5 -0.2 0.1 -1.5 -0.5 -0.5
Ontario -0.8 -1.0 -0.7 -0.4 -2.0 -1.0 -1.0
PEI -0.4 -0.6 -0.2 0.0 -1.5 -0.5 -0.5
Quebec -0.7 -0.9 -0.5 -0.3 -1.8 -0.8 -0.8
Saskatchewan -0.7 -0.9 -0.5 -0.3 -1.8 -0.8 -0.8
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Table 8: Estimates for adoption of financial products.

We show estimates of the adoption equation for the three financial products considered. We also show probit estimates.
Household variables, and provincial and year fixed effects used in all cases. Standard errors in parentheses obtained
using bootstrap (for structural model).

Accounts Credit cards Lines of credit
Variable Structural Probit Structural Probit Structural Probit

Financial advisor 0.05698 0.03409 0.07558 0.04260
(0.00751) (0.01781) (0.01111) (0.02352)

Heavy usage 0.08473 0.04575 0.07960 0.02176
(0.01438) (0.00414) (0.01884) (0.00425)

Sophisticated 0.04943 0.02608 0.10536 0.07235
(0.00826) (0.01929) (0.01455) (0.02611)

Close provider 0.82572 0.80525 0.66973 0.63894 0.68709 0.64906
(0.07048) (0.01831) (0.07368) (0.01795) (0.06635) (0.02593)

Household variables YES YES YES YES YES YES
Provincial fixed effects YES YES YES YES YES YES
Year fixed effects YES YES YES YES YES YES
Number of
household-year-bank product 41251 41251 41251 41251 41251 41251
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Table 9: Estimates for fees/rates equations.

We show estimates of the fees/rates equations for the three financial products considered. We compare structural
estimates, and estimates from OLS. Account/card fees and lines of credit rates are expressed in logs. Account balance
expressed in 10,000 dollars. Length relationship is a categorical variable with values 1-7 (see Appendix for definitions).
LOC annual interest rates are expressed in logs. Credit limit expressed in logs. Household variables, bank, provincial
and year fixed effects used in all cases. Standard errors in parentheses obtained using bootstrap (for structural model).

Accounts Credit cards Lines of credit
Variable Structural OLS Structural OLS Structural OLS

Account balance -0.03601 -0.03610
(0.00387) (0.02468)

Checking account 0.16995 0.16979
(0.01771) (0.05353)

Card protection 0.34655 0.34683
(0.03744) (0.08595

Rewards 1.95571 1.95581
(0.19593) (0.10687

Limit (in logs) 0.19425 0.19708 0.16601 0.16556
(0.01862) (0.01700) (0.01644) (0.05803)

Fixed rate 0.13933 0.13914
(0.01413) (0.11107)

Secured 0.18260 0.18224
(0.01772) (0.11343)

Length relationship 0.05990 0.05966 0.00198 -0.00240
(0.00745) (0.01751) (0.00288) (0.03849)

Close provider -0.37887 0.13316 -0.41602 0.15251 -0.26144 -0.25080
(0.03279) (0.08256) (0.04182) (0.10951) (0.02503) (0.16550)

Number of competitors -0.07236 -0.04943 -0.16207 -0.01766 0.05554 0.06022
(0.00852) (0.01620) (0.01608) (0.02398) (0.00703) (0.03313)

Household variables YES YES YES YES YES YES
Bank fixed effects YES YES YES YES YES YES
Provincial fixed effects YES YES YES YES YES YES
Year fixed effects YES YES YES YES YES YES
Number of
household-year-bank product 6135 6135 5581 5581 2162 2162
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Table 10: Estimates for limit equations.

We show estimates of the credit limit equations for credit cards and lines of credit. Credit limits are expressed in logs.
We compare structural estimates, and estimates from OLS. Length relationship is a categorical variable with values 1-7
(see Appendix for definitions). Household variables, bank, provincial and year fixed effects used in all cases. Standard
errors in parentheses obtained using bootstrap (for structural model).

Credit cards Lines of credit
Variable Structural OLS Structural OLS

Card protection 0.24063 0.23801
(0.02223) (0.04907)

Rewards 0.36677 0.36375
(0.03794) (0.06392)

Fixed rate -0.42414 -0.42417
(0.03916) (0.04928)

Secured 0.61390 0.61399
(0.06319) (0.04350)

Difficulty debt 0.03802 0.01083 -0.00578 -0.00509
(0.00614) (0.00981) (0.00157) (0.00901)

Employed 0.02202 0.01182 0.23269 0.23269
(0.00325) (0.09969) (0.02342) (0.13206)

Length relationship 0.03370 0.03491
(0.00382) (0.01873)

Close provider -0.11024 -0.11930 -0.19480 -0.19478
(0.01046) (0.07230) (0.01928) (0.07288)

Number of competitors 0.04290 0.01088 0.01114 0.01325
(0.01062) (0.01605) (0.00246) (0.01399)

Household variables YES YES YES YES
Bank fixed effects YES YES YES YES
Provincial fixed effects YES YES YES YES
Year fixed effects YES YES YES YES
Number of
household-year-bank product 5581 5581 2162 2162
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Table 11: Estimates of elements of the covariance matrix.

We show estimates of the elements of the variance-covariance matrix used in our econometric model. Standard errors
have been generated using bootstrap.

Variable Accounts Credit cards Lines of credit

σF or σR 2.00197 2.56953 2.38778
(0.20246) (0.25707) (0.25082)

σL 1.78253 -0.08745
(0.17706) (0.00882)

ρπ,D -0.17674 -0.78654 0.06195
(0.01916) (0.08470) (0.01242)

ρπ,F or ρπ,R 0.00043 0.57543 -1.25431
(0.01260) (0.05366) (0.12708)

ρπ,L -0.68954 0.37487
(0.07702) (0.03904)

ρD,F or ρD,R 0.46186 0.77267 -0.00097
(0.04822) (0.07717) (0.00441)

ρD,L -1.20804 -0.08745
(0.13194) (0.00882)
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Figure 1: Evolution of total number of bank branches

The evolution of total number of bank branches in Canada shows a steady decrease in the 1990s and early
2000s, with a stabilization after the mid 2000s.
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Figure 2: Entry and population

This figure of number of entrants vs. population shows a clear positive correlation between the two. We
also see that most markets have 6 entrants or less.
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Figure 3: Example of market: Moose Jaw in Saskatchewan (I)
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Figure 4: Example of market: Moose Jaw in Saskatchewan (II)

This map highlights the various bank branches in Moose Jaw (Saskatchewan). Each dot represents a
branch, and different colors represent different institutions.
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Figure 5: Markets considered and CFM households

This diagram shows the selection of markets and CFM households included in our estimation.
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