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Abstract

Contrary to well-known asset pricing models, volatilities implied by equity index op-

tions exceed realized stock market volatility and exhibit a pattern known as the volatil-

ity skew. We explain both facts using a model that can also account for the mean and

volatility of equity returns. Our model assumes a small risk of economic disaster that

is calibrated based on international data on large consumption declines. We allow the

disaster probability to be stochastic, which turns out to be crucial to the model’s abil-

ity both to match equity volatility and to reconcile option prices with macroeconomic

data on disasters.
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1 Introduction

Prices of equity index options o↵er a powerful means of discriminating among theories of

asset prices. Since the work of Mehra and Prescott (1985) and Campbell and Shiller (1988),

asset pricing research has sought to reconcile the apparent low volatility of U.S. consumption

growth with the high equity premium and the high volatility of stock prices. One classic

theory, presented by Campbell and Cochrane (1999), is that small variation in consumption is

very costly to investors, who evaluate current consumption relative to the recent past. Bansal

and Yaron (2004) present a second classic theory: while shocks to realized consumption may

be small, the risk in the conditional mean and volatility of the consumption distribution is

considerable. These theories are highly successful in explaining the mean and volatility of

stock returns. Yet option prices remain a challenge.

We illustrate the challenge with the classic graph of option-implied volatilities as a func-

tion of the exercise price. Figure 1 shows average implied volatilities for 3-month put options

written on the S&P 500 over the 1996 to 2012 period.1 On the x-axis is the scaled exercise

price (the exercise price divided by the index price, known as “moneyness”). Figure 1 also

shows the level of annual stock price volatility over this sample, 16%, and the value of annual

consumption volatility, below 2%.2 Thus, while the volatility of stock prices is high, implied

volatilities are even higher, particularly for out-of-the-money put options (those with rela-

tively low exercise prices). This fact that implied volatilities are decreasing in the exercise

price is known as the implied volatility skew (or, if there is no ambiguity, as the volatility

skew), and has been known to the literature since Rubinstein (1994) and Coval and Shumway

1The implied volatility is defined to be the value that correctly prices the option under the Black and
Scholes (1973) model. Implied volatilities are a convenient normalization of option prices that illustrate
deviations from lognormality, because, under a lognormal distribution, they would be constant as a function
of maturity and exercise price. However, matching implied volatilities is equivalent to matching option prices.

2These are measured as the standard deviation of the log of year-over-year stock prices or year-over-year
consumption.
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(2001). Figure 1 illustrates three hurdles an asset pricing model must clear to explain these

data. First, the model must generate su�cient volatility of asset prices, given low levels of

consumption risk. Second, the model must generate even higher implied volatilities, and

third, the model must generate yet higher volatilities for options that are further out of the

money.

The models of Campbell and Cochrane (1999) and Bansal and Yaron (2004) are able to

meet the first of these challenges. However, they cannot meet the second or third for the

simple reason that these models are conditionally lognormal over a non-infinitesimal interval.

By definition, the conditions of Black and Scholes (1973) hold over the decision interval of

economic agents in these models. If this is one quarter, then three-month implied volatility

curves must be flat and at the level of realized price volatility. One could extend these models

to continuous time; however, unless one fundamentally changed the calibration, this would

not generate su�cient non-lognormality to explain the level or slope of the implied volatility

curve.3

Amodel that seems, at first glance, to be consistent with the implied volatility skew, is one

that explicitly takes into account conditional non-lognormality in underlying consumption

and hence in stock prices. Barro (2006) shows that a model that allows for rare economic

disasters can explain the equity premium puzzle of Mehra and Prescott (1985). Because put

options pay o↵ in disaster states, they should trade at a premium relative to their value

under conditional lognormality, and the premium should be especially large for out-of-the-

money puts. We would expect to see an implied volatility skew in such a model. Backus,

Chernov, and Martin (2011) show that, when calibrated to macroeconomic data, this model

does indeed imply a volatility skew. However, the skew is qualitatively di↵erent than in

3This is not to suggest that these models cannot be extended to account for options data. Doing so,
however, requires a mechanism in addition to those already in the models that account for the equity
premium and volatility (Benzoni, Collin-Dufresne, and Goldstein, 2011; Drechsler and Yaron, 2011; Du,
2011). See Section 4.9 for further discussion.
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the data; most notably the slope of the curve is far steeper in the model than in the data

counterpart. Their findings appear to demonstrate a basic inconsistency between disasters

as reflected in macroeconomic data and non-lognormality as reflected in options markets.

In doing so, they call into question the plausibility of disaster risk as an explanation of the

equity premium puzzle.

In this paper, we present a rare-disaster model that explains the implied volatility skew.

In so doing, we reconcile option prices with the disaster distribution in macroeconomic data.

We make one simple change to the rare disaster framework of Barro (2006) and Backus,

Chernov, and Martin (2011): we allow the probability of a disaster to vary over time. This

change, besides allowing the model to explain option prices, also allows the model to explain

realized stock market volatility in normal times. Importantly, the exact same change allows

the model to explain both features of the data. Iid disaster models, such as those of Barro

and Backus et al., can explain the population level of volatility, but most of the volatility

occurs during disaster periods. In fact, stock prices exhibit high level of volatility during

disaster and non-disaster times.

Other recent work seeks to quantitatively explain implied volatilities in rare disaster

models. Du (2011) extends the external habit model of Menzly, Santos, and Veronesi (2004)

to allow for disasters that occur with constant probability. Our paper departs from his

in that we do not require habit preferences and we allow the disaster probability to be

stochastic.4 This paper also relates to that of Gabaix (2012), who incorporates time-varying

disaster sensitivities into a model with additively separable utility using linearity-generating

processes. In contrast, we focus on a stochastic probability of disasters and allow for recursive

utility. Another point of departure from the earlier literature is our focus on the mechanism

driving the level and slope of implied volatilities. Our framework directly nests earlier cases

4See also Nowotny (2011) who focuses on the implications of self-exciting processes for equity markets
rather than on option prices.
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considered by the literature (e.g. Backus, Chernov, and Martin (2011)), which allows us drill

down to uncover the reason why we find di↵erent results. Moreover, besides the relation

between implied volatilities and moneyness, we also examine the relation between implied

volatilities and time to expiration. We show that our model can match this relation as well.

Our model suggests links between the probability of rare economic events, option prices,

and equity risk premia. A growing line of work explores these links empirically. Bollerslev and

Todorov (2011) show that a substantial fraction of the equity premium can be attributable to

jump risk reflected in option prices, Gao and Song (2013) price crash risk in the cross-section

using options, and Kelly, Pastor, and Veronesi (2014) demonstrate a link between options

and political risk. The results in these papers provide empirical support for the theoretical

mechanism that we highlight, namely that options reflect the risk of economy-wide rare

events, and that this risk varies over time.

2 Model

This section describes our model. Section 2.1 details the primitives. Section 2.2 describes the

pricing kernel and stock market values, with a focus on stock market volatility. Section 2.3

discusses a limiting case of our main model in which the probability of a disaster is constant.

Section 2.4 describes the computation of option prices.

2.1 Model primitives

We assume an endowment economy with complete markets and an infinitely-lived repre-

sentative agent. Aggregate consumption (the endowment) solves the following stochastic

di↵erential equation
dCt

C

�
t

= µ dt+ � dBt + (eZt � 1) dNt, (1)
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where Bt is a standard Brownian motion and Nt is a Poisson process with time-varying

intensity �t. Following Wachter (2013), we assume the intensity follows the process

d�t = (�̄� �t) dt+ ��

p
�t dB�,t, (2)

where B�,t is also a standard Brownian motion, and Bt, B�,t and Nt are assumed to be

independent. For the range of parameter values we consider, �t is small and can therefore

be interpreted to be (approximately) the probability that dNt = 1. We thus will use the

terminology probability and intensity interchangeably, while keeping in mind the that the

relation is an approximate one.5

In this model, a disaster is represented by an increment to the Poisson process, namely

dNt = 1. The size of the disaster is determined by the random variable Zt < 0, which is the

change in log consumption should a disaster occur. For convenience, we assume that Zt has

a time-invariant distribution which we will call ⌫. Outcomes of Zt are independent of the

other random variables. We will use the notation E⌫ to denote expectations of functions of

Zt taken with respect to the ⌫-distribution.

The model above implies that the probability of a disaster varies over time according to a

square-root process like that found in Cox, Ingersoll, and Ross (1985). It mean-reverts to �̄,

and is therefore stationary. The presence of a square root implies that �t cannot be negative.

Because �t is, strictly speaking, an intensity and not a probability, it is theoretically possible

for �t to go above 1. While this presents no problems for the model, it is useful to note that

this event is extraordinarily unlikely in our calibration.

We will assume a recursive generalization of power utility that allows for preferences over

5This model assumes that disasters occur instantaneously, while in the data, they are spread out over
several years. Nakamura, Steinsson, Barro, and Ursúa (2013) and Tsai and Wachter (2015) show that
implications for stock prices are similar to the instantaneous case provided that one assumes, as we do, that
the agent has a preference for early resolution of uncertainty.
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the timing of the resolution of uncertainty. Our formulation comes from Du�e and Epstein

(1992), and we consider a special case in which the elasticity of intertemporal substitution

is equal to one. That is, we define continuation utility Vt for the representative agent using

the following recursion:

Vt = Et

Z 1

t

f(Cs, Vs) ds, (3)

where

f(C, V ) = �(1� �)V

✓
logC � 1

1� �

log((1� �)V )

◆
. (4)

The parameter � is relative risk aversion and the parameter � is the rate of time preference.

This utility function is equivalent to the continuous-time limit (and the limit as the EIS

approaches one) of the utility function defined by Epstein and Zin (1989) and Weil (1990).

2.2 The state-price density and the aggregate market

We first solve for the price of the claim to the aggregate dividend Dt. We make the standard

assumption that Dt = C

�
t , for a parameter � that is often referred to as leverage.6 We

solve for asset prices using the marginal utility process for the representative agent, i.e. the

state-price density.

Given our assumptions on the endowment and on utility, it follows that the state-price

density is characterized by

d⇡t

⇡t�
= �

�
rt + �tE⌫

⇥
e

��Z � 1
⇤ �

dt� �� dBt + b��

p
�t dB�,t +

�
e

��Zt � 1
�
dNt. (5)

6See e.g., Campbell (2003) and Abel (1999). This assumption implies that dividends respond more than
consumption to disasters, an assumption that is plausible given the U.S. data (Longsta↵ and Piazzesi, 2004).
The assumption of leverage is not crucial in that we would obtain similar results in a model with no leverage
and a higher value of the EIS.
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for

b =
+ �

�

2

�

�

s✓
+ �

�

2

�

◆
2

� 2
E⌫ [e(1��)Z � 1]

�

2

�

.

and where the riskfree rate rt is equal to

rt = � + �µ� ��

2 + �tE⌫

⇥
e

��Z(eZ � 1)
⇤
. (6)

See Wachter (2013) and Appendix B.1 for a derivation.

Equation 5 summarizes how the shocks in the economy a↵ect the marginal utility of

the representative agent. The term �� dBt is what would appear in the CCAPM (Breeden,

1979). It shows how marginal utility is a↵ected by normal-times consumption risk. For small

values of �, this term is negligible. The term b��

p
�t dB�,t shows the e↵ect of an increase in

disaster risk �t. An increase in �t raises marginal utility as long as � exceeds 1 (the EIS), as

is apparent from the equation for b. That is, shocks to the probability of a disaster are priced.

Finally,
�
e

��Zt � 1
�
dNt represents the e↵ect of the rare disaster itself. As is clear from the

prior literature (Barro, 2006) this term is responsible for far more of the equity premium

than is �� dBt. Decreasing absolute risk aversion, as represented by isoelastic utility, implies

that disaster realizations are far more costly to the investor than normal-times variation in

consumption.

These assumptions imply that the stock price is a function of dividends Dt and the

disaster probability �t. In equilibrium, the stock price must equal the sum (or, in the case of

continuous time, the indefinite integral) of future dividends multiplied by the intertemporal

marginal rate of substitution:

S(Dt,�t) = Et

Z 1

t

⇡s

⇡t
Ds ds

�
. (7)
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Dividing by current dividends yields the price-dividend ratio:

G(�t) = Et

Z 1

t

⇡s

⇡t

Ds

Dt
ds

�
. (8)

Wachter (2013) shows that this expectation can be expressed in closed form with

G(�t) =

Z 1

0

exp {a�(⌧) + b�(⌧)�t} , (9)

where

a�(⌧) =

✓
(�� 1)

�
µ+

1

2
(�� �)�2

�
� � � �̄

�

2

�

(⇣� + b�

2

� � )

◆
⌧

� 2�̄

�

2

�

log

 
(⇣� + b�

2

� � )
�
e

�⇣�⌧ � 1
�
+ 2⇣�

2⇣�

!

b�(⌧) =
2E⌫

⇥
e

(1��)Zt � e

(���)Zt
⇤ �

1� e

�⇣�⌧
�

(⇣� + b�

2

� � ) (1� e

�⇣�⌧ )� 2⇣�
,

and

⇣� =
q

(b�2

� � )2 + 2E⌫ [e(1��)Zt � e

(���)Zt ] �2

�.

Because of the presence of rare disasters, this model can account for the well-known equity

premium puzzle, the riskfree rate puzzle, and the level of stock market volatility.

Given our focus on option pricing, what is most relevant is the model’s predictions for

stock market volatility. Stock price variation can come from variation in dividends (cash

flows), or from variation in the price-dividend ratio G(�t). These sources are reflected in the

law of motion for stock prices, which follows from St = DtG(�t) and Ito’s Lemma:

dSt

St�
= µS,t dt+ �� dBt +

G

0(�t)

G(�t)
��

p
�t dB�,t +

�
e

�Zt � 1
�
dNt, (10)
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where µS,t is the equilibrium-determined drift in the stock price. The term �� dBt rep-

resents normal-times variation in dividends. Note that �� is dividend volatility. The term
�
e

�Zt � 1
�
dNt represents the shock to dividends in case of a disaster. It is equal to

�
e

�Zt � 1
�

if a disaster occurs (Nt = 1) and zero otherwise. Leverage implies that dividends, and hence

stock prices, respond more to disasters than does consumption.

Finally, the term G0
(�t)

G(�t)
��

p
�t dB�,t represents how changes in the price-dividend ratio

impact stock prices. Through the logic of Ito’s Lemma, it is equal to the percent change

in the price-dividend ratio coming from a change in �t, multiplied by the volatility of �t,

which is equal to ��
p
�t (note that, because of the square root process, the volatility of stock

prices rises in the level of disaster risk). As we will show below, this second term, the change

in stock prices due to changes in the disaster probability, is the cause of almost all of the

normal-times variation in stock prices. It is an order of magnitude greater than the variation

due to dividends alone.

Why, economically, do changes in �t lead to changes in prices? Equation 10 implies that,

when the risk of a disaster rises, the price-dividend ratio falls. The total e↵ect on the price-

dividend ratio can be decomposed into an e↵ect on the riskfree rate, on the equity premium,

and on expected cash flows. An increase in the risk of a disaster lowers the riskfree rate; this

e↵ect causes all stores of value to increase, including stock prices (holding all else equal).

However, an increase in the disaster probability also increases the equity premium. The

greater is the risk of a disaster, the more compensation the representative agent requires to

hold equities. Finally, when the disaster risk is higher, expected future cash flows are lower.

When leverage � > 1 (and assuming recursive utility) the second two e↵ects dominate the

first, and the price-dividend ratio is, realistically, decreasing in the probability of disaster.7

7There is direct evidence that stock prices fall with an increase in the disaster probability (Barro and
Ursúa, 2009; Berkman, Jacobsen, and Lee, 2011; Manela and Moreira, 2015).
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2.3 Constant disaster risk: A special case

A special case of the model above is that of constant disaster risk, namely �t ⌘ �̄. This model

is solved by Naik and Lee (1990) and is the continuous-time equivalent of the models of Barro

(2006) and Backus, Chernov, and Martin (2011).8 Note that while these papers assume time-

additive utility, this is observationally equivalent to recursive utility if consumption growth

is iid. Indeed, the state-price density is characterized by

d⇡

CDR

t

⇡

CDR

t�
= �

�
r + �E⌫

⇥
e

��Zt � 1
⇤ �

dt� �� dBt +
�
e

��Zt � 1
�
dNt, (11)

where the riskfree rate r and the disaster probability � are now constants.9

For this model with iid cash flows, the price-dividend ratio is a constant, and thus the

equation for stock price fluctuations reduces to

dS

CDR

t

S

CDR

t�
= µS dt+ �� dBt +

�
e

�Zt � 1
�
dNt. (12)

In this model, the only fluctuations in stock prices come from fluctuations in cash flows. The

two terms in (12) denote normal-times and disaster-times respectively.

2.4 Option pricing

A European put option gives the holder the right to sell the underlying security at an

expiration date T for an exercise price K. We take as our underlying the stock index

described in the previous section. Because the payo↵ on the option is (K � ST )
+, no-

8See Appendix D for the mapping from the discrete-time process in Backus, Chernov, and Martin (2011)
to the continuous-time process that we use.

9Appendix B.2 derives the constant disaster risk case as a limit of SDR as �� ! 0 and shows it is what
one would find by deriving the CDR case from first principles. Appendix B.3 gives the isomorphism linking
the recursive utility economy to the time-additive utility economy in the case of iid consumption.
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arbitrage implies that

P (St,�t, T � t;K) = Et


⇡T

⇡t
(K � ST )

+

�
.

Let K

n = K/St denote the normalized strike price (“moneyness”) and P

n
t = Pt/St the

normalized put price. Then

P

n(�t, T � t;Kn) = Et

"
⇡T

⇡t

✓
K

n � ST

St

◆
+

#
. (13)

While the price of a put option depends on St, the normalized price does not. The reason

is that, at time t, �t contains all the information necessary to compute the distributions of

⇡T
⇡t

and ST
St
. Because our ultimate interest is in implied volatilities, it su�ces to compute

normalized put prices.10

To calculate normalized put prices, we use the transform analysis of Du�e, Pan, and

Singleton (2000), applied to a highly-accurate log-linear approximation of the price-dividend

ratio. This analytical method avoids the need to simulate the expectation in (13) which is

10Given a stock price S, exercise price K, time to maturity T � t, interest rate r, and dividend yield y,
the Black and Scholes (1973) put price is defined as

BSP(S,K, T � t, r, y,�) = e�r(T�t)KN(�d2)� e�y(T�t)SN(�d1)

where �(·) denotes the normal cumulative distribution function and

d1 =
log(S/K) +

�
r � y + �2/2

�
(T � t)

�
p
T � t

d2 = d1 � �
p
T � t.

Given normalized put prices, inversion of this Black-Scholes formula gives us implied volatilities. Specifically,
the implied volatility �imp

t = �imp(�t, T � t;Kn) solves

Pn
t (�t, T � t;Kn) = BSP

⇣
1,Kn, T � t, rbt , 1/G(�t),�

imp
t

⌘

where rbt is the model’s analogue of the Treasury Bill rate, which allows for a 40% probability of a default
in case of a disaster (Barro, 2006).
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ine�cient due to rare events. See Appendix C.2 for details.

3 Option prices in the model and in the data

We now examine the implications of stochastic disaster risk for option prices. To ensure

the model also matches equity data, we use the same parameters as Wachter (2013). Thus

the parameters, given in Table 1, are chosen without appeal to option prices.11 We use

the disaster distribution of Barro and Ursúa (2008), who determine this distribution from

international consumption data. Consumption declines of greater than 10% are said to be a

disaster. The resulting distribution is multinomial, with a density function shown in Panel A

of Figure 6.

We compute average implied volatilities in the SDR model by solving for implied volatil-

ities as a function of �t (see Section 2.4), and then integrating over the stationary distribu-

tion.12 For the CDR model, we use exactly the same parameters, except that we set �� = 0.

In this case, the model is equivalent to one with a constant probability of disaster equal to

�̄. Below, we discuss the sensitivity of the results to our parameter choices.

Figure 2 shows three-month average implied volatilities in the data, in the SDR model,

and in the CDR model. (see Appendix A for a data description). Implied volatilities are

shown as a function of moneyness, namely exercise price divided by index level. Following

Backus, Chernov, and Martin (2011), we consider a “moneyness” range that starts at 0.94,

and, because of liquidity issues for in-the-money put options, ends at 1.02. As discussed in

11We consider a parsimonious model with a single state variable. The resulting model can match the level
and slope of the implied volatility curve, and can generate variation in the level over time. The slope of the
curve will also vary, but to a lesser degree than in the data. To fully capture independent time-variation
in the level and slope of the curve, a two-factor model is helpful (Seo and Wachter, 2016). However, the
economic mechanism that allows the model to capture the most important stylized facts is the same in the
more complicated model as compared with the simpler one.

12The stationary distribution is Gamma with shape parameter 2�̄/�2
� and scale parameter �2

�/(2) (Cox,
Ingersoll, and Ross, 1985). In the CDR model, implied volatilities are constant.
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the introduction, implied volatilities in the data exhibit a skew: out-of-the-money (OTM)

volatilities are 24% whereas at-the-money (ATM) volatilities are 21%. This skew rules out a

conditional lognormal model. Of course, neither the CDR or the SDR model are lognormal:

they put greater weight on extreme negative events. Moreover, the level of implied volatilities

are higher than realized volatility, as shown in Figure 1.13

The dashed line in Figure 2 shows that the CDR model does generate a volatility skew.

Intuitively, relative to a log-normal model, investors are willing to pay more for OTM options

because they o↵er disaster insurance: they pay o↵ when stock prices are low, and these states

are more likely than they would be under a log-normal model. However, this volatility skew

is strikingly di↵erent than in the data. While ATM volatility in the data is 21%, it is only

11% in the CDR model. Thus the level of the curve is much lower in the CDR model.

However, the slope of the volatility curve is much higher. OTM volatility in the CDR model

is 20%, far higher than the ATM volatility.

This striking failure of the CDR model to account for option prices in the data lead

Backus, Chernov, and Martin (2011) to conclude that option prices are inconsistent with

rare events as an explanation of the equity premium.14 Their interpretation is that investors

do not view the international experience of the last 100 years as applicable to the postwar

U.S. Instead, investors assume prices are subject to small frequent jumps, which can explain

both option prices and the equity premium. Our next section o↵ers an alternative and, we

13Given the rare-event nature of the models under discussion, one might wonder whether high implied
volatility represents a Peso problem, such as that proposed to explain the equity premium (Brown, Goetz-
mann, and Ross, 1995; Jorion and Goetzmann, 1999). Perhaps the U.S. was unusually lucky, and volatility
was lower than investors were expecting. To address this question, we simulate 10,000 alternative histories
from the SDR model, with length equal to postwar data. The average realized volatility is 15%, about the
same as in the data. Thus the finding of low realized volatility relative to implied volatility is typical.

14Backus, Chernov, and Martin (2011) trace out a very similar volatility curve but assume a di↵erent set
of parameters. The di�culty with their exact choice of parameters, and why we do not use it, is that it
implies non-convergence of prices (prices are a geometric series, and this series does not converge for certain
parameter choices). In the CDR model, as in any iid model, prices are constant multiples of consumption,
and so it is possible to miss this failure to converge. We will argue below that the slope of the curve implied
by the CDR model is too steep under a wide range of parameter choices, all of which imply convergence.
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argue, a more plausible interpretation of the data.

4 Discussion

The previous section shows that the SDR model can fit the options data, even with rare,

large disasters. In this section, we reconcile this finding with the failure of the CDR model

to fit options, even with the same disaster calibration. We also show that this finding holds

across many reasonable calibrations, and we show further implications of both models, such

as for the term structure of volatility.

Consider Table 1, which describes our benchmark parameters. All but the last two

parameters apply to both the CDR and SDR models. These are: risk aversion �, the EIS,

the rate of time preference �, the average growth rate of consumption during normal times

µ, the volatility of consumption growth during normal times �, leverage �, and the average

probability of a rare disaster �̄. The volatility parameter of the �t process, ��, is equal to

zero by definition in the CDR model, and the mean reversion in the disaster probability, ,

is undefined.

In the CDR model, the EIS and � are not separately identified (see Appendix B.3),

though they are in the SDR model. Moreover, changes in � and µ have only second-order

e↵ects on option pricing, through the level of the dividend yield. In Sections 4.1-4.4, we

focus on the CDR model, and thus discuss the e↵ects of �, �, �, and �̄.

4.1 The role of leverage

One parameter that has been implicated in the failure of the CDR model to match options

data is �, interpreted as financial leverage.15 Leverage is an interesting candidate because

15The original calibration of Backus, Chernov, and Martin (2011) has a much higher leverage. Gabaix
(2012) conjectures that this may be why they report a steep slope.
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it increases the risk of equity during disaster times; the greater is � the more responsive

dividends are to a consumption decline. Intuitively, a lower value of leverage might imply a

shallower slope of the implied volatility curve, bringing it more in line with the data.

Figure 3 compares the CDR model with one with lower leverage. That is, rather than

leverage of 2.6, we consider leverage of 1.6. In fact, lowering leverage mainly reduces the level

of the curve, with very little change in the slope. Because the level of implied volatilities in

the CDR model is already too low given the data, reducing leverage brings the model further

away from the data.

There are two reasons for this perhaps counterintuitive result. The first is that reduc-

ing leverage also reduces normal-times volatility. As we will see, the level of the curve is

determined in large part by normal-times volatility, namely the volatility of the stock price

process outside of the times when disaster is taken place. While much of the previous lit-

erature on consumption-based asset pricing has focused on generating correct volatilities in

calibrated models – essentially matching population volatilities to measured volatilities in

the data – less attention has been paid to the conditional distribution of volatility, namely

“when” the volatility occurs. In part this is because conditional distributions are di�cult to

measure given stock return data alone. By providing a relation between implied volatilities

and moneyness, option prices give information on this conditional distribution.

The CDR model implies that price changes have a volatility of 17%, similar to that of

the data. However, this is the population value of price changes, most of the time what

will be observed is the much lower volatility of normal-times shocks to dividends (recall that

in the CDR model, the volatility of prices and of dividends are equal). This normal-times

volatility is equal to �� = 2.6 ⇥ 2 = 5.12%. The fact that normal-times volatility is much

lower than the population volatility is reflected in a value of ATM volatility that is far below

17%.16 Investors are not willing to pay much to insure against small shocks under this model.

16Yan (2011) shows analytically that, as the time to expiration approaches zero, the implied volatility for
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Lowering leverage compounds the problem because it further reduces normal-times volatility.

There is a second reason why reducing leverage mainly reduces the level of the curve.

That is, even the price of ATM options depend on the disaster distribution. This makes

sense, as these instruments also act as a hedge against disaster. Because both of these

e↵ects operate, the e↵ect on ATM options of lowering leverage is very slightly larger than

the e↵ect of on OTM options, leading to a slightly higher slope. Clearly changing leverage

cannot bring the CDR model in line with the data.

4.2 The role of risk aversion

A second parameter that determines implied volatilities is risk aversion. Risk aversion stands

between the physical distribution of the consumption process and the risk-neutral distribu-

tion, as reflected in implied volatilities. Put options are hedges against the occurrence of a

disaster. The greater is risk aversion, the more investors are willing to pay for this hedge.

This should raise put prices, and also implied volatilities.

Indeed, Figure 3 shows that increasing relative risk aversion from 3 to 4 in the CDR model

has a dramatic e↵ect on implied volatilities. The ATM implied volatility is 17% rather than

11% (the data value is 21%). However, implied volatilities increase on OTM options by a

still greater amount. The model value is 27%, rather than 20%, above the data value of

24%. Thus, while increasing risk aversion can help solve the problem with ATM volatilities,

it does so at the cost of making OTM volatilities too high. Like leverage, risk aversion also

mainly brings about a change in the level of the curve, not the slope, though there is a small

e↵ect on the slope as well. Thus changing risk aversion alone cannot bring the CDR model

in line with the data.

ATM options is equal to the normal-times volatility in the stock price. However, with a time-to-expiration
of three months, rare events do a↵ect the ATM volatility. Otherwise it would be 5% rather than 11%.
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4.3 The role of the disaster probability

We now turn to the probability of disaster. We consider the e↵ect of increasing the prob-

ability by two percentage points to 5.55%. This probability of disaster is not empirically

reasonable, but that does not matter for the thought exercise.

As one might expect, raising the disaster probability increases the implied volatilities for

OTM options. It increases the volatility for ATM options too, but by slightly less. Thus,

like leverage and risk aversion, the largest e↵ect of raising the disaster probability is on the

level, not the slope of the curve.

If we were to raise the disaster probability much more (so that the disaster interpretation

of the Poisson shocks were called into question), while at the same time reducing the size of

disasters, we would begin to see an increase in the level and a flattening of the curve because

the resulting distribution would become more normal. This is in fact the solution that

Backus, Chernov, and Martin (2011) propose for matching implied volatilities. Our results

show that this solution is not necessary for matching implied volatilities; stochastic disaster

risk is an alternative. Moreover, frequent, small disaster can be ruled out by consumption

data itself, as discussed in Section 4.9.

4.4 The role of normal-times consumption volatility

The previous discussion demonstrated that changes in leverage or risk aversion, or small

changes in the disaster probability, fail to bring the CDR model close to the data. The

intuition we develop suggests that, to bring the CDR model more in line with the data, it

is necessary to have a mechanism that specifically increases volatility during non-disaster

periods. This interpretation of the failure of the CDR model is quite di↵erent from that in

Backus, Chernov, and Martin (2011); the problem is not that the disasters are too large, but

rather that the normal-times volatility is too small.
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Panel A of Figure 4 considers the benchmark CDR model with a normal-times consump-

tion volatility parameter � = 2%, and an alternative calibration of � = 4%. Consistent with

the above intuition, ATM volatilities rise substantially under the alternative calibration,

from 11% to 15%. OTM volatilities rise as well, but by much less, from 19.6% to 20.3%. It

seems that raising the level of normal-times consumption volatility has promise to bring the

CDR model in line with the data.

For this method to work, however, one would have to reconcile this higher � with the very

low observed volatility in postwar data. Following Barro (2006), the benchmark calibration

of the CDR and SDR models assume � = 2%, the average postwar volatility of output in

G7 countries. We ask: supposing that the CDR model with � = 4% were correct, what is

the probability of observing a volatility as low as 2%?

To answer this question, we simulate 10,000 samples of length designed to match the

postwar data using the CDR model with � = 4%. The results are shown in Panel B. The

distribution has a long right tail, consistent with the presence of rare disasters. The modal

value is 4%, consistent with this being normal-times volatility. The left tail, in contrast,

is extremely thin. The minimum observation across the 10,000 samples is still well above

2%, implying that observing a consumption volatility this low is astronomically unlikely.

Nonetheless, Panel A shows that a � as high as even 4% is insu�cient to explain the level

and slope of the implied volatility curve.17

While raising normal-times consumption volatility, by itself, cannot resolve the di↵erences

between the CDR model and the data, it reduces the di↵erence considerably. It does so

by increasing OTM and ATM volatilities, but it increases ATM volatilities by far more.

However, raising implied volatility by increasing the volatility of cash flows is inconsistent

with the data, for the same reason that stock market realized volatility cannot be explained

17This calibration implies a volatility of log dividend growth of 10.4% during normal times, which is also
far above the 6.5% observed in postwar data.
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by cash flow volatility alone (Shiller, 1981). The volatility in post-war cash flow data is

simply too small.

Given the importance of normal-times volatility, a natural question is whether the success

of the SDR model relies on a value for consumption volatility of 2%. While 2% may be an

average taken across G7 countries, in the U.S., the average volatility of consumption in the

U.S. is 1.5%. Perhaps with this lower volatility, the SDR model would fail to match the data.

However, reducing � all the way to 1% (which would imply a normal-times consumption

volatility that is lower than in the post-war data) has a barely discernable e↵ect on the

implied volatility curve of the SDR model, as shown in Figure 5. There are two reasons for

this. First, lowering normal-times volatility has a smaller e↵ect than raising it, even in the

CDR model. ATM options insure not only against normal-times variation, but also against

rare disasters. As normal-times volatility falls, it has less of an impact on the price of the

option and hence on implied volatilities. Second, in the SDR model, volatility in cash flows

is a relatively small part of volatility in prices. Unlike the CDR model where cash flow

volatility is the unique source of volatility in prices, prices change in the SDR model mostly

because of changes in the disaster probability.18 While raising the volatility of consumption

makes the CDR model look somewhat more like the SDR model, it is not the case that

lowering the volatility of consumption makes the SDR model more like the CDR model.

4.5 The role of the disaster distribution

We now ask about the robustness of our calibration of the SDR model. One concern, voiced

by Chen, Dou, and Kogan (2013), is that disaster models are sensitive to inherently unob-

servable features of the data (“dark matter”), for example, the disaster distribution.

18To be precise, total normal-times return volatility in the SDR model equals the square root of the
variance due to �t, plus the variance in dividends. Dividend variance is small, and it is added to something
much larger to determine total variance. Thus the e↵ect of dividend volatility on return volatility is very
small, and changes in dividend volatility also have relatively little e↵ect.
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We check the robustness of our results by considering an alternative distribution of dis-

asters, proposed by Backus, Chernov, and Martin (2011). Like our benchmark distribution,

this distribution can also explain the equity premium under the CDR model. Unlike a

multinomial model, this distribution is lognormal, with mean parameter 30% and standard

deviation 15%. We show the probability density function of both distributions in Panel A

of Figure 6. They are very di↵erent. The multinomial distribution has a large mass around

relatively small disasters (10-20% consumption declines), and then very thick tail (there is

some mass in the 50-70% region). The lognormal distribution peaks at 30%, and then has

a much thinner tail. Nonetheless, Panel B shows that they imply very similar option prices,

both for the CDR model and the SDR model.19

4.6 The role of preferences for early resolution of uncertainty

We now turn to the role played by variation in the disaster probability. One way this

variation could influence option prices is through the representative agent’s preference for

early resolution of uncertainty.

The SDR model assumes utility of the Epstein and Zin (1989) form, a generalization of

time-additive power utility that allows for a preference over the resolution of uncertainty.

Our assumptions of risk aversion � equal to 3 and an EIS equal to 1 imply that the agent

preferes an early resolution of uncertainty, in e↵ect creating aversion to time-variation in �t.

A preference for an early resolution of uncertainty could make implied volatilities higher

than otherwise, contributing to the success of the SDR model. As shown in Section 2.2, the

marginal utility of the representative agent rises when the disaster probability rises; namely

shocks to the disaster probability are priced. Prices of put options are an increasing function

19In a similar vein, we have also computed option prices using the power law distribution proposed by
Barro and Jin (2011) with a tail parameter of 6.5. The results are indistinguishable from those of our
benchmark calibration.
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of the probability of a disaster. Therefore put options will have lower expected returns, and

higher average prices, than if this e↵ect were absent. It follows that implied volatilities will

also be higher, since the option price is an increasing function of implied volatility. Even

though the CDR model also assumes recursive utility, this mechanism is absent because

consumption growth is iid, and the pricing kernel is observationally equivalent to one with

time-additive utility (Appendix B.3).

To evaluate the quantitative relevance of this mechanism, we compute option prices as-

suming that the representative agent has time-additive (power) utility, namely no preference

for early resolution of uncertainty. Because we want to isolate the specific e↵ect of recursive

utility on option prices, we continue to assume that stock prices follow the process (10), with

parameters identical to what was assumed in our benchmark case.

The power utility investor has utility

Vp,t =

Z 1

t

e

��s C
1��
s

1� �

ds.

The state-price density is simply

⇡p,t = �

t
C

��
t , (14)

where we use the subscript p to denote power utility. From Ito’s Lemma it follows that

d⇡p,t

⇡p,t�
= �

�
rp,t + �tE⌫

⇥
e

��Zt � 1
⇤ �

dt� �� dBt +
�
e

��Zt � 1
�
dNt. (15)

Equation 15 takes the same form as ⇡t in the recursive utility case, (5), except that b is

set to zero.20 This is intuitive, because b determines the pricing of shocks to the disaster

20Under power utility, the riskfree rate is di↵erent, namely

rp,t = � + �µ� 1

2
�(� + 1)�2 � �tE⌫ [e

��Zt � 1]. (16)
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probability. For a given �t, it is also the same as the CDR pricing kernel (11) because, by

definition, there is no pricing of �t-risk when �t is constant. To summarize, we compute

normalized put prices, (13), with pricing kernel given by (14), and stock prices given by

(10).

Figure 7 shows the implied volatilities (line with triangles) for the power utility case.

For comparison, the figure also shows the benchmark SDR case, as well as the CDR case.

As the theoretical discussion suggests, the power utility pricing kernel implies lower implied

volatilities than the benchmark case. The di↵erence, however, is not large, especially when

compared with the di↵erence between the SDRmodel and the CDRmodel. For ATM options,

the power utility pricing kernel gives an implied volatility 18%, compared with 20% in the

benchmark case. The CDR implied volatility is 11%. The preference for early resolution

of uncertainty explains less than one quarter of the total di↵erence between the CDR and

SDR models. Thus, while some of the model’s success is due to the pricing of time-varying

disaster risk, it is not the main reason why the model is able to match the data.

The discussion so far has fixed the process for stock prices to that implied by recursive

utility, with the purpose of focusing the discussion of the e↵ect of recursive utility on options,

over and above its e↵ect on stocks. However, the assumption of recursive utility plays a

substantial role in generating a process for stock returns that resembles the data. Coming

back to the sources of stock-price volatility discussed in Section 2.2, an increase in the

probability of disaster a↵ects the riskfree rate as well as the equity premium and future cash

flows. Depending on the parameters of the model, it is possible that the first e↵ect will

outweigh the second. Besides delivering the counterfactual implication that prices increase

when the probability of a disaster rises, this would imply a too-low equity premium and

To compute option prices in the power utility case, we assume (14), which implies (16). Alternatively, we
could have kept the riskfree rate the same as in the recursive utility case; namely, replacing (16) with (6) in
the power utility pricing kernel. The two alternatives yield virtually indistinguishable implied volatilities.
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highly volatile riskfree rates. In our model with recursive utility, the weak condition that

� > 1 rules out this behavior. A model with power utility would require a much higher

leverage, � > �, to generate stock prices that are decreasing in the disaster probability; even

then it is possible that riskfree rates would be too volatile.21 Clearly, recursive preferences

are needed to obtain reasonable behavior of stock prices. Given reasonable stock prices,

however, recursive utility plays a relatively minor role in option pricing.

4.7 The role of stock price volatility in normal times

The previous sections show that option prices in the SDR model are not determined by

normal-times consumption volatility, nor by the precise form of the disaster distribution.

Moreover, the pricing of risk of time-varying �t (which arises from a preference for early

resolution of uncertainty) does not play a major role. What allows the SDR model to match

option prices is a high normal-times volatility of stock prices, combined with rare disas-

ters. When the disaster probability rises, stock prices fall, as shown in (10), and discussed

in Section 2.2. Thus stock prices can fluctuate substantially even in the absence of large

fluctuations in fundamentals.

This normal-times fluctuation in stock prices is crucial for matching the level and slope

of the implied volatility curve. Su�cient normal-times volatility in stock prices generates

high implied volatilities for ATM options. In contrast, while the CDR model can match

the unconditional volatility in the market, most of this volatility occurs during periods with

disasters. Thus ATM implied volatilities are low, and, because of the importance of disaster

risk, the curve is very steep.

The success in matching implied volatilities comes about simply by making a constant

21Furthermore, for similar reasons, such a model would not be robust to the realistic change of allowing
disasters to unfold over a finite length of time rather than instantaneously (Nakamura, Steinsson, Barro, and
Ursúa, 2013; Tsai and Wachter, 2015).
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parameter stochastic. Even though average implied volatilities are an unconditional moment

of the data, a change in the conditional distribution in the model has a large e↵ect. The

results are in contrast to the impact of a similar exercise in a reduced-form model. In

writing about whether introducing stochasticity would impact the curve, Backus, Chernov,

and Martin (2011) write:

The question is whether the kinds of time dependence we see in asset prices are

quantitatively important in assessing the role of extreme events. It is hard to

make a definitive statement without knowing the precise form of time dependence,

but there is good reason to think its impact could be small. The leading example

in this context is stochastic volatility, a central feature of the option-pricing model

estimated by Broadie et al. (2007). However, average implied volatility smiles

from this model are very close to those from an iid model in which the variance

is set equal to its mean. Furthermore, stochastic volatility has little impact on

the probabilities of tail events, which is our interest here.

The above quote is correct that allowing the probability of disaster to vary over time has little

impact on the unconditional probability of rare events. The average probability of disaster is

the same in both models. Should a disaster occur, price changes are driven almost exclusively

by changes in economic fundamentals, which have the same distribution in both models. By

the logic of this paragraph, then, there should be little e↵ect on option prices.

The intuition in this paragraph comes from the long tradition of reduced-form modeling in

option pricing. Reduced-form studies such as Bates (2000), Broadie, Chernov, and Johannes

(2007), Eraker (2004), Pan (2002), and Santa-Clara and Yan (2010)), emphasize the need for

non-conditional-normality to explain implied volatilities. Like Backus, Chernov, and Martin

(2011), these papers find a role for small, frequent jumps in stock prices. In the reduced-

form literature, the process for stock prices St and for the pricing kernel ⇡t are exogenously
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specified. That is, these models determine the properties of St and ⇡t directly to match

the data. What they do not do is connect these properties back to the fundamentals of the

economy.

In an equilibrium model, by contrast, allowing for time-variation in �t has a first-order

e↵ect. The reason is that the conditional properties of the disaster probability distribution

a↵ect the unconditional moments of stock returns. Unconditional stock market volatility

arises endogenously from conditional moments of fundamentals, as can be seen from the

equation for the stock price dynamics, (10). As this equation shows, time-variation in �t is

the reason for normal-times variation in the stock price, a result that arises endogenously

from investors preferences and expectations about cash flows (in a reduced-form model,

normal-times variation in stock prices would be characterized by a separate shock from an

unmodeled source). While in the reduced-form literature, the di↵erence between iid and

dynamic models principally a↵ects conditional moments, in the equilibrium literature, the

di↵erence can a↵ect the level of volatility itself.

4.8 The term structure of volatility

The previous discussion focused on three-month options. What about the term structure of

volatility? Figure 8 shows ATM volatilities as a function of time to expiration. The figure

shows 1, 3, and 6-month volatilities. We see from this figure that the SDR model can fit

implied volatilities, not just at the 3-month horizon, but at other horizons as well. That is,

the slope of the volatility term structure in the data and the model are quite close.

Figure 8 shows that both the SDR model and the data exhibit a slightly upward sloping

term structure for ATM volatilities. While one might expect the CDR model, given that it is

iid, to exhibit a flat term structure, it too exhibits an upward slope, though the level is quite

di↵erent. In fact, the upward slope is slightly more pronounced: the di↵erence between the
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6-month and the 1-month volatility for the CDR model is 5.4%, while for the SDR model it

is 3.9%. Why is this?

In an lognormal model, the implied volatilities would be independent of the horizon.

However, in an iid model with rare disasters, the central limit theorem acts to bring the

distribution of log price changes over longer horizons closer to normal (the log of the six

month return is the sum of six one-month returns). That is, the six-month distribution

for the CDR model looks (a bit) more like the distribution for a lognormal model with a

population volatility of 17%.22 We can see this in the skewness of log price changes; this

rises from -30 at the 1-month horizon to -12 at the six-month horizon. As the distribution

of price changes becomes more normal, ATM prices increase.

The same forces are at work for the SDR model. The skewness rises from -13 at the

one-month horizon to the -5 at the six-month horizon. Returns are substantially less skewed

in the SDR model because of the higher level of normal-times volatility, and this skewness

does not fall as quickly because of persistence in the disaster probability.23

To summarize, the model matches the slight upward slope in ATM implied volatilities.

It does so because of the central limit theorem: long-horizon returns look more normal than

short-horizon returns. The persistence of disaster risk implies that the central limit theorem

works more slowly than in an iid model, which helps bring the model in line with the data.

4.9 Alternative mechanisms

While it is not the purpose of this article to rule out all other potential explanations, this

section briefly discuss alternative models that have been used to address option prices.

22Neuberger (2012) also points out that the decay of skewness in an iid model is too fast compared with
that implied by options data He argues that this is a reason to reject iid models..

23The skewness in the SDR and CDR models arise from the presence of disasters. In our sample, we do
not see this skewness in the data, but we do not see (large) disasters either. Skewness in the data is therefore
well within standard error bands implied by the model.
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Backus, Chernov, and Martin (2011) propose one such alternative mechanism, namely,

that the consumption growth distribution is characterized by declines that are smaller and

more frequent. This distribution is consistent with average implied volatilities as well as

with the equity premium, and the mean and volatility of consumption growth observed in

the U.S. in the 1889-2009 period (provided a coe�cient of relative risk aversion equal to 8.7).

However, this consumption distribution can be ruled out based on the history of consumption

itself. Because it assumes that negative consumption jumps are frequent (as they must be to

explain the equity premium), many would have occurred in the postwar period in the U.S.

The unconditional volatility of consumption growth in the U.S. during this period was less

than 2%. Under the option-implied consumption growth distribution, there is less than a 1

in one million chance of observing a 70-year period with volatility this low.

What about alternative modifications to the consumption distribution? In light of the

discussion in Section 4.7, one such modification would be to allow volatility in consumption to

be stochastic. This could contribute to stock price volatility. However, consumption volatility

does not appear to vary enough to explain equity volatility, nor does the resulting economy

deviate su�ciently from unconditional normality to explain the level of the implied volatility

curve.24 The existing literature has explored rich models of consumption dynamics that

include time-varying volatility (see Benzoni, Collin-Dufresne, and Goldstein (2011), Buraschi

and Jiltsov (2006) and Drechsler (2013)). These papers find that, while the mechanism can

capture deviations from the Black-Scholes benchmark, it is insu�cient to match the extent

of the deviation as measured by the skew in the data.25

As discussed in the introduction, simply explaining normal-times volatility is insu�cient:

the models of Campbell and Cochrane (1999) or Bansal and Yaron (2004) do not generate a

24See Lettau, Ludvigson, and Wachter (2008); the persistent shifts in consumption volatility present in
the data can explain changes in the level of stock prices, but not month-to-month variation in prices.

25For example, the model of Benzoni, Collin-Dufresne, and Goldstein (2011) has a risk aversion of 10, but
generates ATM implied volatilities of 16% compared with a data value of 21%.
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volatility skew, even though they match the volatility of stock returns. Du (2011), Benzoni,

Collin-Dufresne, and Goldstein (2011) and Drechsler and Yaron (2011) show that adding

non-normalities to these models helps in fitting options data. However, in these cases, rare

events are required as an additional mechanism in models already designed to match the

equity premium and volatility.

Other models that can quantitatively explain implied volatilities do so by making non-

standard assumptions on utilities or beliefs. For example, Drechsler (2013) assumes ambi-

guity aversion and Shaliastovich (2015) assumes jumps in confidence. These papers build

on earlier work (Bates, 2008; Liu, Pan, and Wang, 2005) that shows that crash aversion or

ambiguity aversion is necessary to reconcile option prices and equity prices in the context

of an iid model. One way to characterize this literature is that models that can explain

the equity premium (or, in the case of dynamic models, the equity premium and volatility)

can have di�culty explaining options without the addition of non-standard preferences or

beliefs. The present model is an exception.

5 Conclusion

The well-known implied volatility skew on equity index options has long constituted impor-

tant evidence for excess kurtosis in stock returns. Separately, a literature has developed

proposing excess kurtosis, modeled as rare consumption disasters, as an explanation for the

equity premium puzzle. Relating the volatility skew and the equity premium is an important

challenge because the same model that explains stock market returns should also explain op-

tion prices. However, standard models indicate that the small jumps in stock prices needed

to match options data are qualitatively di↵erent from the rare disasters required to reconcile

the equity premium with low observed consumption volatility. This seeming contradiction

raises questions about the source of the equity premium, the volatility skew, and nature of
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expectations of rare events in asset markets.

We have proposed an alternative and more general approach to modeling the risk of

downward jumps that can reconcile the volatility skew and the equity premium. Rather than

assuming that the probability of a large negative event is constant, we allow it to vary over

time. Under our model, the existence of consumption disasters leads to both a volatility skew

and an equity premium. Moreover, the variation in the probability of these events raises the

level of at-the-money volatilities and generates the excess volatility observed in stock prices.

Thus the model can simultaneously match the equity premium, equity volatility, and implied

volatilities on index options. Option prices, far from ruling out rare consumption disasters,

provide additional evidence for their importance in asset pricing.
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Appendix

A Data construction

Our sample consists of daily data on option prices, volume and open interest for European

put options on the S&P 500 index from OptionMetrics. Data are from 1996 to 2012.26

Options expire on the Saturday that follows the third Friday of the month. We extract

monthly observations using data from the Wednesday of every option expiration week. We

apply standard filters to ensure that the contracts on which we base our analyses trade

su�ciently often for prices to be meaningful. That is, we exclude observations with bid price

smaller than 1/8 and those with zero volume and open interest smaller than one hundred

contracts (Shaliastovich, 2015).

OptionMetrics constructs implied volatilities using the formula of Black and Scholes

(1973) (generalized for an underlying that pays dividends), with LIBOR as the short-term

interest rate. The dividend-yield is extracted from the put-call parity relation. We wish to

construct a data set of implied volatilities with maturities of 1, 3 and 6 months across a range

of strike prices. Of course, there will not be liquid options with maturity precisely equal to,

say, 3 months, at each date. For this reason, we use polynomial interpolation across strike

prices and times to expiration.27 Specifically, at each date in the sample, we regress implied

volatilities on a polynomial in strike price K and maturity T :

�(K,T ) = ✓

0

+ ✓

1

K + ✓

2

K

2 + ✓

3

T + ✓

4

T

2 + ✓

5

KT + ✓

6

KT

2 + ✏K,T

26OptionMetrics data therefore does not cover the period prior to the 1987 crash, during which the implied
volatility skew was reportedly smaller. Explaining the reason for the change around 1987 is beyond the scope
of this paper. One possibility is that options were mechanically and incorrectly priced prior to 1987 using
the Black and Scholes (1973) model (Constantinides, Jackwerth, and Perrakis, 2009).

27See Dumas, Fleming, and Whaley (1998), Christo↵ersen and Jacobs (2004) and Christo↵ersen, Heston,
and Jacobs (2009).
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We run this regression on options with maturities ranging from 30 to 247 days, and with

moneyness below 1.1. The implied volatility surface is generated by the fitted values of this

regression.

B The state-price density

B.1 The state-price density in the SDR model

Du�e and Skiadas (1994) show that the state-price density ⇡t equals

⇡t = exp

⇢Z t

0

@

@V

f (Cs, Vs) ds

�
@

@C

f (Ct, Vt) . (B.1)

Equation (B.1) shows the state-price density can be expressed in terms of a locally deter-

ministic term and a term that is locally stochastic. We require both to be expressed in terms

of Ct and �t. We derive the result for the stochastic term first.

It follows from (4) that
@

@C

f (Ct, Vt) = � (1� �)
Vt

Ct
. (B.2)

Wachter (2013) shows that continuation utility Vt can be expressed in terms of Ct as follows:

Vt = J(��1

Ct,�t), (B.3)

where ��1

Ct = Wt is the wealth of the representative agent (because the EIS is equal to 1,

� is the consumption-wealth ratio). The function J solves

J(Wt,�t) =
W

1��
t

1� �

e

a+b�t
, (B.4)
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and

a =
1� �

�

✓
µ� 1

2
��

2

◆
+ (1� �) log � + b

�̄

�

(B.5)

b =
+ �

�

2

�

�

s✓
+ �

�

2

�

◆
2

� 2
E⌫ [e(1��)Zt � 1]

�

2

�

. (B.6)

For future reference, we note that b is a solution to the quadratic equation

1

2
�

2

�b
2 � (+ �)b+ E⌫

⇥
e

(1��)Zt � 1
⇤
= 0. (B.7)

Substituting (B.3) and (B.4) into (B.2) implies that

@

@C

f (Ct, Vt) = �

�
C

��
t e

a+b�t (B.8)

It also follows from (4) that

@

@V

f(Ct, Vt) = �(1� �)

✓
logCt �

1

1� �

log ((1� �)Vt)

◆
+ �

Substituting in for Vt from (B.3) and (B.4) implies

@

@V

f(Ct, Vt) = �(1� �) log � � �(a+ b�t)� � (B.9)

Finally, we collect constant terms. Define

⌘ = �(1� �) log � � �a� � (B.10)

so that
@

@V

f(Ct, Vt) = ⌘ � �b�t
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Therefore, from (B.1) it follows that the state-price density can be written as

⇡t = exp

✓
⌘t� �b

Z t

0

�sds

◆
�

�
C

��
t e

a+b�t (B.11)

Equation 5 follows from Ito’s Lemma; see Wachter (2013) for details.

B.2 The iid limit of the SDR model.

In this section we compute the limit of the state price density ⇡t. Note that b in equation

(B.6) can be rewritten as

b =
1

�

2

�

✓
+ � �

q
(+ �)2 � 2E⌫ [e(1��)Zt � 1] �2

�

◆
.

Applying L’Hopital’s rule implies that

lim
��!0

b = lim
��!0

1

2

�
(+ �)2 � 2E⌫

⇥
e

(1��)Zt � 1
⇤
�

2

�

�� 1
2 2E⌫

⇥
e

(1��)Zt � 1
⇤

=
E⌫

⇥
e

(1��)Zt � 1
⇤

+ �

It follows from the equation for a, (B.5), that

lim
��!0

(a+ b�t) = lim
��!0

(a+ b�̄)

=
1� �

�

✓
µ� 1

2
��

2

◆
+ (1� �) log � + (+ �)

�̄

�

lim
��!0

b

=
1� �

�

✓
µ� 1

2
��

2

◆
+ (1� �) log � +

E⌫

⇥
e

(1��)Zt � 1
⇤
�̄

�

where we assume that �
0

= �̄ and therefore that �t = �̄ for all t.

We consider the limit of ⇡t/⇡0 as �� approaches zero. Note that for computing asset
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prices, we only care about ratios of the state price density at di↵erent points of time, and so

it su�ces to compute this quantity. It follows from (B.1), (B.8) and (B.9) that

lim
��!0

⇡t

⇡

0

= exp

⇢✓
�(1� �) log � � � � � lim

��!0

(a+ b�̄)

◆
t

�✓
Ct

C

0

◆��

= exp

⇢✓
�� � (1� �)(µ� 1

2
��

2)� E⌫

⇥
e

(1��)Zt � 1
⇤
�̄

◆
t

�✓
Ct

C

0

◆��

,

which is equivalent to the result one obtains by calculating the state price density in the iid

case when the EIS is equal to 1. For this result to hold, it is important that we choose the

lower of the two roots in (B.7), as pointed out by Tauchen (2005).

B.3 An isomorphism with power preferences under the iid assumption

In this section we show that, in an iid model, ratios of the state price density at di↵erent

times implied by power utility are the same as those implied by recursive utility assuming

the discount rate is adjusted appropriately. Thus the power utility model and the recursive

utility model are isomorphic when the endowment process is iid.

Let ⇡p,t be the state price density assuming power utility with discount rage �p and

relative risk aversion �. Then
⇡p,t

⇡p,0
= e

��pt

✓
Ct

C

0

◆��

.

For convenience, let ⇡t be the state price density for recursive utility (with EIS equal to one).

As shown in Appendix B.2,

⇡t

⇡

0

= e

((1��)(�µ+ 1
2��

2)�¯�E⌫[e(1��)Zt�1]��)t
✓
Ct

C

0

◆��

. (B.12)
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It follows that, for � given by

� = �p + (1� �)

✓
�µ+

1

2
��

2

◆
� �̄E⌫

⇥
e

(1��)Zt � 1
⇤
,

ratios of the state price densities are the same.

C Details of the calculation of option prices

C.1 Approximating the price-dividend ratio

The formula for the price-dividend ratio in the SDR model is derived by Wachter (2013) and

is given by

G(�t) =

Z 1

0

exp {a�(⌧) + b�(⌧)�t} d⌧,

where a�(⌧) and b�(⌧) have closed-form expressions given in that paper. The algorithm for

computing option prices that we use requires that logG(�) be linear in �. Define g(�) =

logG(�). For a given �⇤, note that for � close to �⇤,

g(�) ' g(�⇤) + (�� �

⇤)g0(�⇤). (C.1)

Moreover,

g

0(�⇤) =
G

0(�⇤)

G(�⇤)

=
1

G(�⇤)

Z 1

0

b�(⌧) exp {a�(⌧) + b�(⌧)�
⇤} d⌧ . (C.2)

The expression (C.2) has an interpretation: it is a weighted average of the coe�cients b�(⌧),

where the average is over ⌧ , and the weights are proportional to exp {a�(⌧) + b�(⌧)�⇤}. With
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this in mind, we define the notation

b

⇤
� =

1

G(�⇤)

Z 1

0

b�(⌧) exp {a�(⌧) + b�(⌧)�
⇤} d⌧ (C.3)

and the log-linear function

Ĝ(�) = G(�⇤) exp
�
b

⇤
�(�� �

⇤)
 
. (C.4)

It follows from exponentiating both sides of (C.1) that

G(�) ' Ĝ(�).

This log-linearization method di↵ers from the more widely-used method of Campbell (2003),

applied in continuous time by Chacko and Viceira (2005). However, in this application it is

more accurate over the relevant range. This is not surprising, since we are able to exploit

the fact that the true solution for the price-dividend ratio is known. In dynamic models with

the EIS not equal to one, the solution is typically unknown.

We have computed implied volatilities using the loglinear approximation described above

and by solving the expectation in (13) directly, by averaging over simulated sample paths.

To keep the computation tractable, we assume a single jump size of -30%. The implied

volatilities are indistinguishable.

C.2 Transform analysis

The normalized put option price is given as

P

n(�t, T � t;Kn) = Et

"
⇡T

⇡t

✓
K

n � ST

St

◆
+

#
(C.5)
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It follows from St = DtG(�t), (9), (B.11), and (C.4) that

⇡T

⇡t
= exp

⇢
�
Z T

t

(�b�s � ⌘)ds� � log

✓
CT

Ct

◆
+ b(�T � �t)

�

ST

St
= exp

⇢
� log

✓
CT

Ct

◆
+ b

⇤
�(�T � �t)

�
,

where ⌘, b and b

⇤
� are constants defined by (B.10), (2.2) and (C.3), respectively.28

Then (C.5) can be rewritten as

P

n(�t, T � t;Kn) = Et


e

�
R T
t (�b�s�⌘) ds��(logCT�Ct)+b(�T��t)

K

n 1nST
St

Kn
o

�

� Et


e

�
R T
t (�b�s�⌘) ds+(���)(logCT�Ct)+(b+b⇤�)(�T��t)1nST

St
Kn

o

�
. (C.6)

Note that

1nST
St

Kn
o = 1{b⇤�(�T��t)+�(logCT�logCt)logKn}.

Equation (C.6) characterizes the put option in terms of expectations that can be computed

using the transform analysis of Du�e, Pan, and Singleton (2000). This analysis requires only

the solution of a system of ordinary di↵erential equations and a one-dimensional numerical

integration. Below, we describe how we use their analysis.

To use the method of Du�e, Pan, and Singleton (2000), it is helpful to write down the

following stochastic process, which, under our assumptions, is well-defined for a given �t.

X⌧ =

2

4 logCt+⌧ � logCt

�t+⌧

3

5
.

28The equations for the CDR case are a special case of these. As is intuitive, ST /St = (CT /Ct)�. The
equation ⇡T /⇡t is not as obvious because b and a themselves depend on ��, but can be computed from
(B.12). The CDR case as a limit of the SDR case is analyzed rigorously in Appendix B.2.
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Note that the {X⌧} process is defined purely for mathematical convenience. Further define

R(X⌧ ) = X

>
⌧ [0, �b]� ⌘ = �b�t+⌧ � ⌘

d

1

= [��, b]>

d

2

= [�, b⇤�]
>
,

and let

Gp,q(y;X0

, T � t) = E

h
e

�
R T�t
0 R(X⌧ )d⌧

e

p>XT�t1{q>XT�ty}

i
. (C.7)

Note that {X⌧} is an a�ne process in the sense defined by Du�e et al. It follows that

P
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h
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,

and therefore

P

n(�, T � t;Kn) = e

�b�
�
K

nGd1,d2

�
logKn + b

⇤
��, X0

, T � t

�

� e

�b⇤�� Gd1+d2,d2

�
logKn + b

⇤
��, X0

, T � t

��
,

where X

0

= [0, �]. The terms written using the function G can then be computed tractably

using the transform analysis of Du�e et al.

D The Poisson-normal model in continuous time

Backus, Chernov, and Martin (2011) specify a discrete-time model for consumption growth.

This specification can be mapped naturally to continuous time. In their paper, the log

consumption growth has a two-component structure. The first component is normal and the
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second component is a Poisson mixture of normals. Consider the following continuous-time

specification:
dCt

Ct�
= µdt+ �dBt + (eZt � 1)dNt

Zt ⇠ N(✓, �2), Nt ⇠ Poisson(�̄)

Ito’s Lemma implies

d log

✓
Ct

C

0

◆
=

✓
µ� 1

2
�

2

◆
dt+ �dBt + ZtdNt

and therefore,

log

✓
Ct

C

0

◆
=

✓
µ� 1

2
�

2

◆
t+ �Bt +

NtX

i=1

Zi

We can observe that the log consumption growth has a normal component and a jump

component. Because the jump sizes are independent, and because each Zt has a normal

distribution,  
NtX

i=1

Zi

���� Nt = j

!
=

jX

i=1

Zi ⇠ N(j✓, j�2),

where j has a Poisson distribution. This is exactly the endowment process assumed by

Backus, Chernov, and Martin (2011).
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Figure 1: Realized and implied volatility
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Notes: Implied volatilities are derived using the Black-Scholes formula from 3-month equity
index options, and then averaged. Realized volatility is the standard deviation of annual
log price changes for the S&P 500 index. Consumption volatility is the standard deviation
of year-over-year changes in log aggregate real per-capita consumption of non-durables and
services. Implied volatilities are shown as functions of moneyness, defined as the exercise
price divided by the price of the index. Data are from 1996 to 2012.
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Figure 2: Average implied volatilities in the SDR and CDR models
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Notes: Average implied volatilities for 3-month options for the stochastic disaster risk (SDR)
model, for the constant disaster risk (CDR) model and in the data. Average implied volatil-
ities are shown as functions of moneyness, defined as the exercise price divided by the asset
price.
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Figure 3: Comparative statics for the constant disaster risk (CDR) model
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Notes: Average implied volatilities in the data (solid line), in the benchmark CDR model
(dashed line), and in three alternative calibrations (dotted lines). In the first, risk aversion
� is equal to 4 rather than 3 (“higher risk aversion”). In the second, the disaster probability
� is equal to 5.6% rather than 3.6% (“higher disaster probability”). In the third, leverage
� is equal to 1.6 rather than 2.6 (“lower leverage”). All other parameters are kept at their
benchmark level. Implied volatilities are shown as function of moneyness (exercise price over
asset price).
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Figure 4: The e↵ect of greater normal-times consumption risk

Panel A: Implied volatilities
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Panel B: Sampling distribution of consumption volatility
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Notes: Panel A shows average implied volatilities for 3-month options as a function of
moneyness (exercise price over asset price) for the benchmark constant disaster risk (CDR)
model, for the CDR model with normal-times consumption volatility � equal to 4% rather
than 2% (“higher normal-times volatility”), and in the data. Panel B shows the histogram
of volatility of log consumption growth from 10,000 simulations of the consumption process
from the CDR model with � = 4% with length designed to match the postwar data. The
red dashed line is at 2%. The minimum volatility out of 10,000 distributions is 2.75%.
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Figure 5: The e↵ect of lower normal-times consumption risk
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Notes: Average implied volatilities for 3-month options as a function of moneyness in the
data (solid line), in the benchmark calibrations of the SDR and CDR models (solid line with
circles and dashed line, respectively), and in a calibration of both models with normal-times
consumption volatility � set at 1% (dotted lines).
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Figure 6: The role of the disaster distribution

Panel A: Disaster distribution
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Panel B: Implied volatilities
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Notes: Panel A shows the density of percent consumption declines for the disaster distri-
bution estimated by Barro and Ursúa (2008) and for a lognormal distribution with mean
parameter 0.30 and standard deviation parameter 0.15. Panel B shows average implied
volatilities for 3-month options as a function of moneyness in the data, in CDR and SDR
models assuming the multinomial disaster distribution (the benchmark), and assuming the
lognormal distribution.
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Figure 7: The e↵ect of the preference for early resolution of uncertainty.
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Notes: Average implied volatilities for 3-month options as a function of moneyness computed
for an SDR model where the pricing kernel is generated by time-additive (power) utility.
The benchmark SDR model assumes an agent with a preference for an early resolution of
uncertainty. In both models, the stock price is the same, and assumes a preference for an
early resolution of uncertainty. Also shown are average implied volatilities in the CDR model
and in the data.
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Figure 8: The volatility term structure
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Notes: Implied volatilities in the data, the SDR, and the CDR model for at-the-money
(ATM) options as a function of time-to-expiration in months.
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Table 1: Parameter values

Relative risk aversion � 3.0
EIS  1
Rate of time preference � 1.2%
Average growth in consumption (normal times) µ 2.52%
Volatility of consumption growth (normal times) � 2%
Leverage � 2.6
Average probability of a rare disaster �̄ 3.55%
Mean reversion  0.080
Volatility parameter �� 6.7%

Notes: Parameter values for the benchmark SDR model, in annual terms. The parameters for
the benchmark CDR model are the same, except that �� is equal to zero and  is undefined.
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