








Figure 12: Spatial distribution of Routine Task Intensity (RTI) across European regions, 2010

Notes: Regions grouped into quintiles based on their RTI-index (see Section 3.1 for more details on the construction
of the RTI index.).

A.2.3 Output, marginal costs and capital stock

We construct measures of regional output in tradables, total regional income, regional marginal

costs in tradables, and regional capital stock from the OECD’s structural analysis database

(OECD STAN).49 We use the ISIC revision 3 version of STAN as a baseline, since this covers

most countries and most years, supplemented with the ISIC revision 4 version whenever revision

3 data is not available.50 This requires resetting the baseyear from 2005 to 2000 in the revision

4 database, as well as crosswalking the ISIC revision 4 code (which is equal to NACE revision 2

at the 1-digit level) to ISIC revision 3 codes (which is equal to NACE revision 1.1 at the 1-digit

level). Data is available for all countries except Latvia, Malta, Romania and Slovenia, due to

these countries not being covered in STAN; and Ireland, due to the absence of industry-varying

deflators.

Industry output is measured as real production by 1-digit industry, obtained from deflating
49Available at http://www.oecd.org/sti/ind/stanstructuralanalysisdatabase.htm .
50This is typically for years 2009 and 2010.

47



nominal production by industry-country-year varying deflators. Total income is the sum of

real production across all industries: this is used to construct market potential, as described in

Appendix A.3.2. Industry marginal costs for tradables are defined as the industry-level difference

between nominal production and net operating surplus, divided by real production, following

Goos et al. (2014). Capital stock is defined as real net capital stock summed across all industries,

deflated by country-year varying deflators.

Since these measures are only available at the national level in OECD STAN, we perform an

imputation procedure to obtain regional variation for each of these. In particular, our imputation

method exploits regional variation in output, marginal costs and capital stock arising from

industry composition differences at the regional level within tradables and non-tradables. For

each year, we assign national production and net capital stock at the level of 1-digit industries

to regions based on the share of regional to national employment by industry, and then sum

production across tradable 1-digit industries and net capital stock across all 1-digit industries.

That is, for production:

Y g
it =

G̃∑
g̃=1

Y g̃
īt

N g̃
it

N g̃
īt

where Y indicates production; ī subscripts countries; and g̃ subscripts 1-digit NACE industries

within tradables.

To obtain regional variation in marginal costs for tradables, we weight national marginal costs

at the level of 1-digit industries with the regional employment shares of 1-digit industries to total

tradable employment and sum across all tradable 1-digit industries. This is done separately for

each year, such that:

cIit =
G̃∑
g̃=1

cg̃
īt

N g̃
it

Ng
it

where c indicates marginal costs; ī subscripts countries; and g̃ subscripts 1-digit NACE industries

within tradables.

The instrument for regional industry marginal costs is national industry marginal costs

reweighted by industry shares within regions, for each year. In particular, we use the weights of

the starting year for each country (i.e. holding constant the industry shares and using changes in

industry marginal costs at the national level only). Following Goos et al. (2014), who instrument
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income with net capital stock, we construct our instrument for market potential by replacing

income with net capital stock (see Appendix A.3.2 for details).
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A.3 Empirical implementation

This appendix provides further details on the empirical implementation.

A.3.1 Classification of industries: tradability and ICT-intensity

To classify 1-digit NACE industries as tradable or non-tradable, we follow Jensen and Kletzer

(2006, 2010) by calculating a Gini coefficient of spatial concentration: the most spatially con-

centrated industries are considered tradable. For this, we rely on data from Eurostat. More

precisely, we combine aggregated data from the EU Labor Force Survey (LFS) on region-industry

employment at the NUTS2 and NACE 1-digit level with information on region-industry employ-

ment at the NUTS2 and NACE 2-digit level from the EU Structural Business Statistics (SBS).

Whereas the EU SBS provides more detailed sectoral data, these do not cover the primary sector

and public sectors, which we obtain from the EU LFS. We then use iterative proportional fitting

to fit the data to total regional employment and total industry employment (at the national

level), which we obtain from Eurostat. These data are available for the EU-15 excluding Den-

mark for the time period 1995-2008.51 We calculate spatial Gini coefficients as a measure for

industry localization, as described by Krugman (1991), for all years individually. We calculate

the spatial Gini coefficients at the level of the NACE 2-digit industries and then calculate the

average spatial Gini coefficient for each NACE 1-digit industry across all years.52 These are re-

ported in column 1 of Table 9. We distinguish between tradable and non-tradable industries at

the cut-off value of 0.25: industries with a Gini coefficient above 0.25 are classified as tradable.

Note that industries L, M, N, O and P are all grouped together in this dataset, hence they have

the same Gini coefficient.

Furthermore, the tradable industries have been more affected by technological change than

non-tradable industries, as is assumed in our theoretical set-up and the resulting empirical

implementation. This is shown in columns 2 and 3 of Table 9, which provide the level and

change in ICT intensity for 15 Western European countries based on EUKLEMS data. These

results are stable across countries.
51Due to the territorial reform in Denmark, these data are unavailable at the NUTS2-level in Denmark.
52The spatial Gini coefficients are based on the employment shares of the region-industries within EU-wide

industry employment. For robustness, we further calculate the spatial Gini coefficients for each country individu-
ally. However, the average of country-specific spatial Gini coefficients differs little from the EU-wide spatial Gini
coefficients.
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Table 9: Spatial Gini coefficients for industries

NACE Industry Classification Gini ICT-intensity
Level ∆

(1) (2) (3)

C Mining and quarrying Tradable 0.54 2.70 11.03
D Manufacturing Tradable 0.37 2.39 1.93
E Electricity, gas and water supply Tradable 0.27 5.65 4.09
F Construction Non-Tradable 0.16 0.45 0.26
G Wholesale and retail trade; repair of motor Non-Tradable 0.15 1.96 2.39

vehicles, motorcycles and personal and
household goods

H Hotels and restaurants Non-Tradable 0.21 0.42 0.28
I Transport, storage and communications Tradable 0.34 7.32 5.09
J Financial intermediation Tradable 0.30 9.51 11.56
K Real estate, renting and business activities Tradable 0.37 4.07 5.16
L Public administration and defense; compulsory Non-Tradable 0.10 0.95 1.49

social security
M Education Non-Tradable 0.10 0.72 1.13
N Health and social work Non-Tradable 0.10 0.67 1.79
O Other community, social and personal services Non-Tradable 0.10 1.58 1.99

activities
P Activities of private households as employers Non-Tradable 0.10 0.00 0.00

Notes: Industries classified with NACE revision 1.1.

A.3.2 Construction of market potential

Production in a region depends on the size of the potential market for the products of this

region. The potential market is defined as the sum of income in all other regions, lowered by the

transport costs towards these regions. While we have data on income in all other regions from

OECD STAN, we do not know the trade costs to these regions. However, we have information

on trade flows between all regions in Germany,53 from which we estimate an index of trade costs

for all region-pairs in Germany. We then estimate the relationship between this index and the

distance between regions, in order to extrapolate the trade costs for all region-pairs in Europe.

Finally, we use these trade costs to calculate market potential in Europe. The procedure is

outlined below.

Our product demand equation is:

Y g
i =

(
pgi
P g

)−σ I∑
i′=1

τ−σii′ µ
Ii′

P g
, (29)

53Eurostat provides information on transport flows, which we use to construct a transport flow matrix for
Germany by types of goods. We apply goods prices from international trade statistics provided by Eurostat and
information on industry production at the regional level provided by the Statistical Offices of the Länder and the
Federal Statistical Office of Germany to convert transport volumes into transport values.
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where demand for tradables produced by region i depends on the prices of these products and

a weighted aggregate of income in all regions, with the weights depending on transport costs.

Therefore, this weighted aggregate is a measure of market potential, since it represents the size

of the market that region i can potentially serve with its products given the transport costs to

this market. That is, market potential is the last term in the product demand equation (now in

logs)

lnY g
it = −σ ln

(
pgit
P gt

)
+ ln

I∑
i′=1

τ−σii′ µ
Ii′t
P gt

(30)

Market potential depends on unknown variables and parameters and thus cannot be directly

empirically measured. In the trade flow specification of product demand, however, one can

estimate the trade costs from fixed effects. This trade flow specification is:

log cgii′t = −σ log
(
pgit
P gt

)
− σ log τii′ + logµ+ log Ii

′t

P gt
(31)

We translate this into a fixed-effects model:

log cgii′t = β0 + βii′ + β1timetrend+ β2 log Ii
′t

P gt
+ β3 log cIi + εii′t (32)

We use the total real income of private households as a measure for Ii′t
P gt

54 and we replace

the regional price level p
g
it

P gt
with regional marginal costs cIi .55 The trade-pair fixed effects βii′ in

this equation contain estimates of −σ log τii′ , that is, the weights for constructing the market

potential. We therefore extract the fixed effects from the trade flow equation to get our index of

trade costs ˜τii′ . There is a close relationship between trade costs and distance, which we exploit

to extrapolate the trade costs for Europe. More precisely, we regress estimated trade costs (i.e.

the fixed effects β̂ii′ resp. ˜τii′) on distance:56

ln ˜τii′ = β0 + β1 ln distanceii′ + εii′ (33)

From this, we calculate extrapolated trade costs ˆτ∗ii′ = β̂0 + β̂1distanceii′ . We use the average

of ˜τii′ for those region-pairs where the distance is zero (i.e. sales of a tradables within the region
54Source: Statistical Offices of the Länder and the Federal Statistical Office of Germany.
55See Appendix A.2.3 for the measurement of regional marginal costs.
56Distance is measured as the great-circle distance between the centroids of the regions in our sample.
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of production). We scale the trade costs as follows:

ˆτii′ =
ˆτ∗ii′∑I

i′=1
∑I
i=1

ˆτ∗ii′
(34)

Due to this scaling, ˆτii′ represents the share of each transport flow in total sales across all

flows. Market potential then is defined as

MPit =
I∑

i′=1
ˆτii′
Ii′

P g
(35)

As such, a region’s market potential represents the sales of that region to all destination

regions. Through the scaling, the sum of market potential across all regions equals total income

(or total production). To construct the market potential for Europe, we use output in European

regions (see Appendix A.2.3) as a measure for Ii′ . To construct our IV for market potential, we

replace Ii′ with regional net capital stock (see Appendix A.2.3).
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A.4 Empirical estimates and robustness checks

A.4.1 Robustness: wage adjustments

This appendix contains descriptive evidence on the extent to which regional wages adjust along

with actual employment changes across European regions, as well as with the labor demand

changes predicted from our model. For this, we use employee compensation data from the Cam-

bridge Econometrics European Regional Database (ERD)57, defined as the annual compensation

of employees in 2005 Euros. We divide them by ERD employment figures to obtain annual wages

per employee at the regional level.

ERD aggregates do not distinguish occupations, but they do vary by industry. However, in-

dustry codes are aggregated at a higher level than NACE major groups: this is problematic when

trying to construct wage data for the tradable and non-tradable sector separately. In particular,

the ERD industry aggregate “wholesale, retail, transport & distribution, communications, ho-

tels & catering” contains both tradable and non-tradable sectors (see Table 1 in the main text

or Table 9 in Appendix A.2.1). We deal with this by constructing two alternative definitions:

one where this aggregate is included among tradables (labeled Tradables-I & Non-tradables-I

in Table 10), and one where it is included among non-tradables instead (labeled Tradables-II &

Non-tradables-II). It should be noted, though, that neither classification corresponds one-to-one

with our model estimates, and results by sector are therefore inherently less insightful than

results for the economy as a whole. Furthermore, we have to exclude Switzerland and Iceland

from the analyses in this appendix as these two countries are not included in ERD: this leaves

230 (rather than 238) regions to be considered.

Firstly, Panel A of Table 10 reports correlations between changes over 1999-2010 in log

wages per employee and in log employment, at the regional level. We do not find that wages

and employment positively covary: instead, within tradables, the correlation is even slightly

negative. Although the absence of evidence of a positive correlation does not necessarily mean

European regional wages are unresponsive to demand shocks, it does suggest there is no strong

evidence that wage and employment adjustments are co-determined by the same labor demand

forces.

On the other hand, panel B shows that the predicted labor demand changes from our model

are in fact positively correlated with regional wage changes in the tradable sector, even if no
57ERD is based primarily on Eurostat’s REGIO database, but is also supplemented with data from AMECO,

a dataset provided by the European Commission’s Directorate for General Economic and Financial Affairs.
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such positive correlation is found for the regional economy as a whole or within non-tradables.

However, since there are no comprehensive European regional wage data available that also vary

by occupation, we cannot test to what extent such correlations, or the absence thereof, arise

from occupational composition changes within regions (which is not at odds with our model)

or from differently changing occupational wages (which would violate our assumptions to the

extent that such wage changes are caused by RRTC).

Table 10: Correlations with log change in regional wage per employee

All sectors Tradables-I Tradables-II Non-tradables-I Non-tradables-II
(1) (2) (3) (4) (5)

A. Log change in actual -0.146 -0.154** -0.148** -0.025 -0.074
regional employment [0.027] [0.019] [0.025] [0.703] [0.264]

B. Log change in predicted -0.192*** 0.2052*** 0.2282*** -0.099 -0.106
regional labor demand [0.004] [0.002] [0.001] [0.135] [0.110]

Number of observations 230 230 230 230 230

Notes: European regions, excluding Switzerland and Iceland, 1999-2010 long difference. Correlation coeffi-
cients reported, p-values in square brackets. ***p<0.01, **p<0.05, *p<0.1

Finally, we can re-estimate our labor demand equation for the tradable sector while control-

ling for regional wages in tradables: results are reported in Table 11. Note that these estimates

are not exactly the same as the ones reported in Table 3, since wage data is missing for Switzer-

land and Iceland: column 1 therefore first re-estimates the model without including wages as

a regressor (columns 2 and 3 report the corresponding first stages for regional production and

marginal cost). Columns 4 and 7 then add log regional wages in tradables, where tradables are

respectively defined in the two different ways as explained above. From this, it can be seen that

the wage coefficient has the expected negative sign. The coefficients of interest are largely ro-

bust to this inclusion, however: the routinization parameters in columns 4 and 7 are remarkably

similar to the one estimated in column 1, and although the coefficient on marginal costs (repre-

senting the elasticity of substitution between routine and non-routine tasks) declines somewhat

as compared to the model without wages, it remains within the 95% confidence interval of the

original estimate.

A.4.2 Robustness: regional labor demand effects

Table 12 reports correlations between the predicted labor demand change from RRTC and actual

employment-to-population changes58 at the regional level. In constructing regions’ employment-

to-population change over 1999-2010, the dependent variable in Table 12, we consider four oper-
58Rather than the actual employment change, reported in the main text.
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Table 11: Labor demand in the tradable sector, controlling for wages

Dependent variable: log employment in tradable sector (in region-occupation-year cells)
FE-IV First stage First stage

Regional gross Regional marginal
production cost index

(1) (2) (3)

Standardized occupational RTI × timetrend -1.679*** 0.000** -0.000***
(0.081) (0.000) (0.000)

Log regional gross production in tradables 0.775***
(0.076)

Log industry marginal cost index 0.791***
(0.154)

Log regional net capital stock in tradables 0.542*** -0.014**
(0.040) (0.004)

Log counterfactual industry marginal cost index -0.510*** 0.897***
(0.151) (0.024)

Number of observations 12320 12320 12320
R-squared 0.148 0.634 0.981
F-statistic 156.3 156.3 4451.7

(4) (5) (6)

Standardized occupational RTI × timetrend -1.679*** 0.000*** -0.000***
(0.081) (0.000) (0.000)

Log regional gross production in tradables 0.748***
(0.076)

Log industry marginal cost index 0.511***
(0.103)

Log regional wage in tradables I -0.588*** 0.522*** 0.014*
(0.058) (0.073) (0.007)

Log regional net capital stock in tradables 0.551*** -0.014**
(0.042) (0.004)

Log counterfactual industry marginal cost index -0.299 0.903***
(0.165) (0.025)

Number of observations 12320 12320 12320
R-squared 0.182 0.681 0.982
F-statistic 132.8 132.3 3793.1

(7) (8) (9)

Standardized occupational RTI × timetrend -1.679*** 0.000*** -0.000***
(0.081) (0.000) (0.000)

Log regional gross production in tradables 0.770***
(0.083)

Log industry marginal cost index 0.567***
(0.103)

Log regional wage in tradables II -0.512*** 0.437*** 0.014
(0.065) (0.060) (0.008)

Log regional net capital stock in tradables 0.541*** -0.014***
(0.043) (0.004)

Log counterfactual industry marginal cost index -0.341* 0.903***
(0.154) (0.025)

Number of observations 12320 12320 12320
R-squared 0.178 0.676 0.982
F-statistic 125.6 134.1 3895.5

Notes: European regions, 1999-2010. All models include region-occupation dummies and control for a lin-
ear timetrend. Standard errors clustered by region reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.
Coefficients on RTI multiplied by 100.

ationalizations of population. These differ by their data source, which may either be aggregated

Cambridge Econometrics European Regional Database (ERD) data (as in columns 1 and 2) or
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Table 12: RRTC-induced labor demand changes and actual employment-to-population changes
for European regions, 1999-2010

Dependent variable: actual regional change in employment-to-population ratio

(1) (2) (3) (4)

Predicted regional 0.179** 0.219*** 0.172*** 0.173***
labor demand change (0.064) (0.064) (0.064) (0.064)

Data source ERD ERD Eurostat Eurostat
Population measure Total Active Total Working age
Number of observations 238 238 238 238
R-squared 0.032 0.048 0.030 0.030
F-statistic 7.8 11.9 7.2 7.3

Notes: European regions, 1999-2010 long difference. Independent variable is pre-
dicted labor demand change relative to 1999 regional employment level. The pop-
ulation measures used to construct the dependent variable are: population from
ERD data in column 1; active population from ERD data in column 2; population
from Eurostat data in column 3; and working age population from Eurostat data
in column 4. Standardized coefficients reported. Standard errors clustered by
region reported in parentheses. ***p<0.01, **p<0.05, *p<0.1.

Eurostat data (as in columns 3 and 4).59 Furthermore, we consider the total population (in

columns 1 and 3); as well as the active population– defined as the employed and unemployed60–

(in column 2); and the working age population– defined as the population between ages 15 and

64 (in column 4). In all columns, standardized coefficients (and corresponding standard errors)

are reported to ease interpretation.

This table shows that regions where RRTC is predicted to have led to a stronger increase

in labor demand have indeed witnessed stronger growth in employment-to-population ratios:

a one-standard deviation higher predicted labor demand corresponds to around 0.18 standard

deviations faster growth in the employment to population ratio. Although the results are un-

surprisingly strongest for the active population, they are quantitatively quite similar across the

four models.

It should be noted that all population data are constructed based on where people live rather

than where they work, and as such any commuting across regions is not taken into account. Such

commuting patterns would tend to obscure any relationship between employment-to-population

ratios and labor demand changes at the regional level. However, since our regions are relatively

aggregated, we believe this is not a major concern in our data.
59All Eurostat population data are obtained from the data file demo-r-d2jan.
60That is, excluding children, pensioners, and the inactive population.
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A.4.3 Robustness: business cycles

Our theoretical model examines how RRTC impacts long-run labor demand, and thereby does

not consider business cycles. Indeed, we model technological progress as a task measure in-

teracted with a linear timetrend to capture a steady secular process, implying we should pool

information across the economic cycle. Indeed, there have been both booms and recessions

during our observation window 1999-2010, and as a robustness check we examine whether our

parameter estimates are significantly different across different parts of the economic cycle. This

appendix therefore presents estimates of our labor and product demand equations where our

respective independent variables have been interacted with a dummy for recession years. In

particular, we qualify 2002-2007 as boom years, and the remainder as recessions, to capture

both the bursting of the dot-com bubble in the early 2000s and the 2008-2010 Great Recession.

Table 13 shows estimates of the labor demand equation. It can be seen that the deviations

from the parameter estimate for (1 − η)(1 − κ)γR are statistically significant but economically

very small.61 Furthermore, the estimated η parameter is not significantly different in recession

years.

Table 14 contains the corresponding product demand demand estimates: also here, we do

not find a statistically significant deviation for our estimated σ parameter.

In conclusion, we do not find evidence to suggest our parameter estimates are affected by

pooling both recession and boom years.

61Similarly, the estimated coefficient on regional production is estimated to be higher in recession years (and
this deviation is significant at the 5% level), but the difference is minor.
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Table 13: Labor demand in the tradable sector

Dependent variable: log employment in tradable sector (in region-occupation-year cells)

POLS POLS FE-IV First stage First stage
Full sample Restricted sample Regional gross Regional marginal

production cost index
(1) (2) (3) (4) (5)

Standardized occupational RTI × timetrend -1.706*** -1.731*** -1.731*** 0.000 -0.000*
(0.054) (0.094) (0.083) (0.000) (0.000)

Standardized occupational RTI × timetrend 0.000* 0.001*** 0.001*** -0.000 0.000*
× recession dummy (0.000) (0.000) (0.000) (0.000) (0.000)

Log regional gross production in goods sector 0.769***
(0.069)

Log regional gross production in goods sector 0.017**
× recession dummy (0.006)

Log industry marginal cost index 0.603**
(0.185)

Log industry marginal cost index 0.109
× recession dummy (0.060)

Log regional net capital stock in goods sector 0.561*** -0.015***
(0.036) (0.004)

Log regional net capital stock in goods sector -0.021*** -0.001
× recession dummy (0.006) (0.001)

Log counterfactual industry marginal cost index -0.090 0.875***
(0.151) (0.035)

Log counterfactual industry marginal cost index -0.447*** 0.029
× recession dummy (0.070) (0.019)

Number of observations 28664 12416 12416 12416 12416
R-squared 0.975 0.981 0.148 0.652 0.983
F-statistic . . 98.9 94.2 2923.9

Notes: European regions, 1999-2010. Models (1) and (2) include region-occupation and region-year dummies. Models (3), (4) and (5)
are estimated with region-occupation fixed effects and controls for a linear timetrend. Standard errors clustered by region reported in
parentheses. ***p<0.01, **p<0.05, *p<0.1. Coefficients on RTI multiplied by 100.
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Table 14: Product demand in the tradable sector

Dependent variable: log regional production of tradables (in region-year cells)

FE FE-IV First stage First stage
Market potential Regional marginal

cost index
(1) (2) (3) (4)

Log market potential 1.195*** 1.351***
(0.096) (0.115)

Log market potential -0.010 -0.021
× recession dummy (0.010) (0.012)

Log industry marginal cost index -0.418* -0.661**
(0.167) (0.205)

Log industry marginal cost index -0.078 -0.054
× recession dummy (0.063) (0.075)

Log spatially weighted net capital stock 1.346*** 0.039*
(0.040) (0.017)

Log spatially weighted net capital stock 0.007 -0.004**
× recession dummy (0.004) (0.001)

Log counterfactual industry marginal cost index 0.457*** 0.892***
(0.039) (0.027)

Log counterfactual industry marginal cost index -0.292*** 0.036*
× recession dummy (0.022) (0.016)

Number of observations 2048 2048 2048 2048
R-squared 0.638 0.635 0.945 0.982
F-statistic 122.9 118.9 4359.7 4691.1

Notes: European regions, 2001-2010. All models are estimated with region-occupation fixed effects. Standard
errors clustered by region reported in parentheses. ***p<0.01, **p<0.05, *p<0.1
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A.5 Theoretical extensions and additional empirical results

This Appendix shows some theoretical extensions of our model and additional results when

we relax some of our assumptions. In particular, we can additionally 1) relax the assumption

that non-wage earners reside in the region where their income is generated; and 2) incorporate

agglomeration externalities in our model in a reduced-form way.

A.5.1 Extension: The role of non-wage income

In our baseline model, we assume that non-wage earners reside in the region where their income

is generated. However, it turns out this assumption is relevant for the formulation of the local

multiplier effect in the non-tradable sector, only. To the extent that non-wage income does

not feed back into European product and labor markets (e.g. because capital and firms are

owned by non-EU residents), we can relax this assumption. This means we alternatively rely

on local wage income only for deriving the local multiplier effect. Since this implies none of the

additional non-wage income from RRTC feeds back into the European economy, this alternative

assumption provides us with a lower bound for the product demand multiplier effect.

Assume that local income is only composed of wage income:

Ii = wsiLi +
J∑
j=1

wjN
g
ij (36)

Then, labor demand in the non-tradable sector is

N s
ij = 1− µ

µ
βs

1−ηs

ij w−η
s

j wi
sη
s−1

J∑
j=1

wjN
g
ij (37)

or in logs,

logN s
ij = log

J∑
j=1

wjN
g
ij + (1− ηs) log βsij + (ηs − 1) logwsi − ηs logwj + log(1− µ)/µ (38)

This implies that labor demand in the non-tradable sector depends on the employment and

wage structures in the tradable sector. The labor demand change in the non-tradable sector is

now given by
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∂ logN s
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=(1− η)(1− κ)swj′|it + (η − σ)(1− κ)sj′|it (40)

where we have used the definition swj|it = wjtN
g
ijt∑J

j=1 wjtN
g
ijt

. Hence, labor demand responds to changes

in individual capital prices as follows:

∂Nit

∂ log rj′t
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(
Ng
ij′t + swj′|itN

s
it

)
+ (η − σ)(1− κ)sj′|it(N

g
it +N s

it) (41)

Then, our decomposition is given by:

∆Nit = (1− η)(1− κ)γR

 J∑
j=1

RjN
g
ijt + η

1− ηR
I
itN

g
it −

σ

1− ηR
I
itN

g
it +

(
RwitN

s
it + η − σ

1− η R
I
itN

s
it

)
(42)

where we have used the definition Rwit =
∑J
j=1 s

w
j|itRj .

This shows that the first two effects (i.e. the substitution and product demand effects)

remain the same, but the third effect (i.e. the multiplier effect) changes, as in the baseline

model it was −σ1−ηR
I
itN

s
it. The multiplier effect can now be either positive or negative, depending

on how RRTC affects the wage structure (Rwit) and depending on whether employment losses

in tradables from the increased usage of routine tasks in production are overcompensated by

employment gains in tradables from the product demand effect, i.e. whether σ > η. The results

from this overall decomposition are shown in Figure 6 in the main text: it can be seen that the

multiplier effect is still positive (2.8 million jobs), but much smaller as compared to the baseline

model (12.4 million jobs).

Decomposing the product demand multiplier effect In Figure 13, we additionally de-

compose the product demand multiplier effect into its two separate components [1) RwitN s
it +

η
1−ηR

I
itN

s
it and 2) −σ1−ηR

I
itN

s
it], which are respectively triggered by the substitution and product

demand effects from the original decomposition. As for the first component, we find a negative

effect: since substitution effects lead to a decline in tradable sector labor demand and the associ-

ated wage income, it lowers the potential spillovers to non-tradables. This lowers the previously
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Figure 13: Decomposition of the alternative demand multiplier effect, 1999-2010
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estimated product demand multiplier effect by 9.6 million jobs. Nevertheless, additional labor

income through the product demand effect ( −σ1−ηR
I
it) still increase labor demand by 12.4 million

jobs as before and thus a positive spillover effect of 2.8 million jobs remains.

A.5.2 Extension: Agglomeration externalities

There is an extensive literature analyzing the role of agglomeration externalities in regional

development (Moretti 2011; Buch et al. 2014), arguing that such externalities are important for

employment growth in big cities such as national capitals. Although this is not the focus of

our paper, our model can accommodate such externalities for employment in a reduced-form

way. As an extension to our baseline model, we assume that there are positive agglomeration

externalities in tradables production. For this, we adjust the production function for tradables

as follows:

Y g
i (Ti1, Ti2, ..., TiJ) =

 J∑
j=1

(βijTij)
η−1
η


η
η−1

Ai (43)
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where Ai is a region-specific productivity shifter which is exogenous to firms. Due to this

exogeneity, it does not affect optimal firm behavior. Conditional task demand is now given by

Tij = Y g
i β

1−η
ij

(
cIi
cTij

)η
Aη−1
i (44)

Assume that there are technological spillovers between firms at the regional level. Firms

learn from each other, so that productivity Ai increases as the regional level of production

increases, namely Ai = (Y g
i )αg . Hence, task demand is:

Tij = (Y g
i )1−αg(1−η)βij

(
cIi
cTij

)η
(45)

where we define α̃g = (1− αg(1− η)) for brevity. Accordingly, conditional labor demand in the

tradable sector is

logNg
ij =α̃g log Y g

i + (1− η) log βgij + η log cIi
P g

+ (1− κ) log κ

1− κ

+ (1− η)(1− κ) log rj
P g
− [(1− κ) + κη] log wij

P g
(46)

(47)

The response of employment to changes in capital prices is now

∂Ng
ijt

∂ log rj′t
=(1− η)(1− κ) + (η − α̃gσ) ∂ log cIit

∂ log rj′t
for j = j′ (48)

=(η − α̃gσ) ∂ log cIit
∂ log rj′t

for j 6= j′ (49)

and our decomposition changes to

∆Nit = (1− η)(1− κ)γR

 J∑
j=1

RjN
g
ijt + η

1− ηR
I
itN

g
it −

α̃gσ

1− ηR
I
itN

g
it −

σ

1− ηR
I
itN

s
it

 (50)

As such, the existence of agglomeration externalities would reduce the size of the product

demand effect. Our empirical estimates lend some support to the existence of agglomeration

externalities, as the coefficient on log regional gross production in the tradable sector in the
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labor demand equation is estimated to be 0.766 (see Table 3, in the main text), i.e. smaller than

one.
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