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Abstract

This paper analyzes the impact of international banking flows on domestic credit
booms and examines the drivers of the composition of banking flows by type of bor-
rower: banking sector and non-banking sector. First, using a panel of 80 countries
from 1980 to 2012, I find that international bank flows to the banking sector increase
the probability of credit booms, while flows to the non-banking sector do not. Second,
the paper shows that the composition of these flows is partly driven by the monitoring
effort of the international bank lender. Using a partial equilibrium CAPM model, 1
find that, since monitoring is costly, international banks find it optimal to place more
funds on the sector that requires less monitoring. I test this theoretical result and
show that countries with mechanisms in place to make their banking sector less likely
to fail - such as government guarantees, fiscal capacity to execute them and high insti-
tutional quality - attract more international bank funds to their banking sector. Thus,
mechanisms to make the banking sector safer should be properly designed to reduce

the distortions they may generate on the lending behavior of international banks.
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1 Introduction

Bank interconnections across countries have increased dramatically over the last 20 years
bringing new opportunities but also new challenges for the real economy. The last global
financial crisis generated some sort of vilification of the international activity of banks, which
were blamed for transmitting financial instability across countries. As a result, there is an
increased interest among researchers and policy-makers in understanding the effects of global
banking on the real economy in order to design regulations that reduce the negative aspects

of banking globalization without reducing its benefits.

I analyze the impact of banking globalization on economic outcomes by analyzing
whether the international activity of banks generates excessive credit growth. This question
is relevant because, as recent work has shown, the international activity of banks has played
a major role in the expansion of credit in countries receiving the international bank funds
(Bruno and Shin} 2013} |BIS| 2010). Yet, the impact of this credit expansion is not clear and
the theoretical priors inconclusive. On the one hand, international bank flows can have a
positive impact because they help recipient countries meet their domestic demand for credit
(Claessens and Horen| [2014)). On the other hand, they may have a negative impact if they
lead to excessive credit growth in the recipient country because credit surges are associated
with financial instability, as the theoretical literature has argued for decades (Fisher} 1933}
Minsky, 1977, Kindleberger, [1978) and the empirical literature has also shown (Demirglig-
Kunt and Detragiache), [1998; Kaminsky et al.| {1998} |Mendoza and Terrones, 2008; [Schularick
and Taylor, 2012; Laeven and Valencia, 2013). In fact, after the last 2008 financial crises, the
evolution of credit is under the close scrutiny of financial regulators (OFR) [2014)) because
credit surges are associated with financial crises of more consequences for the real economy
than crises that are not preceded by credit booms (Jorda et al.| [2011; Schularick and Taylor],
2012).

The results of this paper contribute to the debate in two ways. First, the paper
shows that the relation between banking globalization and credit booms depends on the
type of borrowing sector: banking sector versus non-banking sector. International banking
flows going to the banking sector increase the probability of credit booms in the recipient
country, while banking flows to the non-banking sector do not. Second, the paper finds
that the composition of international banking flows by borrowing sector is driven by the

monitoring effort that international banks have to exert on each type of lender. Countries



with mechanisms in place to make the banking sector safer, such as government guarantees,
better regulations and fiscal capacity will attract more international banking funds to their

banking sector.

The core of the paper is empirical. The sample comprises 80 countries (26 high income,
23 middle income and 31 lower income countries) and annual data from 1980 to 2012. The

paper is organized in two parts:

The first part of the paper examines whether international bank flows increase the
probability of credit booms, where credit booms are defined as episodes in which private
credit over GDP is substantially above its country-specific historical trendﬂ. I differentiate
between credit booms that have a soft landing (“good booms”) from the ones that result in
financial crises (“bad booms”) because policy makers because they are particularly interested
in preventing and mitigating the effects of bad credit booms. Financial crises for the purpose
of this paper are defined as banking, currency or debt crises. There are a total of 94 credit
booms in the sample, 39 of which result in financial crises (i.e., 39 out of 94 credit booms
are bad booms )P

International bank flows are defined as changes in cross-border bank claims from banks
located in a particular country vis-a-vis the rest of the world. Data are compiled by the Bank
of International Settlements (BIS) Locational Banking Statistics which contain the flows of
funds channeled through the banks residing in a particular country vis-a-vis more than 200
countries. Data is provided at country level after aggregating banks’ individual positions.
These country aggregated bank positions include: (i) loans and deposits; (ii) holdings and
own issues of debt securities; and (iii) other assets and liabilitiesﬂ The destination of the
funds can either be the banking sector or the non-banking sector (i.e., non-bank financial

corporations, non-financial corporations, government entities, and households).

'The series of private credit over GDP is decomposed into its permanent and cyclical component using
an HP filter. Deviations of the cyclical component above certain boom thresholds determine the existence
of the boom in a certain country at a certain period. See Section @ for a detailed definition.

2If instead of 3 types of crises I had taken only one type, the number of bad booms would have barely
changed because different types of financial crises tend to duplicate or precede each other, as documented
in [Kaminsky and Reinhart| (1999)), and a bad boom is defined as the episode that results in any type of
financial crisis.

3Loans represent the largest share of total cross-border claims (73 percent), followed by debt securities
(18 percent), and other positions (9 percent). These percentages have been calculated using data from 2009
only because there is no break down information prior to that date.



Using a logit model and differentiating by type of borrower, I find that international
bank flows to the banking sector of the recipient country increase the probability of credit
booms while flows to the non-banking sector do not. These results apply to high and middle
income countries but lower income countries do not receive enough banking flows to generate
credit booms. These results are robust to the introduction of controls (other capital flows,
macro fundamentals, and global factors) and alternative econometric specifications. These
findings are interesting on their own because show that not all banking flows across borders

are problematic but only the banking flows directed to the banking sector.

In the second part of the paper, I take one step further and analyze the drivers of
the composition of international bank positions by borrowing sector (i.e., banking and non-
banking sector). Descriptive analysis shows that high income countries receive a larger share
of bank to bank funds than bank to non-bank funds which, combined with the previous
result, indicates that advanced economies are more prone to credit booms. I argue that
this counterintuitive result derives from a moral hazard problem generated by asymmetric
information in financial transactions. Asymmetries of information motivate the intermedia-
tion of banks which, with their inherent monitoring capacity, reduce the problems derived
from these asymmetries. I argue that mechanisms to make the banking sector less likely
to fail reduce the incentive of international investors to monitor the banking system of the

borrowing country.

Using a partial equilibrium capital asset pricing model (CAPM), T show that, since
monitoring is costly, it is optimal for international bank lenders to place more funds on
the sector that requires less monitoring. I test this hypothesis and find that countries with
mechanisms in place to make the banking sector less likely to fail -such as banking regulations,
implicit and explicit government guarantees and fiscal capacity to execute them- will receive
a larger share of international bank positions into their banking sector. This result holds
even after controlling for other potential explanations, such as the size and leverage of the
banking system. Therefore, safety mechanisms may distort the behavior of international

banks by making them overlend to other banks across borders.

One potential caveat of this paper is to restrict the analysis to just banking flows,
which are a sub-component of debt flowg] However, several factors justify this decision.

First, there is enough evidence in the literature suggesting that the impact of international

4The BIS data do not include funds flowing into a country from non-bank institutions.



financial flows depends on the type of flow and, therefore, a more granular analysis is required
to understand their effects’] Second, the international activity of banks has increased dra-
matically over the last 20 yearsﬂ and its impact, which has attracted policy-makers in recent
years, is not clear: before the 2008 global financial crisis, international banking had been as-
sociated with better regulations, more competition and better access to finance
al 2001} Beck et al., 2004) but, after the crisis, it has been associated with the transmission
of negative shocks across borders (Gourinchas et al., [2012; |Obstfeld, [2012b}; Kalemli-Ozcan|

et al. 2013; (Claessens and Horen, 2014). Last, international lending tends to be interme-

diated by financial institutions with increasing levels of complexity and size, which poses

new challenges on regulatory agencies because supervision and resolution procedures be-

come more complicated and the too-big-to-fail problem more acute (Cetorelli and Goldberg],

2011} |Claessens and Horen|, 2014; |Cetorelli and Goldberg, 2014} Cetorelli et al., 2014).

In any case, I address this potential caveat in two ways: in the descriptive analysis, I
show that the share of bank flows over total debt flows is substantial and, therefore, worth
studying on their own. In the econometric analysis, I show that the results are robust to

controlling for non-bank debt flows.

Related Literature

This paper relates to three lines of research: the effects of external factors on domestic

outcomes, the drivers of credit booms and the literature on global banking.

The distinction between external or “push” factors and internal or “pull” factors has

been extensively studied in the literature since the seminal paper of Calvo et al.| (]1993|)E|. For
example, Kaminsky and Reinhart| (1999); Kaminsky et al.| (2004)) show that global imbalances
increase macro vulnerabilities and credit booms. Bruno and Shin| (2013)) build a theoretical
model linking capital flows and private credit through procyclical bank leverage.

and Reinhart| (2008) show that net inflows into emerging economies generate domestic credit

5See [Kose et al.| (2006) for a review on the impact of financial globalization in general.

6Banking globalization, defined as the sum of international asset and liability positions of international
banks, has grown from 30 percent of GDP in mid 1990s to almost 60 percent of GDP in 2012
and Tille, 2011; Brunnermeier et al., [2012; Rey}, [2013). The definition of banking globalization taken from
Lane and Milesi-Ferretti (2007). Data on international assets and liabilities positions of banks are from the
BIS Locational Banking Statistics.

Calvo et al. (1996); [Chuhan et al|(1998); Fratzscher| (2012) and related literature.




expansion, which amplifies the potential weaknesses of their banking sector and, as a result,
leads to a higher probability of financial crises. There is a consensus on this literature that not

all types of international capital flows have the same impact. Debt flows are more associated

with credit booms and financial fragility than other flows (Borio and Disyatat| 2011} |Jorda
let al.l 2011} [Schularick and Taylor, 2012; |Gourinchas and Obstfeld] 2012} |Obstfeld, [2012aj
(Calderén and Kubotal [2012; [Rey} 2013} [Bruno and Shin|, [2013; [Hale and Obstfeld, 2014)f] I

contribute to this literature by showing that a sub-component of debt flows, banking flows

to the banking sector, is the one that increases the probability of credit booms.

The second strand of literature this paper relates to is the work on credit booms. On

the theoretical side, [Minsky| (1977); Kindleberger (1978) argue that economic expansions

increase optimism that fuels credit growth that can result in financial and economic crises.
The financial accelerator models show that an increase in the value of the collateral reduces

the borrower’s credit constraints, which leads to more lending and higher asset prices, all of

which ends up raising the vulnerability of the banking system (Kiyotaki and Moore, [1997)).
On the empirical side, |Gourinchas et al.| (2001)); Barajas et al.|(2007)); Mendoza and Terrones
(2012); Calderén and Kubota, (2012) find that booms tend to be preceded by surges in capital
inflows and followed by financial crises. |Calderon and Kubotal (2012)) show that bank inflows,

in particular, have better predictive ability than other type of capital flows. I expand this
literature by showing that not all banking debt across borders contributes to the generation
of credit booms but just the interbank positions. This result echoes the generalized idea that
cross-border interbank lending is more destabilizing than other types of cross-border lending

and shows it in the context of credit booms’l

Last, I contribute to the literature on the composition of global banking which, so far,

only relates it to bank efficiencies and barriers of entry (Kerl and Niepmann, 2014). I find

that the composition of international banking flows across borrowers is determined by the

international lenders’ monitoring effort, which is distorted by government guarantees to the

8Calderén and Kubotal (2012) find that gross “other investment” and portfolio investment inflows increase
the probability of credit booms, while foreign direct investment (FDI) reduces it. |Caballero| (2012) finds that
debt and portfolio-equity increase the probability of systemic banking crises. [Furceri et al.| (2012) use impulse
response functions to show that debt inflows generate the largest effect on domestic credit.

9Schnabl (2012) finds that the transmission of the negative liquidity shock from 1998 Russian default to
Peru affected Peruvian banks that borrowed internationally from other banks more than it affected locally
interbank funded banks. [McCauley et al.| (2012) find that banking models that are less reliant on cross-
border wholesale funding were less disrupted during the 2008 crisis. [Reinhardt and Riddiough! (2014)) shows
that interbank lending is withdrawn in larger quantities than other types of lending when global risk is high.




banking sector and other mechanisms that make the banking sector safer. As a result, banks
will be less monitored than other non-guaranteed borrowers which will make international
lender overlend to the banking sector. This finding aligns with the literature relating asym-
metric information and the lending behavior of banks. |Dell’Ariccia and Marquez| (2006) use
an adverse selection model to show that during expansions banks find it optimal to reduce
their monitoring, which results in a portfolio deterioration and higher probability of crises.
The literature on moral hazard show government guarantees as a source of moral hazard
but focuses on the behavior of the banks receiving the guaranted™ My contribution to this
literature is to show that moral hazard also affects the behavior of the international banks

lending to the guaranteed banks.
Policy implications

Two policy implications derive from this chapter. First, policy-makers should place
more attention on interbank transactions across borders because those are the banking trans-
actions that contribute to the generation of credit booms. Second, mechanisms that con-
tribute to make the banking sector safer may also attract destabilizing international flows
because these mechanisms distort the monitoring and lending decisions of international bank
lenders. This paper does not suggest the removal of these mechanisms but alert about the
need to design and target them appropriately to reduce the moral hazard problem they

generate.
Outline

This chapter is structured as follows. Section 2 contains the description of the data,
examination of the empirical regularities around booms, and the econometric analysis. Sec-
tion 3 addresses the second part of the paper which includes a theoretical subsection on
the drivers of the composition of international banking flows and empirical tests. Section 4

concludes and provides the policy recommendations.

0T heoretical works show that government guarantees are a source of moral hazard (Allen and Galel 1998;
Bhattacharya et al., [1998; [Chari and Jagannathan| [1988). Empirical work documents that guaranteed banks
take on more risks (Afonso et al., 2014} |Brandao Marques et al., 2013).



2 Empirical Analysis

This section defines the data, provides descriptive evidence of the behavior of external and

domestic factors around credit booms and contains the econometric analysis.

2.1 Data

The sample covers an unbalanced panel of 87 countries with annual data from 1980 to 2012.
After dropping the off-shore centers, Luxembourg and Ireland, for having extreme values
of banking flows due to taxation purposed'] the final sample comprises 80 countries, 26 of
which are high income countries, 23 are middle income countries and 31 are lower income

countries -following to the World Bank classification by incomd™ The list of countries is in
Appendix Table

Credit booms

Credit booms per country are defined as episodes in which private credit over GDP is
substantially above its country-specific historical trend™] This definition follows the “thresh-
old method” of |Gourinchas et al.| (2001)), also applied by |Calderén and Kubota (2012)) and
Barajas et al| (2007). To identify credit booms, I decompose the series of private credit
into its trend and cyclical component using the Hodrick-Prescott filter with A = 100 as the

smoothing parameteIEf]. A credit boom occurs when the cyclical component rises above a

1 The off-shore countries dropped are Barbados, Hong Kong, Mauritius, Panama, and Seychelles. Similar
studies also drop these countries (Lane and McQuade, [2014; [Bruno and Shin| 2013]).

12The World Bank classification is based on the 2012 GNI per capita. The income groups are: low
income, $1,035 or less; lower middle income, $1,036 to $4,085; upper middle income, $4,086 to $12,615;
and high income, $12,616 or more. I re-group the countries into three income groups: “High” for high
income countries, “Middle” for upper-middle income countries, and “Lower” for lower-middle and low income
countries. Country list is in the appendix.

13The advantage of the ratio of private credit to GDP is that it relates private credit to the size of the
economy and corrects for the procyclicality in bank lending. The caveat of private credit to GDP is that it
only captures bank credit and does not include the credit going through non-bank financial intermediaries,
which leads to underestimate the frequency of booms, especially in more financially developed countries, like
the US. The data source is the World Bank Financial Development and Structure database.

MBackus et al.| (1992)) suggest a smoothing parameter of the Hodrick-Prescott filter (HP filter) of A = 100
for annual frequency, which is the A value commonly used in this literature.



certain boom threshold. The boom threshold selected in this paper is 1.65 standard deviations
of the cyclical component because the critical value for a 95 percent one-tailed test is 1.65.
To account for different magnitudes of the excessive credit growth, I use 1 and 2 standard
deviations as thresholds. The duration of the boom is determined by the time span between
the beginning and the end of each boom, which are determined by a limit threshold of 0.5
standard deviations. The peak of the boom is the period at which the difference between
the cyclical component and the boom threshold is the largest. See Figure [1| for a graphical

illustration using the example of Algeria -first country from an alphabetical order.

In the sample, there are a total of 94 credit boom episodes and they last an average
of four yearﬁ. [ differentiate normal (or good) booms from bad booms. Normal booms are
the episodes of excessive credit growth that have a soft landing, while bad booms are the
ones that result in any type of financial crisis -systemic banking crises, currency crises or

debt crises- within two years after the end of the boom. See Fig. [2| for an illustration.

Data on bank and currency crises are from Laeven and Valencial (2013)) and data on
debt crises from Reinhart and Rogoff| (2009) -updated by |Broner et al. (2013)). There are 194
financial crises and, in 20 cases, more than one type of crisis coincides in the same country at
the same time period. After removing the duplications, there are 174 years with some type
of crises. Some of these crises occur sequentially, which aligns with [Kaminsky and Reinhart
(1999) who show that banking crises tend to precede currency crises. After grouping the
crises that occur within 1 or 2 years from each other, the total number of financial crises is
120, 39 of which coincide with a credit boom and 82 of them are not credit related (Table |1]).
That is, 33 percent of the financial crises in the sample are credit related. Figure [3| shows

the number of credit booms and crises per year.

Out of the 94 credit booms, 39 of them result in financial crises. Since booms last an
average of four years, in order to count the number of booms per year without duplicating
them, I pick one year per episode to represent the credit boom. I consider the most repre-
sentative year to be the peak of the boom. Figure [4] shows the number of booms per year
(i.e., the number of peaks) differentiating between good and “bad” booms. One interesting

feature illustrated in Fig. [ is that credit booms tend to be clustered around certain time

15The duration of the “bad” booms tends to be slightly longer than good booms: 4.5 versus 3.8 years,
respectively. In middle income countries, average duration of bad booms is 4.3 years while good booms last
2.8 years. In lower income countries, bad booms last 5 years while good booms 3.9 years.



periods: beginning of the 1990s, late 1990s and 2008-2009. This synchronization aligns with
the global business cycle literature and motivates the selection of global factors as potential

explanatory Variableﬂ.

The analysis across income levels provides interesting insights. In high and middle
income countries, around half of the credit booms have a hard landing (Table . In contrast,
in lower income countries only 25 percent of the booms result in financial crises. This fact
does not mean that there are more crises in high income countries but that crises are more
likely to come out of a credit boom. In lower income countries, however, financial crises
seem to occur for reasons other than credit boomg’| Lower income countries may have less
bad booms because the growth of credit in these countries is more likely to be driven by
true financial deepening and convergence with the rest of the economies than by speculative

reasons.
International banking flows

International banking flows are defined as changes in cross-border bank claims from
banks located in a particular country vis-a-vis another country. Data are taken from the BIS
Locational Banking Statistics which contain the flow of funds channeled through the banking
system broken down by residency of the counterparty after aggregating banks’ individual

positions per Countrylﬂ.

Since the goal of the paper is to analyze whether the flow of funds received from
international banks increase the probability of credit booms, banking inflows are the ones
examined. In particular, I use gross inflows, which are the total amount of flows received by
a country from banks located in the other BIS reporting countries, as opposed to net inflows,

which are the difference between gross inflows and gross outflows, because net flows tend to

16Studies on the global business cycle include Backus et al.| (1992); Kose et al.| (2003); Heathcote and
Perri (2004); |Ayhan Kose et al.| (2008); Del Negro and Otrok]| (2008)); |[Ueda/ (2012) among others.

"In the high income group, 47 percent of financial crises are credit related while, in lower income countries,
it is only 20 percent.

18The BIS Locational Banking Statistics record bank positions on an unconsolidated basis and include
flows vis-a-vis own affiliates in other countries. On the contrary, the BIS Consolidated Banking Statistics
collect data on international banking positions on a consolidated basis. In all cases, amounts outstanding
at end t and t-1 are converted into their original currency components using the respective end-of-period
exchange rates. The differences between these individual components are subsequently converted back into
US dollar using average exchange rates during the period. Data are expressed in millions of US dollars.



be less volatile by construction and omit information that is useful for the current analysis.

Recent literature on capital flows has also shifted the attention towards gross rather than
net flows™|

The BIS data disaggregate the data by borrowing sector: banking sector and non-
banking sector. The banking sector comprises deposit money banks, related offices (sub-
sidiaries and branches) and central bank@. The non-banking sector includes non-bank
financial institutionﬁ, non-financial corporations, households, and general government (or
public sector). Claims on the public sector account for approximately 18 percent of all the
international banks’ positions in developed countries, 23 percent in the case of emerging

countries and 7 percent in the case of off-shore center@.

The distinction by borrowing sector is done based on the issuer of the claim. For
example, a bond issued by a company in Germany (e.g., BMW) bought by a bank in the
US (e.g., Citibank) implies a movement of funds from a bank in the US to a non-bank in
Germany. Therefore, it is a bank to non-bank inflow for Germany. Or, for example, a bond
issued by Banco Santander in Spain which is bought by Bank of America in the US is a
bank to bank inflow for Spain. If Barclays Bank in the UK buys a German government
bond from Deutsche Bank in Germany (i.e., Deutsche bank has bonds from the German
government in its books and Barclays buys them), it would be bank to non-bank inflow for
Germany because the German government is a non-bank institutionﬁ Figure |5| illustrates

the evolution of international banking flows by borrowing sector: banking and non-banking.

The funds raised internationally through non-bank institutions are not included in the

9Borio and Disyatat| (2011); |Calderén and Kubotal (2012); Forbes and Warnock| (2012); Milesi-Ferretti
and Tille (2011)); Broner et al.| (2013); |Bruno and Shin| (2013).

2ORelated offices are entities that belong to the same banking group or to the same controlling parent
institution.
21The non-bank financial institutions include special purpose vehicles, hedge funds, securities brokers,

money market funds, pension funds, insurance companies, central clearing counterparties, development
banks, and other financial auxiliaries.

22The break-down by sector is an estimation based on data from the BIS Consolidated Banking Statistics
(Table 8), ultimate risk basis, from 2005 till 2012 because there is no such break-down in the BIS Locational
Banking Statistics.

23The purchase of a mortgage backed security, for example, should be reported as a claim on the issuer
of the security, which can be a bank or a non-bank financial institution and not on the ultimate borrower
who is the household holding the mortgage.
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BIS data (see Figure @ For example, funds raised by banks in the international bond
market that are bought by non-banks are not included in the BIS data@. Leaving out these
sources of funds may raise a concern. However, I address this concern in two ways: in the
descriptive analysis, I show that bank-debt flows are an important share of total debt flows
and, therefore, worth studying on their own. In the econometric analysis, I control for the
non-bank debt flows and show that the estimates of both bank debt and non-bank debt are

robust to this change.

Banks’ positions include: (i) loans and deposits; (ii) holdings and own issues of debt
securities; and (iii) other instruments. Despite the BIS data is not broken-down by instru-
ment until 2009, I calculate the share of each type of position using data from 2009 to 2012
to have an idea of the importance of each instrumenﬂ The loans represent 73 percent of
all positions and are allocated to the country of residence of the borrower. Debt securities
represent 18 percent of all positions and comprise claims in all negotiable debt instruments
except equities and bonds held on a purely custodial basis. The holding of debt securities
are allocated to the country of residence of the issuers. The last category, other instruments,
account for 9 percent of all positions and comprise equity securities, retained earnings and

any other residual on-balance sheet financial instruments.

The BIS Locational Banking Statistics track banks’ exposure at country level in a way
consistent with the Balance of Payments (BOP) methodology, which have the advantage of
making the data comparable to data on other type of capital flows. Another advantage is
the large coverage of the BIS data, which goes as far back as 1977. The disadvantage is
their lack of granularity or break-down by type of instrument, maturity of each position or

ultimate borrower.
Other factors

Other factors that the literature has associated with credit booms are international
capital flows, macroeconomic fundamentals and global factors. I analyze the evolution of

these other factors around credit booms and control for them in the econometric analysis.

24 A bond issued by Google USA that is bought by a Japanese insurance company is a debt inflow for the
US that is NOT captured in the BIS data.

25This approximation is likely to be close to the true value because, according to the BIS, loans have
always been the dominant position although debt positions have increased over the last few years (McGuire
and Tarashev}, 2006)).
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International capital flows include foreign direct investment (FDI), portfolio equity,
and debt -following the classification of Lane and Milesi-Ferretti (2007)@. The data is from
Lane and Milesi-Ferretti (2007)’s database and all the flows are scaled by GDP.

Macroeconomic fundamentals include real GDP, real exchange rate, and banking lever-
age - defined as bank credit over bank deposits. All the macro variables are transformed
into annual percentage change. Data sources are the World Bank Development Indicators,
IMF’s International Financial Statistics (IFS) and the World Bank Financial Development

database.

Global variables comprise global liquidity -which is defined as the sum of M2 of the
main important financial centers (Forbes and Warnock}, |2012)- and global risk -measured by
the VXO volatility index. Data from the IFS and the Chicago Board Options Exchange,
respectively. The detailed description of variables and sources can be found in Table

2.2 Empirical Regularities around Booms

This section examines the evolution of the domestic and external factors around credit booms.
The goal of this subsection is to identify the factors that contain valuable information to be
included in the econometric analysis that comes next. Since the average duration of booms
is 4 years, I show the evolution of these factors over a seven year window centered at the
peak of the boom. I distinguish between normal and bad booms with the goal of examining
whether these variables behave differently around bad booms, which are the most interesting

from the policy perspective.

Figure E] shows the dynamic behavior of private credit around good booms (left graphs)
and “bad” booms (right graphs) across income levels. The top row illustrates that, in high
income countries, the level of private credit is higher in the build-up of the bad booms than of

the good booms, while there is almost no difference in the middle and lower income groups.

26FDI is a category of cross-border investment associated with a resident in one country having con-
trol or a significant degree of influence on the management of an enterprise that is resident in another
economy. However, portfolio equity investment has less of a role in the decision making of the firm the non-
resident is investing in. Debt investment in [Lane and Milesi-Ferretti| (2007) comprise two BOP categories:
“portfolio debt” and “other investments” -which include deposits, loans, trade credit and other account
receivable/payable.

12



The next row shows the evolution of the annual percentage change in private credit and
illustrates that the volatility of private credit is larger around bad booms, especially in lower

income countries.

Since banking flows are a sub-set of debt flows, I analyze them in the context of
capital flows. Figure [§ shows the evolution of the three types of capital flows -foreign direct
investment (FDI), debt, and portfolio equity - around good booms (top graphs) and bad
booms (bottom graphs). These graphs reveal interesting insights. First, debt flows are
substantially larger and more volatile than FDI and portfolio equity, especially, in high
income countries. The growth of debt inflows in the build-up of the boom is much larger
than the other two types of capital flows. Second, FDI and portfolio equity do not show a
large difference around good and bad booms. These graphs indicate that the study of credit
booms should be focused on debt Alows?"]

Next, I disaggregate debt flows into bank debt and non-bank debt flows by subtracting
bank-debt from the total debt, as in Milesi-Ferretti and Tille (2011)). This disaggregation
is not exact because the BIS data on banking flows also include equity positions which, in
the BOP classification fall under the portfolio equity category. However, this caveat does
not invalidate this descriptive analysis because the equity category represents only around
9 percent of all banking flows. Figure [9] shows that, in high and middle income countries,
there is little difference in the evolution of bank and non-bank debt flows but, in high income
countries, bank debt flows are more volatile than non-bank debt flows. Second, low income
countries receive small amount of international capital flows, in general, and of bank-debt
flows, in particular, which may derive from the fact that these countries tend to be less

financially open and less financially developed than the other two income groups.

Then, I analyze banking flows in more detail and disaggregate them by type of bor-
rower: bank and non-bank. Figure illustrates that, first, banking flows are larger and
more volatile around bad booms; and second, bank flows to the banking sector (B-B) are
substantially more volatile around bad booms than around normal goods, reaching 8 percent
of GDP at the peak of the bad boom and falling abruptly to negative 12 percent of GDP. As

before, lower income countries receive a negligible amount of international banking flows and

2"Banking flows include mainly loans and debt investment and only less than 10 percent of equity in-
vestment. Debt flows mainly comprise portfolio debt, loans, and deposits (see Section 2.1 for a detailed
description of the data).
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do not show different patterns around good and bad booms. At this stage of the descriptive
analysis, it is evident that banking flows and, in particular, those to the banking sector (B-B)

can play a role in generating bad credit booms.

I examine the evolution of domestic and global factors that the literature relates to
credit booms. Figure |11 shows the macroeconomic factors around normal credit booms (left
graphs) and bad credit booms (right graphs). The top graphs show the evolution of real GDP
across income levels. Real GDP is transformed into an index for homogenization purposes.
The index is set to 100 at T-4, where T is the peak of the boom, and I apply the annual
growth rate of real GDP to the index to calculate its evolution around credit booms. Real
GDP behaves slightly different around good and bad booms: the starting level of GDP is
higher in the build-up phase of bad booms in middle income countries, and slows down or
stagnates after bad booms. However, in normal booms, there is no change in the GDP trend.
The second row shows the evolution of government debt over GDP. The graphs illustrate
the deterioration of the fiscal position after bad booms. The real exchange rate shows an
appreciation in the build-up phase of the boom and a depreciation in the downward phase.
The exchange rate is much more volatile around bad than good booms, especially in middle
and lower income countries. The bottom graphs show the evolution of bank leverage, defined
as the ratio of bank credit over bank deposits. The level and change in leverage is higher

around bad booms than around normal goods at all income levels.

The evolution of global factors, which is motivated by the synchronization of credit
booms around certain time periods (Fig. , shows that the level and growth of global
liquidity and global volatility before a bad boom is slightly larger than around bad booms

(Fig. [12).

2.3 Econometric Analysis

This section examines the impact of international banking flows on credit booms. I describe
the estimated model, provide the results of the analysis and check the robustness of my

results.
Methodology

I assess the role of gross banking flows in the probability of having a credit boom in
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the recipient country by estimating the following probabilistic model of a credit boom event

occurring in country ¢ at time ¢:
Pleiw =1) = a; + B1(L)BFy + B2(L) Xt + €it (1)

where P(e;; = 1) is the probability of the event, e;, which is a credit boom dummy variable
that takes the value of 1 when there is a credit boom and 0 otherwise; a; captures the per-
sistent unobserved country-specific factors; BFj; is gross international banking flows scaled
by GDP; L is the lag operator; X;; is the matrix of control variables, which comprise other
capital flows (portfolio equity, FDI and non-banking debt), macroeconomic variables (real
GDP, real exchange rate, and banking leverage), and global factors (global liquidity and

global risk); and & is the error term.

I estimate equation using a logit model; that is, P(e;; = 1) is the logit function or
the log of the odds ratio that a credit boom occurs relative to a non-boomP} The advantage
of the logit approach is that it is particularly adequate for low frequent events. In our
case, there are 94 credit booms, which represent only around 5 percent of the whole sample.
Since the logit is a distribution with fatter tails than alternative non-linear models (such
as the probit), it is considered the most appropriate estimation method for this type of
analysis and the most commonly used in the literature (Demirgiic-Kunt and Detragiache),
2002; |Schularick and Taylor, 2012 Jorda et al., |2011)). The disadvantage of using a logit
approach is the incidental parameter problem, which occurs when too many parameters
are estimated in a non-linear context, reducing the statistical power of the coefficients. To
minimize this problem, I do not split the sample across income levels but use the whole

sample.

The dummy captures each boom episode and takes the value of 1 per credit boom.
Since booms last an average of four years and I need to pick only one year to identify each
boom episode, I select the peak year as the representative year of the boom. I am not
trying to predict a turning point but to select the most appropriate year of the dummy. As a
robustness check, I select the year before the peak (i.e., T-1, where T is the peak year) as the
year of the boom and the results do not significantly change, as it is shown later. The years
of the boom other than the dummy year -i.e., the build-up and drop-down years- cannot be

considered a 1 because I would be overfilling my sample with ones but they cannot enter as

pleir = 1|BFy, Xit)
p(eit = 0|BFit7Xit).

Blogit(pit) = In
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a 0 either because they are not normal or non-boom years either. Then, I drop them from
the left hand side of Eq. in the estimations.

The independent variables are introduced with two lags to account for reverse causality
issues; that is, to account for the possibility that a credit boom is causing the surge in banking
flows. Despite this work does not do any causation claim, the introduction of lags in the
explanatory variables reduces the potential reverse causality problem. Based on the AIC

and BIC lag selection tests, the selected number of lags is two.

The key explanatory variable is banking flows measured as gross inflows. I start the
analysis using total banking flows and, then, I differentiate by type of borrower: banking
sector (B-B) and non-banking sector (B-NB). The analysis is done for the whole sample and

sub-samples: high, middle and lower income countries.

I estimate four specifications of the model, one for each of the four types of booms:
all booms, good booms, bad booms and conditional bad booms. Specification (1) in each
table includes the 94 credit booms in the sample. Specification (2) estimates only the booms
that have a soft landing; i.e., 55 booms. Specification (3) estimates the probability of a bad
boom and specification (4) estimates the probability of a ‘conditional bad boom’ which is
the probability of a bad boom out of all the credit booms. For the conditional bad booms
estimations, I only select the credit boom years and estimate whether banking flows affect

the probability of those booms ending badly.
Control variables

There are other factors besides international banking flows that can affect the proba-
bility of credit booms. To account for these factors, first, I introduce country fixed effects.
This way, I capture the general time-invariant country specific factors. Then, I control for
three sets of variable: other international capital flows, macroeconomic factors and global
variables. The choice of variables have been motivated by the already presented empirical

regularities around credit booms (Section [2.2) and supported by the literature.

Other international capital flows include non-bank debt, portfolio equity and foreign
direct investment (FDI). The macroeconomic factors comprise real GDP, real exchange rate
and bank leverage -all of them in annual percentage change. The global variables are moti-

vated by the observed clustering of credit booms around certain time periods. Following the
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literature (Forbes and Warnock|, 2012), the chosen variables to control for global factors are
global liquidity and global risk. The detailed description and sources of each variable can be
found in Table [A.3l

Despite controlling for such a comprehensive set of factors improves the accuracy of
the model, the possibility that something else is affecting the probability of credit booms can
never be ruled out. However, even if there are some missing variables in the model, the fact
that the control variables in this case tend to be highly correlated with each other reduces

the potential implications of such omission (see correlations in Appendix Table )

2.4 Results

In this section I present the results of the estimations. First, I provide the results of the
estimations in which the only explanatory variable is total banking flows (inflows). Then, I
introduce control variables into the equation. Last, I show the results of the specifications
in which the explanatory variables are banking flows to the banking sector (B-B) and to
the non-banking sector (B-NB). All the result tables show the coefficient of each of the two
lags as well as the linear combination of both lags. I conclude this section presenting the

robustness checks.

Table |3|shows the results of the estimations in which total banking flows is the only ex-
planatory variable. The first four columns show the results for the whole sample of countries
and the other set of four columns shows the results for each of the three income subsamples.
The coefficients of the sum of the lags are positive and statistically significant in all the
credit boom types, which means that international banking flows increase the probability of
a credit boom event. In particular, the coefficient of the sum of the lags of column (1) is
0.22, which means that a rise of banking inflows by 1 percent of GDP increases the log of the
odds ratio of having a credit boom by 22 percent. The probability of bad booms is estimated
in column (3) and the coefficient is slightly higher, 0.23, and also statistically significant. It
indicates that the rise of banking inflows by 1 percent of GDP increases the log of the odds
ratio of having a bad boom by 23 percent.

The results across income levels are presented in columns (5) to (16) of Table[3land show
that international banking flows significantly increase the probability of credit booms in high

and middle income countries but do not affect credit booms in the lower income group. In
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high income countries, banking flows increase the probability of all types of credit booms. In
middle income countries, the coefficients are also positive and statistically significant, except
for the estimation of the probability of good booms -column (10). None of the coefficients
in the lower income regressions are significantly different from 0, which means that credit
booms in lower income countries are not a banking flow driven story. This finding aligns
with the small amount of banking flows going into lower income countries that was found in

the descriptive analysis (section 3.2).

Since banking flows do not affect the occurrence of credit booms in lower income
countries, the rest of the analysis is focused on high and middle income countries. I put
together the sub-samples of high and middle income countries in order to increase the number

of observations and statistical power of my results.

Table (] introduces control variables in the joined sample of high and middle income
countries. The coefficients of total banking flows are positive and statistically significant
in all cases which means that international banking flows increase the probability of bad
credit booms, even if we control for other factors. Columns (1)-(4) show the results of the
estimations with for other capital flows as controls (non-bank debt, foreign direct investment
(FDI), and portfolio equity), columns (5)-(8) add macroeconomic controls (real GDP, real
exchange rate, and banking leverage), columns (9)-(12) show the results with other capital
flows and global variables as controls, and columns (13)-(16) show the results controlling for

all the above variables.

Next, I estimate the probability of credit booms having as explanatory variable each
type of banking flow: flows to the banking sector (B-B) and flows to the non-banking sector
(B-NB). The main finding is that banking flows to the banking sector (B-B) increase the
probability of booms, while banking flows to the non-banking sector (B-NB) are not signifi-
cantly associated with them. Table 5| columns (1)-(4) show that the coefficient on banking
flows to the banking sector (B-B) are positive and statistically significant at 1 percent level,
while the estimate on banking flows to the non-banking sector (B-NB) is positive but smaller
and not statistically significant. These results are robust to controlling for other capital flows,

columns (5)-(8); macro factors, columns (9)-(12), and global variables, columns (13)-(16).

I test whether the coefficient of B-B are significantly different from B-NBP’l The results

29Results available upon request.
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indicate that the difference between B-B and B-NB is statistically significant only for the
specifications that estimate all the booms; that is, columns (1), (5), (9) and (13) in Table [f]
For the rest of specifications, the point estimates remain positive but the significance level
declines -most likely because the number of observations is too small for the estimations to
have statistical power. Therefore, despite the statistical power of these checks does not allow
for a strong claim, the size and sign of the estimates allow concluding that B-B flows are the

ones that increase the probability of bad booms.
Robustness checks

This section explores whether the results are robust to an alternative selection of the
dummy year, the exclusion of the last global financial crisis, the use of alternative method-

ologies and the selection of different boom thresholds.

The previous results had the peak year as the year of the boom dummy. As a robustness
check, I select the period right before the peak as the year of the dummy. That is, the dummy
equals 1 at (T-1), where T is the peak of the boom. In appendix Table columns (1) to
(4) show the results for the specifications without controls, and columns (5)-(16) show the
results with controls. In all cases but in (10) and (14), the coefficient for bank to bank flows
(B-B) is positive and statistically significant, while bank to non-bank (B-NB) flows do not
significantly affect the probability of credit booms, which confirms the benchmark results.
Columns (10) and (14) estimate the probability of a normal boom with control variables.

The results indicate that neither B-B nor B-NB are statistically significant.

Next, I check whether the benchmark results are driven by the last global financial
crisis. I eliminate years 2006 to 2012 from the analysis and find that most of the benchmark
results are robust to this change. Table [B.2] shows the results for the specifications with
total banking flows as the key explanatory variable. The results indicate that the benchmark
results are robust except for bad credit booms in the high income group, where the estimates
are still positive but not significant. These results derive from the fact that most of the high
income bad booms in my sample occurred in the 2006-2012 period. Therefore, removing those
years reduces the statistical power of my results. Yet, the remaining estimates confirm the
benchmark results. Table shows the results of the regressions with control variables. All
the specifications give positive and statistically significant results except for the estimations
of normal goods, columns (2), (6) and (10). Yet, the benchmark results are robust in the

case of bad and conditional bad credit booms, which are the boom episodes that attract
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more policy interest.

Third, I check the sensitivity of my results to alternative methodologies: logit with
random effects and population average. In the benchmark specifications, I use country fixed-
effects because it is appropriate to capture persistent country specific factors and is common
in this literaturelﬂ. As a robustness check, I use alternative fixed effects assumptions. Table
B.4] collects the estimates, which indicate that the benchmark results are robust to these
alternative choices in most of the cases, although the point estimates and statistical power

become smaller.

Last, I change the boom thresholds from 1.65 standard deviations of the cyclical com-
ponent (benchmark) to 1 and 1.96 standard deviations to account for the different magnitude
of the surge in credit. The results do not change significantly under the 1.96 standard de-
viation threshold but they become less significant because of the smaller number of credit
booms that result from the more stringent threshold definition. Under the 1 standard devi-
ation threshold, the number of booms increases to 156 credit booms (64 bad and 92 good
booms). As in the benchmark, the results show that banking flows significantly increase the
probability of all types of booms (see appendix Table . The main difference with respect
to the benchmark resides in the coefficients of the two types of flows. Under the 1 threshold,
the estimates of bank to bank flows (B-B) are very similar to those of bank to non-bank
(B-NB) while, in the benchmark case, the B-B estimates are the only ones statistically sig-
nificant (see appendix Table . This may be due to the larger number of booms, which
increases the level of significance of the bank to non-bank (B-NB) coefficients and, therefore,
reduces the difference between B-B and B-NB that was found in the benchmark regressions.
However, when other controls are introduced into the estimation, B-B estimates are larger

than B-NB estimates and the only ones statistically significant, as in the benchmark (see

columns (9) to (11) of table [B.6)).

30A logit with country fixed effect estimates the effect of changes in the regressor with respect to each
country mean on the probability of boom events. If fixed effects were not included, the model would be
estimating the effect of the level of each regressor rather than the change from each country’s mean.
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2.5 Discussion

The results indicate that international banking flows increase the probability of credit booms
in the recipient country in the case of high and middle income countries. This result applies
to all types of credit booms: normal booms and bad booms (i.e., the booms that result
in financial crises). Distinguishing the type of banking flow by borrowing sector (banking
and non-banking sector), I find that bank to bank flows (B-B) significantly increase the
probability of credit booms while bank to non-bank flows (B-NB) do not.

One of the reasons for B-B flows, rather than B-NB flows, to increase the probability
of credit booms may be that bank claims on the real sector (B-NB) tend to be more market
driven than the claims on the banking sector. Bank to non-bank flows seem to respond more
to a real demand for funds, while flows to the banking sector may be due to any other reason

rather than real demand, such as carry-trade or other speculative motives.

One potential criticism of these results derives from the way credit booms are identified.
Credit booms are defined as episodes in which credit from domestic banks to the private
sector is substantially above its long-run trend. Unfortunately, the measure does not include
foreign credit to the private sector for lack of available data. Thus, one could think that
banking flows to the banking sector are the only ones that could possible trigger a credit
boom because flows to the non-banking sector are excluded from the boom measure -i.e.,
there seems to be a tautology. However, the banking literature has shown in other contexts
that bank to bank lending tends