Labor-Market Polarization Over the Business Cycle

Christopher L. Foote and Richard W. Ryan

Abstract:
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1 Introduction

Recent decades have seen distinct winners and losers emerge in the U.S. labor market. Consistent with a century-long trend, labor demand for high-skill workers has grown rapidly, as new technologies improve the outcomes of workers who have both the skills and the flexibility to use them (Goldin and Katz 2008). Moving down the skill distribution, workers with mid-level skills have not fared as well. Many of these workers are employed in routine jobs that can be replaced by automation or offshored to countries where wages are lower. Canonical examples of such jobs include assembly-line workers in manufacturing plants and workers in standardized office clerical jobs. Finally, low-skill jobs have proven relatively immune to replacement by automation or trade. While it may not take much formal education to clean a house or mow a lawn, a robot capable of doing most household chores has yet to be built, nor is it possible to ship a lawn to another country to be mowed. The hollowing out of job opportunities in the middle of the skill distribution has been termed the “polarization” of the labor market (Autor 2010; Acemoglu and Autor 2011; Autor and Dorn 2009; Autor, Katz, and Kearney 2008). In support of the idea that the decline in middle-skill jobs stems from the types of tasks that middle-skill workers perform and not from country-specific labor-market policies, researchers have found evidence of polarization in other advanced economies within Europe (Goos, Manning, and Salomons 2009).

Most of the empirical work on polarization has focused on the long-run relationship between labor-market polarization and wage inequality. Less research has explored how polarization might be related to the business cycle. ¹ This paper attempts to fill part of that gap by measuring the degree of cyclical synchronization in the labor-market experiences of U.S. workers from different skill classes, and then asking how that synchronization affects the cyclical reallocation of workers across different skill types.

To see why a cyclical investigation of polarization is timely, consider Figure 1, which updates a figure in Autor (2010) and Acemoglu and Autor (2011). The bar chart depicts employment growth for 10 consistently defined occupations over four time periods: 1979–1989, 1989–1999, 1999–2007, and 2007–2011. ² Appearing on the far left side of the chart are three high-skill occupations (managers, professionals, and technicians). On the far right side are three low-skill service occupations (protective services, food preparation and building and grounds cleaning, and personal care and personal services), which leaves four middle-skill occupations in the center (sales; office and administration; production, craft and repair; and operators, fabricators, and laborers). As Autor (2010) notes, the polarization of the labor

¹ Some exceptions to this statement include Jaimovich and Siu (2012) and Faberman and Mazumder (2012), which we discuss below.

² The 10 occupations are created by grouping lower-level occupational codes available in the Current Population Survey (CPS). We explain this procedure more fully below. David Autor, David Dorn, and Melanie Wasserman kindly shared these codes with us.
market is clearly depicted in this graph; in the 1980s, 1990s, and early 2000s the occupations in the middle of the skill distribution experienced the weakest long-run employment growth.

With respect to current problems in the U.S. labor market, a particularly troubling feature of Figure 1 is shown by the gray bars, which indicate that middle-skill occupations had the worst employment performance during and immediately after the Great Recession (2007-2011). Poor middle-skill job growth over both the long and short horizons suggests that long-term structural forces exacerbated the massive job losses that took place during the Great Recession and have slowed employment growth in the ensuing recovery. The figure’s implications become less clear, however, if the employment figures are evaluated relative to trends—arguably employment in personal care and personal services fared worst relative to previous rates of employment growth.

Establishing a relationship between labor-market polarization and the business cycle would inform both theory and policy. Business cycle theorists have long investigated potential links between recessions and the reallocation of productive factors across alternative uses. Some papers contend that firms are more likely to reorganize production during cyclical downturns when the opportunity cost of foregoing current production in favor of reallocation is low. Other papers have suggested that allocational shocks help cause recessions in the first place. For current policymakers, a cyclical component to labor-market polarization could shed light on why recent U.S. recoveries have tended to feature slow employment growth, as suggested by Jaimovich and Siu (2012). In particular, polarization may explain why the degree of apparent mismatch between job vacancies and unemployed workers rose in the wake of the Great Recession. Figure 2 shows the well–documented adverse shift in the empirical relationship between job vacancies and unemployment—the Beveridge curve—which suggests that the labor market now produces fewer job matches for a given number of job vacancies. A possible reason for this shift is that the U.S. workers who lost jobs in the Great Recession were predominately middle-skill workers that firms do not want to hire, and concern that polarization is hindering the jobs recovery is now part of the policy debate. According to the public minutes of the September 2012 meeting of the Federal Reserve’s Federal Open Market Committee:

A few participants reiterated their view that the persistently high level of unemp-
ployment reflected the effect of structural factors, including mismatches across and within sectors between the skills of the unemployed and those demanded in sectors in which jobs were currently available. It was also suggested that there was an ongoing process of polarization in the labor market, with the share of job opportunities in middle-skill occupations continuing to decline while the shares of low and high skill occupations increased. Both of these views would suggest a lower level of potential output and thus reduced scope for combating unemployment with additional monetary policy stimulus (Federal Open Market Committee 2012, p. 7).

Yet it is not a simple exercise to establish a direct link from polarization to either recent movements in the Beveridge curve or to the recessions-as-reallocations theory. As we will see, a high fraction of middle-skill jobs are in manufacturing and construction, two sectors that are highly responsive to the business cycle. Large middle-skill losses during the Great Recession may therefore reflect the typical job losses that occur whenever economic growth declines, so it may be the case that the gray bars in Figure 1 overstate the extent to which middle-skill job losses reflect structural forces like polarization. Additionally, much of the recessions-as-reallocations literature implies that the incentives for workers to reallocate themselves go up in recessions. To our knowledge, convincing empirical evidence for this assertion has yet to emerge.

This paper uses individual-level data from the Current Population Survey (CPS) to ask some basic questions about the experiences of different skill classes over the last 30 years of the U.S. business cycle, paying particular attention to the most recent recession.\(^5\) To partially control for industry effects, in most of the analysis middle-skill workers are separated into three subclasses—middle-skill manufacturing, middle-skill construction, and middle-skill “other.” Adding high- and low-skill workers from all industries to the three middle-skill groups gives us a total of five industry–skill groups to analyze.\(^6\)

The first set of empirical results concerns the strong synchronization in the business cycle experiences of workers in different industry–skill groups. Using some familiar statistical techniques, we estimate the common and idiosyncratic variation in the unemployment rates, job-finding rates, and job-separation rates for the different groups.\(^7\)

---

\(^5\)Following Autor (2010) and Acemoglu and Autor (2011), we use the occupation variable in the CPS to assign employed workers into different classes. For the unemployed, the CPS lists the individual’s most recent occupation, so we can classify jobless workers as well as employed ones. Because our paper does not investigate workers’ wages, we are free to use the entirety of the monthly files from the CPS (which do not have wages) not just the Merged Outgoing Rotation Groups (which include wage information).

\(^6\)We perform robustness tests to ensure that our results are not driven by the inclusion of manufacturing and construction workers in the high-skill category.

\(^7\)We define the job-finding rate as the rate at which unemployed workers find jobs and the job-separation rate as the rate at which employed workers enter the unemployment pool. These definitions do not account
disaggregated macroeconomic data with these statistical techniques often find that much of the variance in any component series is driven by common factors, and this paper is no exception.\(^8\) Skill-specific unemployment rates and job flows move together strongly over the business cycle, even though individual rates and flows often have different means and variances. With respect to the most recent recession, this synchronization is consistent with other work finding labor-market distress occurring across many different industries and varied demographic and educational groups (Elsby, Hobijn, and Sahin 2010; Dickens and Triest 2012). Our contribution is to show that comovement is also apparent after sorting workers on the basis of the long-run outlooks for their occupations. The results argue against a strong role for polarization in driving the currently slow U.S. recovery. In particular, we find that recent movements in job vacancies and the common component of job-finding rates do not support the view that labor-market polarization is responsible for the outward shift in the Beveridge curve depicted in Figure 2. And recent idiosyncratic movements in job flows provide no evidence that recessionary periods are becoming relatively easier for high-skill workers who have been favored by polarization trends. If anything, the recessions of 2001 and 2007–2009 were especially difficult for high-skill workers, given the experiences of similar types of workers in earlier downturns.

Synchronization in labor-market outcomes provides the context for the second set of empirical results focusing on the reallocation of unemployed workers in recessions and booms. Large numbers of middle-skill workers, especially in manufacturing, typically separate from employment in recessions. But the synchronization of business cycles discussed above means that these bursts of middle-skill separations take place at the same time that all other workers experience low job-finding rates. Thus, it is perhaps unsurprising that we find relatively little cyclical variation in the rate at which unemployed middle-skill workers transition out of unemployment to either high- or low-skill jobs. In fact, unemployed middle-skill workers appear reluctant or unable to move to other skill classes, as unemployed middle-skill workers who do find jobs accept middle-skill employment more than 75 percent of the time. While the fraction of middle-to-middle movements is trending down over time, this share does not display

---

\(^8\)Using techniques similar to ones below, Rissman (2009) and Reicher (2012) analyze common and idiosyncratic variation in employment data disaggregated by industry. The focus in this paper is on worker-level flows and unemployment rates disaggregated by skill. Tasci (2012) analyzes common and idiosyncratic variation in aggregate job flows to produce estimates of the long-term natural rate of unemployment, and Fleishman and Roberts (2011) extract a common business cycle from a variety of aggregate time series, including gross domestic product (GDP), gross domestic income, the labor-force participation rate, and the unemployment rate.
much cyclical variation.\footnote{This lack of cyclical variation does not mean that workers do not upgrade their skills over the business cycle. But it suggests that cyclical upgrading tends to occur when workers move directly to new jobs without intervening spells of unemployment (Krause and Lubik 2006).} However, this is not the case for the share of unemployed workers who exit unemployment for labor-force nonparticipation.\footnote{A nonparticipating worker is neither employed nor looking for work. Sometimes this status is labeled “out-of-the-labor-force.”} When the overall job-finding rate falls, the share of unemployed workers who leave unemployment for nonparticipation rises. But this pattern does not come about because unemployed workers are more likely to exit the labor force when finding rates decline. Rather, in recent recessions the explanation for the increased share of unemployment spells that end in nonparticipation owes more to a simple mechanical relationship: when job-finding rates fall, more unemployment spells end in labor-force nonparticipation because fewer unemployment spells end with transitions to employment.\footnote{Elsby, Hobijn, and Sahin (2012) argue that recessions release large numbers of workers with strong labor-force attachments into the unemployment pool. Consequently, the probability that an unemployed worker decides to leave the labor force declines in recessions due to a compositional effect. Our finding that the unconditional probability of moving from unemployment to nonparticipation does vary much over the cycle may reflect the specific demographic variables that we are holding constant as we investigate this correlation. It may also reflect the fact that we match workers in the CPS only on a month-to-month basis. Elsby, Hobijn, and Sahin (2012) link workers across 12 months and can therefore investigate the transition probabilities of unemployed workers who were previously employed 12 months ago. In any event, the authors find no evidence that unemployed workers are more likely to transition to nonparticipation in recessions, which is our conclusion too.} Taken together, these findings argue against a straightforward theoretical link between recessions and polarization-based reallocation.

The rest of the paper is organized as follows. Section 2 discusses data issues confronting polarization studies that use high-frequency worker-level data. Section 3 presents the results on the synchronization of business cycles, and Section 4 investigates cyclical variation in the reallocation of unemployed middle-skill workers. Section 5 concludes by relating the paper’s empirical findings to the current debate on the cause of the slow U.S. recovery and the academic literature on the reallocation of labor in recessions.

### 2 Data

#### 2.1 Occupational Classifications

One of the toughest tasks in the study of skill-based polarization is settling on the best way to classify workers. To a large extent we rely on previous work. Our data are drawn from the monthly basic files of the Current Population Survey (CPS), which categorize both employed and unemployed individuals into hundreds of detailed occupations. While the question used to elicit an individual’s occupation is constant throughout the sample, the classification system that the Bureau of Labor Statistics (BLS) uses to code occupations has changed near
the start of each decade (Bowler et al. 2003, p. 18). Fortunately, Meyer and Osborne (2005) create a classification system that generates consistent occupational categories over time. Yet, while the Meyer-Osborne system has the advantage of consistency, it also has hundreds of entries—too many for a focused study of labor-market polarization.

Autor and Dorn (2009) and Autor (2010) aggregate the Meyer–Osborne occupations into the 10 coarser occupations, as shown in Figure 1. Figure 3 displays monthly employment levels for these 10 occupations from January 1976 (when micro-level CPS data become available) to April 2012. The vertical lines in each panel indicate a change in the BLS’s underlying occupational classifications. To the extent that both the Meyer–Osborne and the Autor–Dorn classification systems are consistent, there should be no discrete jumps in measured employment when these changes occur. Some consistency problems are apparent, however. The first row of graphs correspond to high-skill workers (managers, professionals, and technicians). After the first reclassification in 1983, many managers (far left graph of top row) appear to be reclassified as technicians (far right graph of top row). Data for the four middle-skill occupations are displayed in the middle row of Figure 3; the jump in the measured employment of sales workers (far left graph of middle row) suggests a reclassification issue after the 1983 change in occupational codes.12 Finally, the measured employment of low-skill occupations, most notably personal care and personal services, also experienced big changes following reclassification dates.

To alleviate some of the reclassification problems, the employment levels from the 10 occupations are aggregated in the empirical work below. Figure 4 depicts monthly employment by skill after aggregating into high-, middle-, and low-skill categories, as in Autor and Dorn (2009), Autor (2010), and Acemoglu and Autor (2011). The effects of classification changes are less apparent, though some effect of the 1983 reclassification remains in high-skill employment, while a discrete increase in measured low-skill employment around the 2003 reclassification is also clear. The job-finding and job-separation rates we analyze are less susceptible to distortion from classification changes as long as these changes do not substantially alter the type of worker included in particular groups—even if the classification changes exert nontrivial effects on the numbers of workers in different groups. Figure 5 graphs the unemployment rates for the 10 individual occupations, providing some evidence that labor-market rates are not greatly affected by the reclassifications. Unemployment rates for the 10 occupations vary from month-to-month due to sampling error and the business cycle, but classification changes do not engender big jumps in these rates.13

Stepping back from classification effects, Figures 4 and 5 provide some visual evidence for

---

12Note that this increase also shows up in Figure 1, which indicates a big increase in sales employment in the 1979–1989 period.
13The unemployment rates in Figure 5 are adjusted for seasonal variation with a simple regression-based adjustment. We explain this adjustment more fully in Section 2.4.
a key assertion of this paper: while the labor-market outcomes of middle-skill workers vary more over the business cycle, recessions are bad for everyone. In Figure 5, the middle row shows that middle-skill workers are subject to large unemployment fluctuations. For example, workers in the production, craft, and repair group suffered jobless rates of approximately 15 percent during both the early 1980s and during the Great Recession. Unemployment rates for operators, fabricators, and laborers top out at more than 20 percent in the early 1980s and somewhat less than that recently. High-skill unemployment rates are lower; note the differences in the vertical scales in the top versus middle rows of Figure 5. But whenever middle-skill unemployment rises, so does high-skill unemployment. Moreover, for high-skill workers, the Great Recession stands out as a particularly difficult period. Unemployment rates for all three high-skill occupations rose to their highest levels since 1976 and have remained high since then.

2.2 The Role of Industry

In its most basic form, the polarization theory does not make specific predictions for the cyclicality of middle-skill employment. Polarization predicts a negative long-run trend for middle-skill jobs as middle-skill tasks are automated or offshored. But disentangling cyclical and trend effects means dealing with a disproportionate share of middle-skill jobs in manufacturing and construction, two industries with highly cyclical demand. In Figure 6, Panel A graphs the industry shares of employment for the three broad skill classifications (high, middle, and low). The graph for high-skill jobs shows that at the start of the sample period, more than 80 percent of high-skill jobs were outside of manufacturing and construction; that share has risen even higher since then. The next graph shows that the share of middle-skill jobs outside of manufacturing and construction has also been rising, but starting from a smaller initial value, so that today more than 20 percent of middle-skill work remains in manufacturing and construction. The last graph in the panel shows that over the sample period virtually all low-skill work has been outside of manufacturing and construction. Panel B of Figure 6 shows why construction and manufacturing employment are so strongly represented in the middle-skill designation: most construction and manufacturing workers fall into the middle-skill group.

Up to now, the study of labor-market polarization has focused on occupation, rather than industry, but a study of polarization and cyclicality should account for the special role that cyclical industries play in middle-skill employment. We examine this relationship in the simplest way possible by disaggregating middle-skill employment into manufacturing, 14As discussed below, Jaimovich and Siu (2012) provide a theory for why reductions in middle-skill employment should be concentrated during recessions when aggregate productivity is low, so that, as implied by the paper’s title, “the trend [in middle-skill employment] is the cycle.”
construction, and all other industries. Looking back at the employment levels in Figure 4 indicates that there is room to disaggregate middle-skill employment, as it has always been the largest of the three broad groups, despite polarization’s negative impact on middle-skill employment. Additionally, we choose to keep middle-skill employment in manufacturing and construction separate, mainly due to disparate long-run trends in those industries. As a share of total employment, manufacturing employment has been shrinking for most of the postwar era; it has been shrinking in absolute terms since the 2001 recession. Construction employment, on the other hand, has generally fluctuated from 4 to 6 percent of total employment since the 1950s.

Before investigating how similarly these five industry–skill groups behave over the business cycle, we point out one caveat regarding our chosen baseline classification. The top panel of Figure 6 shows that manufacturing and construction are heavily represented in middle-skill employment, but the figure also indicates that these two industries account for nontrivial shares of high-skill employment. We could separate manufacturing and construction employment from high-skill employment, as we do for middle-skill employment, but increasing the number of industry–skill groups would complicate the analysis; in particular, doing so could render the statistical models we estimate below less informative. We will therefore run robustness checks to make sure that any interesting results we find do not stem from the inclusion of some manufacturing and construction workers in the high-skill group.

2.3 Employment Growth, Educational Attainment, and Unemployment Rates for the Industry–Skill Groups

Figure 7 provides some detail on employment and educational attainment for our five industry–skill groups, with Panel A displaying employment levels. The lines for the high-skill and low-skill groups are the same as in Figure 4 because those designations are unchanged. The panel shows that the three disaggregated middle-skill groups have different long-run trends. The next two panels explore these employment trends more fully by indexing employment in each group to equal 100 in 1976:Q1. Panel B shows that from 1976 to the early 1990s, employment for the high-skill, low-skill, and middle-other groups grew at about the same rates. Shortly after the 1990–1991 recession, high-skill employment pulls away from the other two groups, leaving the middle-other and low-skill groups to grow together until the 2001 recession. At that point, an unfortunate CPS classification change causes measured low-skill employment to jump, making further trend comparisons difficult. Yet it is interesting that employment growth for the low and middle-other groups were so close for so long, given the expected negative effect of polarization on the middle-other group. The negative effect of polarization shows up much more strongly in the middle-manufacturing category, which is displayed with middle-construction in Panel C. The absolute decline in overall manufacturing
employment is consistent with the decline in absolute employment of middle-manufacturing workers over time. And, as pointed out by Jaimovich and Siu (2012), many of those losses are concentrated around recessions. Yet middle-construction workers have fared better. While middle-construction employment is cyclically sensitive, it grew to about 2.5 times its 1976:Q1 value by the eve of the Great Recession. Finally, Panel D measures educational attainment for the five groups. As we would expect, high-skill workers are most likely to be college graduates, though the college-educated are also found in middle- and low-skill work. Middle-skill workers outside of manufacturing and construction are also relatively well-educated, with more representation in the some-college or college categories than the other middle-skill or low-skill groups.

The employment data in Figure 7 provide useful background for our empirical work—particularly in regard to trend employment growth—but previously noted problems arising from changes in occupational classifications prompt us to emphasize instead the behavior of unemployment rates and job flows. Figure 8 graphs the quarterly unemployment rates for our five skill classifications. Later in the paper we will discuss data that have been adjusted for both seasonal effects and for the changing demographic composition of workers, but here we just plot the raw rates. As we saw in the unemployment rates among the 10 individual occupations in Figure 5, the unemployment rates of all workers move together but there are substantial differences in both levels and seasonal sensitivities across the five industry–skill groups.\textsuperscript{15} For example, our figure replicates the high and seasonal unemployment rates for construction workers found in published BLS data.\textsuperscript{16} The figure also shows that average unemployment for the middle-other group falls in the middle of the pack, and is lower than the rates for other middle-skill and low-skill workers and higher than the rate for the high-skilled group. And as we have seen, recent unemployment rates are high for all groups, even high-skill workers.

2.4 Adjusted Job-Finding and Job-Separation Rates

The unemployment rates in Figure 8 vary across groups because workers flow in and out of unemployment at different rates. As in previous research, job flows are calculated for those CPS respondents who have been matched across consecutive survey months. To ensure that the resulting flows reflect cyclical forces, the flows are adjusted in several ways. To account for changing demographics, we run year-specific, individual-level logit regressions for each of

\textsuperscript{15}The unemployment rates in Figure 5 were adjusted for seasonal effects but not demographic composition.

\textsuperscript{16}Of course, the middle-construction unemployment rate we calculate corresponds only to construction workers with mid-level skills, while the published construction unemployment rate is relevant for all construction workers. However, Panel B of Figure 6 shows that around 80 percent of construction employment is middle-skill. This fact implies a close correspondence between the middle-construction unemployment rate we calculate and the published rate for all construction workers.
the five industry–skill groups. For example, to adjust (say) job-finding rates, we use the logits to model the probability that an unemployed worker in a specific group will transition from unemployment to employment from one month to the next. The regressors in this model are demographic variables reflecting race, marital status, gender, education, and age. This approach generates separate sets of demographic coefficients that vary by year for each of the five groups. To calculate the adjusted job-finding probabilities for one of the groups, we use these year-specific logit coefficients to generate a series of expected job-finding probabilities for a “typical worker” in that group. This typical worker is defined as one with demographic characteristics equal to the within-group sample average. Adjustments for job-separation rates are figured similarly, using logits modeling the probability that an employed worker will transition to unemployment.

After adjusting the job flows for demographic composition, we then adjust these flows for time-aggregation. When a worker in the CPS loses a job, the worker has on average about two weeks to find a new job before the CPS’s next monthly survey week. If the worker does find a job, then the CPS will not record the job separation, causing the measured job-separation rate to be too low. A number of ways to account for time-aggregation bias have been suggested in the literature. We use the method concurrently proposed by Shimer (2011) and Elsby, Hobijn, and Sahin (2012). This approach uses the eigenvalues from the transition matrix of unadjusted flows to back out the implied continuous-time flow probabilities of moving from employment to unemployment or vice versa. Using these continuous-time probabilities, one can then calculate the probability of (say) moving from employment to unemployment from month $t$ to $t + 1$, abstracting from the possibility that a new job can be found before the next survey date occurs. Finally, to seasonally adjust a time series, we simply regress the series on a constant and a set of quarterly dummies, omitting the dummy for the first quarter of the year. The seasonally adjusted series is the constant from this regression plus the residual.

In Figure 9, the top row presents the adjusted job-finding rates for the five industry–skill groups, with Panel A depicting the finding rates for high- and low-skill workers and Panel B depicting the corresponding rates for the middle-skill groups (to facilitate comparisons the vertical scales in the two panels are identical). There is substantial commonality across the five finding rates both in their means and their cyclical movements. Panel A shows that unemployed workers at the two ends of the skill spectrum (high and low) find jobs at nearly the same rates. Panel B shows that the job-finding rates for middle-manufacturing and middle-other workers are also nearly identical, even though Figure 7 showed stark differences in the

\footnote{17 For example, see the discussion of time-aggregation in Shimer (2005, pp. 32–33).}

\footnote{18 The full time-aggregation correction described in Shimer (2011) and Elsby, Hobijn, and Sahin (2012) also allows transitions to and from labor-market nonparticipation, but we abstract from nonparticipation in our adjustments to the job-finding and job-separation rates.}
long-run employment trends of these two groups. The finding rate for middle-construction workers is somewhat higher than that of other middle-skill groups, but the difference appears to be a near-constant level effect. The similar time-series behavior of job-finding rates across skill classes is consistent with Elsby, Hobijn, and Sahin (2010), who find that job-finding rates for workers with different levels of formal education move together closely over the business cycle, including the most recent one (that is, the Great Recession).

The bottom two panels of Figure 9 graph job-separation rates. Here, the differences across industry–skill groups are substantial. To begin with, high-skill workers separate into unemployment less often than other workers. Also, job separations for middle-manufacturing workers spike in recessions, though otherwise these separations are usually only slightly higher than separations for the middle-other group. The middle-skill panel also reflects the fluid nature of construction work. As with finding rates, separation rates for middle-construction workers are the highest of any group.

To the extent that our definition of skill correlates with formal education, the large difference in average job-separation rates across groups should not be surprising. An inverse relationship between the incidence of unemployment and formal education has been documented at least since Mincer (1991). Differences in unemployment incidence have been studied with respect to other demographic variables as well. In a recent paper, Hoynes, Miller, and Schaller (2012) note that the differences in unemployment incidence across demographic groups have proven remarkably stable over the past three decades, and that during the Great Recession these unemployment disparities correlated with demographic differences in industry and occupation.

Yet while the previous literature has emphasized differences in the unemployment incidence of various groups, it is also important to note the strong cyclical comovement in the separation rates of different groups. This comovement emerges more clearly when we graph job flows that have been standardized, so that each series has a mean of zero and a standard deviation of one. As shown in Figure 10, standardizing the separation rates shows in particular that even though high-skill workers suffer fewer separations during recessions than other workers, their separations cyclically rise and fall along with those of everyone else. Indeed, a salient feature of this graph is that in the last two recessions, the job-separation rate for high-skill workers is elevated relative to its sample history.

In the next section, we quantify the common and idiosyncratic variation in job-flows for

---

19 Mincer (1991) found a negative relationship between the incidence of unemployment and years of education among male respondents in the Panel Survey of Income Dynamics. Further, differences in the duration of unemployment (roughly, the differences in job-finding rates) are much less important in driving the differences in unemployment rates across educational groups. Using a model with incomplete markets, Mukoyama and Sahin (2006) show that Mincer’s finding on unemployment incidence implies that the costs of business cycles are relatively high for low-skill workers. Not only are low-skill workers unemployed more often, but their low levels of wealth make it harder for them to self-insure against fluctuations in consumption.
the five industry–skill groups. Doing so will allow us to investigate the importance of labor-market polarization as a potential explanation for parallels and contrasts in the experiences of differently skilled workers over the business cycle.

3 Synchronization of Business Cycles across Industry–Skill Groups

3.1 Principal Components Analysis

A common procedure to assess both common and idiosyncratic movements in a set of time series is principal components analysis (PCA). This nonparametric procedure models common variation in a system of variables as arising from a set of common factors, to which the individual series are related by so-called factor loadings. Formally, let $y_{it}$ denote an unemployment rate or a job flow for industry–skill group $i \in \{1, \ldots, 5\}$ in quarter $t$. The full principal components model for $y_{it}$ is

$$y_{it} = \phi_1^i F_1^t + \phi_2^i F_2^t + \phi_3^i F_3^t + \phi_4^i F_4^t + \phi_5^i F_5^t,$$

where the symbol $F$ represents the factors that are common to all five groups and the symbol $\phi$ depicts the group-specific factor loadings. The $F$s are identified by imposing orthogonality among the factors, then ordering the factors sequentially by how much variance they can explain. In other words, $F_1^t$ and the individual $\phi_1^i$s are constructed to explain the maximum amount of total variation among the five individual rates. Then the factor $F_2^t$ and its associated factor loadings are constructed to explain the maximal amount of remaining variance, and so on for all five factors. Because there are five industry–skill classes, five factors will explain all of the variance in each system of labor-market data and thus will completely characterize each individual unemployment rate or job flow.\(^{20}\)

One limitation of PCA is that the individual component series being modeled should have variances of similar sizes, so it is common to perform PCA on standardized series, such those graphed in Figure 10.\(^{21}\) If this standardization is not performed and the variances of the component series differ greatly, then the first factor will be unduly influenced by the series with the largest variance. This limits the usefulness of the PCA as a characterization of common variance across all component series.

\(^{20}\)There is no error term in equation (1) because this decomposition includes all five factors. Also, while we have described the construction of the factors sequentially, in practice the factors are estimated simultaneously through an eigenvalue decomposition of the system’s covariance matrix. For a thorough yet accessible introduction to PCA, see Shlens (2009).

\(^{21}\)We also seasonally adjust the component series before estimating the PCA. Regarding the individual variances, PCA works well when individual component variables have the same variances, but that variance does not have to equal one. Normalizing the component series to have unit variances is a common choice, however, and is equivalent to performing a PCA on the correlation matrix of the variables rather than the covariance matrix. The correlation–matrix choice is the default in the Stata software package, for example.
Selected results from three separate PCAs used to analyze unemployment rates, job-finding rates, and job-separation rates appear in Figure 11. The table at the top shows the cumulative share of total variance explained by adding additional factors \(F^2, F^3, \text{and so on}\) to each PCA. Because there are five industry–skill groups in each PCA, the row corresponding to \(F^5\) shows that the share of total variance explained by using all five \(F\)s equals 1.00. More interesting are the results in the first row, which indicate that most of the variance in each system is explained by the first factor, \(F^1_t\), alone. Among standardized unemployment rates, the first factor and its associated factor loadings, the \(\phi^1_i\)s, explain 90.2 percent of the total variance in the system. Moving to the individual job flows, the corresponding share of total variance explained in the job-finding system is 86.4 percent, a number that confirms the pattern suggested visually in Figure 9: the job-finding rates of the different industry–skill groups move together closely over the cycle. But the table also shows that once job-separation rates are standardized, a single factor explains 66.9 percent of their total variance—a smaller but still substantial amount.

PCA can also be used to study idiosyncratic variation in component series. Consider a model that uses only one factor to model common variation: 

\[ y_{it} = \phi^1_i F^1_t + e_{it}. \]

Here, the contributions of the second through fifth factors have been folded into the error term \(e_{it}\), which reflects idiosyncratic variation orthogonal to the common variation driven by \(F^1_t\). It turns out that idiosyncratic movements in finding and separation rates for high-skill workers provide some interesting insights on the potential role of labor-market polarization in recent business cycles. Panels B and C of Figure 11 depict standardized high-skill finding and separation rates \((y_{it})\) along with the one-factor predictions \((\phi^1_i F^1_t)\); the gap between these lines equals \(e_{it}\). Panel B shows that the actual and predicted finding rates for high-skill workers line up closely, as we would expect given the high degree of total variance in finding rates explained by only one factor. But the predicted high-skill finding rate dips below the actual finding rate for an extended period in the early 2000s. Additionally, Panel C shows that the predicted high-skill separation rate lies below the actual rate during the last two business cycles. In other words, relative to their experiences in previous business cycles, high-skill workers experienced job-finding rates that were lower than expected in the early 2000s, while they experienced separation rates that were higher than expected during the two most recent business cycles. If recent business cycles were strongly affected by labor-market polarization, we would not necessarily expect this pattern.

\[ ^{22}\text{Full results of the PCAs for are available from the authors upon request.} \]
\[ ^{23}\text{There is also a shorter-lived drop in the early 1990s.} \]
\[ ^{24}\text{The (unreported) full results of the PCA indicates that the pattern of idiosyncratic movements for high-skill workers is essentially the opposite of the pattern experienced by low-skill workers, who enjoy higher-than-normal finding rates during the early 2000s and lower-than-normal separation rates during the two most recent recessions. This pattern is also apparent in the idiosyncratic movement estimated by the dynamic factor models, which are discussed below.} \]
3.2 Dynamic Factor Models: Specification and Estimation

PCA is often used to characterize comovement in different series, but the need to standardize the data beforehand means that the variances that a PCA attempts to estimate are in some sense artificial. We therefore estimate dynamic factor models (DFMs), which in our case do not require pre-standardization. Like a PCA, a DFM generates a latent factor (or factors) to drive common variation in the system. Our DFM has one common factor and is specified as follows:

\[ F_t = \rho F_{t-1} + \nu_t \]
\[ y_{it} = \alpha_i + \phi_i F_t + \gamma_{i\tau} q_\tau + e_{it}, \]

where \( \tau \) indexes the second through fourth quarters. The unobserved common factor \( F_t \) is constrained to be an AR(1) process by equation 2, which is often called the state equation.\(^{25}\) The individual rates are determined by the so-called observation equations, the functional form of which is shown in equation 3. The observation equations include the common factor, \( F_t \), the group-specific constants, \( \alpha_i \), and seasonal coefficients, \( \gamma_{i\tau} \). The component series therefore have their own means and seasonal cycles, though these series are partly determined by common variation. In our system, after accounting for common and seasonal variation, all remaining variation is absorbed by the error term \( e_{it} \). Like the disturbance term in the state equation, \( \nu_t \), this error is assumed to be normally distributed.\(^{26}\) This normality assumption allows joint estimation of the system as a state-space model via maximum likelihood and the Kalman filter.\(^{27}\)

Table 1 presents the parameter estimates from the DFMs for job-finding rates (column 1) and job-separation rates (column 2).\(^{28}\) The top row of the table shows that the common factors in both systems are strongly autocorrelated, with estimated AR(1) coefficients above 0.90 in both cases.\(^{29}\) For the finding-rate DFM in column 1, the coefficient estimates in the observation equations reflect the similarity in individual finding rates evident in Figure 9. Because the means of the component finding rates are similar, the estimated constant terms in the observation equations are also similar; all but the middle-construction constant

---

\(^{25}\)Independent variables can be entered as right-hand-side variables in the state equation. These additions are especially useful in forecasting applications.

\(^{26}\)The variance of \( \nu_t \) is also normalized to equal one.

\(^{27}\)Maximum likelihood estimation is feasible when the number of observation equations is not too large. It is infeasible in large systems now common in empirical macroeconomics, but the abundance of information in these systems means that it is usually appropriate to estimate the factors by PCA, then treat them as data for further analysis (Stock and Watson 2011). For an application of this approach, see Stock and Watson (2012).

\(^{28}\)Coefficients on the quarterly dummies from the observation equations are omitted from the table.

\(^{29}\)Graphs of the \( F_t \) factors themselves can be found in Figure A1, which compares these series with the first factors from the PCAs.
are estimated to be close to 0.25. Additionally, the common factor $F_t$ has a similar effect on the finding rates of all industry–skill groups, with the relevant coefficients clustered in a tight range of 0.010 to 0.014. Finally, the finding-rate DFM does a particularly good job of explaining finding rates for middle-skill workers. The $R^2$ of the observation equation for middle-other workers, calculated as $\frac{\text{Var}(\hat{y}_{it})}{\text{Var}(y_{it})}$, is 0.95, while those for middle-construction and middle-manufacturing workers are both 0.86. However, the $R^2$s for both the high- and low-skill workers are only marginally lower (0.83).\(^{30}\)

Coefficient estimates from the separation DFM vary more across observation equations, consistent with the larger differences in nonstandardized separation rates that appear in Figure 9.\(^{31}\) The constant terms range from a low of 0.565 for high-skill workers to almost 10 times that for middle-construction workers. The varying scale of separations across groups is also reflected in the large dispersion among $F_t$ coefficients, ranging from 0.016 for the high-skill group to 0.379 for middle-construction. Also, the separation DFM does a better job fitting the data for middle-construction workers than for other workers. The $R^2$ for the middle-construction equation is 0.88, though all other $R^2$s in the model are close to 0.50 or larger. The relatively good fit for middle-construction may reflect a strong cyclical component for separations in that industry–skill group, relative to the importance of idiosyncratic variation.

### 3.3 Idiosyncratic Variation Implied by Dynamic Factor Models

We now show that idiosyncratic movements in individual job flows implied by the DFMs provide little evidence that the disparate impacts of recent business cycles have been influenced by labor-market polarization. Figure 12 depicts the smoothed DFM errors for the three middle-skill groups.\(^{32}\) Panel A shows the finding and separation errors for middle-skill workers outside of construction and manufacturing, which provide some basis for characterizing polarization’s impact on middle-skill workers after stripping away the effect of working in an industry that is highly responsive to the business cycle. As suggested by the high $R^2$ from the relevant observation equation, the left graph in this panel shows that middle-other errors in the finding-rate DFM are very small. There do not appear to be any extended periods when middle-other finding rates are substantially higher or lower than expected given the common variation in all finding rates. The same is true for the middle-other errors in the separation DFM, pictured in the right graph (note the difference in vertical scales). From the late 1990s through the mid-2000s, middle-other separation errors tend to be higher than errors in other years, but the difference is not large. Moreover, in the last few quarters of the

\(^{30}\)Calculating the $R^2$s as $1 - \frac{\text{Var}(e_{it})}{\text{Var}(y_{it})}$ gives essentially the same $R^2$s as those in the table. Note that the $R^2$s also reflect the contribution of the quarterly dummies, whose coefficients are omitted from Table 1.

\(^{31}\)Coefficient estimates in the observation equations of the separation DFM have been multiplied by 100 for notational convenience.

\(^{32}\)Errors are smoothed by averaging over quarters $t - 3$ to $t + 2$ with equal weights.
sample—a period that includes the slow recovery from the Great Recession—the finding and separation rates for middle-skill workers outside of manufacturing and construction are well described by the common variation in job flows for all workers, as the middle-other errors in both DFMs are near zero.

Idiosyncratic errors for middle-manufacturing and middle-construction workers display more substantial variation. The right graph in Panel B of Figure 12 shows that separation errors for middle-manufacturing workers spike in all recessions, as recessionary job losses for this group are especially acute and thus not completely reflected by changes in the common factor $F_t$.\footnote{A potential qualification to this statement is that the spike in middle-manufacturing separations near the 1990–91 recession is substantially smaller than during other recessionary periods.} The pattern in separation errors for middle-manufacturing is also consistent with trend employment growth for this group. In the first half of the sample period, middle-manufacturing separation errors drop sharply after recessions, but the errors remain high between the 2001 and 2007–2009 recessions, a period of generally declining employment in this group.\footnote{See Panel C of Figure 7.} Also consistent with this trend is the pattern of middle-manufacturing errors in the finding-rate DFM, which generally remain low in the 2000s as well.

Idiosyncratic movements in job flows for middle-construction workers differ from the middle-manufacturing pattern. Relative to their predicted values, middle-construction finding rates are too low during the 1990–1991 recession but too high during the recession of 2007–2009. This pattern may seem odd at first, since the Great Recession is associated with a housing market collapse. Yet the early 1990s also saw serious housing reversals in some regions of the country, particularly the Northeast and California.\footnote{BLS data show that the four-quarter change in overall construction employment was −9.5 percent in 1991:Q3. This four-quarter rate of decline is larger than any four-quarter decline experienced during the recessions of the early 1980s.} Because the 1990–1991 recession was mild for the economy as a whole, middle-construction finding rates turned out to be lower than expected given the modest dip in overall job-finding during the early 1990s recession. When the Great Recession occurred nearly two decades later, construction employment collapsed again—but so does employment in every other category. Because of the widespread drop in finding rates, job-finding rates among middle-construction workers turn out to be higher than expected once common variation in these rates is accounted for.

More to the point of this paper, there is a general inverse relationship in both finding and separation errors for middle-skill workers in manufacturing and construction. The 2000s saw middle-manufacturing workers lose jobs at higher than normal rates, while similarly skilled construction workers experienced fewer than expected separations. The opposite is true for job-finding rates, which were relatively low for manufacturing workers and high for construction workers during the same period. This pattern is consistent with recent work by Charles, Hurst, and Notowidigdo (2012), who argue that during the 2000s the housing...
boom masked the effects of ongoing distress in manufacturing on the labor-market outcomes for men without college educations. The manufacturing–construction dichotomy in Figure 12 also highlights the importance of accounting for industry effects when investigating the interaction between polarization and the business cycle, perhaps encouraging us to put more weight on the results for middle-skill workers outside of these two cyclical (and differently trending) groups.

Figure 13 graphs the smoothed DFM errors for high-skill and low-skill workers. The errors for high-skill workers are consistent with the findings from the corresponding PCAs. High-skill finding rates are abnormally low after the 2001 recession and separations are elevated after the two most recent recessions. These patterns are generally the reverse of the pattern for low-skill workers. Also, the small absolute size of the high-skill separation errors has more to do with the low average high-skill separation rate than to a particularly good model fit. Recall that Table 1 shows that the $R^2$ for the high-skill separation equation is 0.52, the second lowest of any group.

Summing up, idiosyncratic movements in job flows are hard to square with a claim that labor-market polarization is making U.S. recessions worse for middle-skill workers. It is true that middle-skill workers lost the most jobs in the Great Recession, but this pattern generally holds true in all recessions. Outside of the highly cyclical industries of construction and manufacturing, middle-skill job flows are well-explained by the common variation in flows for all workers, even during the Great Recession.36

**3.4 Common Finding-Rate Variation and the Vacancy–Unemployment (VU) Ratio**

We next relate the estimate of the common factor, $F_t$, from the finding-rate DFM to the tightness of the U.S. labor market, as measured over time by the ratio of total job vacancies to total unemployment (the VU ratio). This exercise can serve as a check of our industry–skill classifications. The DFMs do not take into account the size of the individual industry–skill classes, so the $F_t$s they generate are influenced by the classification scheme we choose.37 A close relationship between the rate of hiring in the economy and the VU ratio—a relationship sometimes called the hiring function—is clearly implied by theory and has been demonstrated

---

36In some unreported work, we performed some robustness checks to ensure that our results for high-skill workers do not result from the inclusion of manufacturing and construction workers in that category. We found that PCA errors from a model in which high-skill workers did not include manufacturing and construction workers were very similar to errors from a model that included those workers in the high-skill group. See Figure A2.

37Assume that we divided workers into five groups—four whose labor-market outcomes were noncyclical and a fifth where these outcomes were highly cyclical. Cyclical variability would be relegated to idiosyncratic variation of the last group, even if the first four groups included very few workers.
in previous empirical work using aggregate data. Consequently, if our classification of workers is reasonable, then we should find a close relationship between the estimated $F_t$ and the VU ratio. A second reason to relate the finding-rate $F_t$ to the VU ratio is to see whether the recent shift in the Beveridge curve, which has been linked to a deterioration in the hiring function, can also be linked to polarization.

To construct the VU ratio, we use the vacancy series produced in Barnichon (2010), which spans the post-1995 decline in newspaper help-wanted advertising (the basis for the traditional vacancy series that started in the early 1950s) as well as the introduction of the BLS’s Job Opening and Labor Turnover Survey (JOLTS) in December 2000. We regress the common finding factor, $F_t$, on the VU ratio and a constant:

$$F_t = \alpha + \beta VU_t + \varepsilon_t.$$  

We then graph the fitted values and out-of-sample forecasts from this regression, along with the actual values of $F_t$ used in equation (4). A close fit would indicate that our classification system is reasonable and that the VU ratio explains economywide hiring rates well. A divergence would suggest either that the classification system is inappropriate, or that the hiring function has broken down for reasons unrelated to polarization.

Figure 14 presents the results of this exercise. In each of the two panels, the solid line is the common factor from a finding-rate DFM while the dashed lines are fitted values and out-of-sample predictions generated by estimating equation 4 over two different sample periods. The green dashed line in each panel uses a sample that ends in 1985:Q4 (first vertical line) and the red line uses one that ends in 2007:Q3 (second vertical line). Panel A uses the $F_t$ from the baseline model reported earlier, for which the five component finding rates are adjusted for both demographic composition and for time aggregation. The relationship between the VU ratio and $F_t$ is remarkably stable until the onset of the most recent recession. Both regression-based predictions for $F_t$ are close to one another, even though the two predictions are generated from samples of very different lengths. This closeness indicates that the relationship between $F_t$ and the VU ratio does not change much between the end of the first sample (1985:Q4) and the end of the second sample (2007:Q3). When the Great Recession begins, however, both of regression-based predictions imply that hiring should be much higher than it actually is. We also investigate whether the post-2007 gap is related to

---

38See the theoretical discussion in Pissarides (2000) and the empirical results in Shimer (2005).

39Barnichon (2010) augments the traditional help-wanted data beginning in January 1995 with data from a concurrent survey of online help-wanted ads. We use the traditional newspaper-based vacancy series from January 1976 to December 1994, then use Barchinon’s composite series until December 2000, at which point the official vacancy series from the JOLTS program becomes available. This method gives us a consistent series of vacancies, in levels, throughout our sample period. For the denominator of the VU ratio we use the reported number of unemployed persons from the BLS.
our demographic adjustments. Panel B repeats the exercise above with an $F_t$ from a model without demographic adjustments to the component rates. If anything, using unadjusted flows improves the fit before 2007:Q3 but worsens it afterward.

The results in Figure 14 suggest that the finding-rate DFM is reasonably specified, but that the economic environment has changed since the Great Recession in ways that adversely affect workers of all skill types, not just those adversely affected by polarization. Confidence in the model’s specification is supported by the the close relationship between job-finding rates and vacancies before the recent recovery. Specifically, the “average” finding rate indicated by the model-based $F_t$ is closely related to the VU ratio before 2007:Q3. The recent discrepancy between job-finding rates and vacancies suggests that the hiring environment has undergone a pronounced adverse change, a finding that is consistent with the recent outward shift in the Beveridge curve. As noted earlier, previous research has linked this shift to a drop in the job-finding rate of unemployed workers, not an increase in job separations. Figure 14 suggests that this shift has little to do with polarization. Unemployed workers in all industry–skill categories are having trouble finding jobs in the recovery from the Great Recession. Indeed, the recent job-finding experiences of different types of workers are well-described by the (low) overall rate of job-finding. A look back at the left panels of Figures 12 and 13 indicates that the errors for each of the five industry–skill groups have been relatively close to zero in recent quarters.

The most important takeaways from the analysis of business-cycle synchronization can be simply stated. Consistent with the findings of other authors, there is strong comovement in the labor-market experiences of different types of workers, even in the recent recovery. We show that this comovement is present even after disaggregating workers by how their skills are likely to be affected by polarization. To be sure, this synchronization is not perfect—a single common factor does not explain all of the variance in skill-specific job flows. But the remaining idiosyncratic variation in job flows indicates that high-skill workers favored by polarization have also suffered during recent recessions. Moreover, the recent breakdown in the hiring function suggests that the adverse Beveridge curve shift has occurred alongside low rates of job-finding for workers throughout the unemployment pool. In the next section of the paper, we study the reallocation of unemployed workers with cyclical synchronization in mind. How do unemployed workers—middle-skill workers in particular—realloccate themselves in recessions, given the long-term outlooks that polarization implies?
4 Reallocation of Unemployed Workers Over the Business Cycle

4.1 Outflows from Unemployment: The Importance of Exits to Labor-Force Nonparticipation

The most basic question we can ask about unemployed workers is what type of new jobs they take, and whether the probability of taking jobs in different skill classes changes over the course of the business cycle. Figure 15 displays the composition of outflows from unemployment for each of the five industry–skill groups. These outflows are taken from the CPS data with no demographic adjustments. Panel A depicts the transitions of workers who leave unemployment for a new job, either high-skill, low-skill, or middle-skill. As we would expect, unemployed high-skill workers tend to take high-skill jobs, and low-skill workers generally take low-skill jobs. But middle-skill workers in particular tend to stay in their same skill class. Middle-manufacturing workers leaving unemployment take middle-skill jobs more than 75 percent of the time, while the corresponding percentage for middle-construction workers is even higher.

There are some changes in skill-switching probabilities over time, however. After the 1990–1991 recession, unemployed high-skill workers finding work became progressively less likely to take middle-skill jobs. A similar trend begins for low-skill workers around the onset of the 2001 recession. For unemployed middle-skill workers getting jobs, the trend away from middle-skill reemployment is more modest and begins earlier. This trend is obviously consistent with polarization of job opportunities away from middle-skill employment. But there does not appear to be much business cycle variation in the rate at which workers exiting unemployment switch skill classes. The probability of skill-switching for middle-skill workers appears particularly immune to business cycle fluctuations. Combined with the high percentage of middle-skill workers who stay in middle-skill work, the lack of cyclical variation in skill-switching for the middle-skill unemployed suggests that it is unattractive or infeasible for unemployed middle-skill workers to find high-skill or low-skill jobs at any phase of the business cycle.

Panel B of Figure 15 broadens the set of possible transitions out of unemployment to include exits to nonparticipation. Now some cyclical variation emerges. The black lines show that in the second half of the sample, a progressively higher share of workers who exit unemployment do so by leaving the labor force. Part of this upward movement may reflect the workforce’s demographic composition. As it ages, a higher share of the unemployed may choose to retire early by moving from unemployment (U) to nonparticipation (N). Just as importantly, there is also some business cycle variation in the share of unemployment exits ending in nonparticipation. For most industry–skill groups, the share of exits to nonpar-

\footnote{For convenience, we do not disaggregate new middle-skill jobs by industry.}
participation rises during later recessions and recoveries, including the Great Recession and its aftermath.

The rising importance of job flows involving nonparticipation has been noted in previous work that does not address polarization directly. But the rising share of U-to-N exits, combined with the cyclicality of this share in the latter part of the sample period, suggests that a study of long-run labor-market trends and cyclical reallocation should incorporate the potential exit for unemployed workers to nonparticipation. Unemployed middle-skill workers facing a declining demand for their skills may be more likely to respond to recessions by dropping out of the labor force, either to enjoy leisure or to augment their human capital. Participation decisions by high- and low-skill workers may also be affected by the decline in middle-skill opportunities. As Figure 15 shows, these workers also take middle-skill jobs when unemployed, so high- and low-skill workers may also find nonparticipation more attractive as middle-skill opportunities decline.

One must be careful, however, when linking the rising share of unemployment spells that end in labor-market nonparticipation to optimizing behavior on the part of unemployed workers. There is a simple mechanical explanation for cyclical movements in the probability of moving from unemployment to nonparticipation conditional on exiting unemployment in a given month. A worker can exit from unemployment in one of two ways: leaving the labor force or finding a job. Consider what happens when the job-finding rate falls: the probability of moving from U-to-N conditional on exiting unemployment is likely to rise—simply because the probability of exiting unemployment in the only other possible way has declined. To see how this matters in practice, consider the top panel of Figure 16, which depicts the economywide share of unemployment spells that end in nonparticipation. The green line uses the CPS microdata from this paper and the red line uses published BLS data on gross worker flows, available after January 1990. Both lines show the steady upward march and greater cyclicality in this share after the mid-1980s. The bottom panel shows the unconditional probability of moving from U-to-N; that is, the ratio of U-to-N movements to the total number of unemployed workers in the previous month. As other authors have pointed out this probability falls during recessions. Indeed, even though the top panel shows that the share of unemployment spells that end in nonparticipation is near its post-1976 high, the bottom panel shows that the unconditional probability of moving from U-to-N is near a

\[41\] Elsby, Hobijn, and Sahin (2012) note as a general matter that the cyclicality of these flows is important for understanding the time-series behavior of the unemployment rate. Kudlyak and Schwartzman (2012) point out that flows involving nonparticipation are especially important in accounting for movements in unemployment around time of the Great Recession.

\[42\] We would not expect these two lines to be identical, because the CPS microdata we use does not include new entrants (see footnote 7). Our data also omit a small number of unemployed workers whose occupation cannot be classified or is missing. Nevertheless, the seasonal and cyclical agreement in the two series in both panels of the figure is gratifying.
20-year-low. These two facts are explained, of course, by the recent collapse in the overall job-finding rate.

### 4.2 Modeling Unconditional Transition Probabilities for Unemployed Workers

To determine whether unemployed workers—middle-skill workers in particular—have responded differently to recent business cycles relative to their earlier behavior, we need to measure the cyclical responses of their unconditional transition probabilities controlling for potentially confounding factors.\footnote{Most recently, Elsby, Hobijn, and Sahin (2012) has argued that recessions change the demographic makeup of the unemployment pool by causing large numbers of workers with strong labor-force attachments to become unemployed. They find that controlling for demographics substantially reduces the downward recessionary movements in U-to-N probabilities apparent in the bottom panel of Figure 16. Their paper uses CPS data matched over 12 months, so they are able to control for the unemployed worker’s labor-force status 12 months before.} We estimate multinomial logit models that ask how these reallocation probabilities change in response to the economy’s overall job-finding rate, controlling for worker-level demographic characteristics (which may be relevant for trends as well as the cycle) as well as unemployment duration. Formally, consider an unemployed worker $j$ from industry–skill group $i$ who can either stay unemployed (U), exit to employment (E), or exit to nonparticipation (N). With staying in U is normalized as the baseline choice, the unconditional probabilities of transitioning from unemployment to either E or N are:

\[
\Pr(E_{ij,t+1}|U_{ij,t}) = \frac{\exp(\Gamma'_{iE}X_{ijt})}{1 + \exp(\Gamma'_{iE}X_{ijt}) + \exp(\Gamma'_{iN}X_{ijt})} \quad \text{and} \quad (5)
\]

\[
\Pr(N_{ij,t+1}|U_{ij,t}) = \frac{\exp(\Gamma'_{iN}X_{ijt})}{1 + \exp(\Gamma'_{iE}X_{ijt}) + \exp(\Gamma'_{iN}X_{ijt})}, \quad (6)
\]

where $X_{ijt}$ is a vector of regressors and the $\Gamma$s are parameters. For notational convenience, this representation does not distinguish between exits to high-skill, middle-skill, or low-skill employment, but this breakdown is made in the empirical work below. To capture worker-level attributes, the $X$ vector includes data on educational attainment, gender, marital status, and age. Reported unemployment duration is also entered as a set of dummy variables, with the omitted dummy corresponding to workers who have zero to one weeks of unemployment duration.\footnote{Age is specified as a cubic polynomial in the worker’s true age minus 35 years, so that all three age terms equals zero when the worker is 35 years old. Dummies are entered in the regression for nonwhite, female, and married. The three included education categories are less-than-high-school, some college, and college graduate. The female dummy is interacted with the nonwhite and married dummy as well as the cubic in age – 35. The duration dummies correspond to 2, 3, 4, 5–8, 9–13, 14–17, 18–21, 22–26, 27–51, 52, 53–78, 79–98, 99, and > 99 weeks of duration. We also exclude workers who are more than 70 years old from the estimation sample and include quarterly dummies (the first quarter is omitted).} To capture the state of the business cycle, we include the the common factor $F_t$ from the finding-rate DFM.\footnote{For notational convenience this factor is standardized to have a mean of zero and a variance of one.} For all unemployed workers except the high-skilled, we
report transition probabilities for a baseline worker who is 35 years old, male, unmarried, and white, and who has a high school diploma but no further education. For the high-skilled probabilities, we construct a baseline worker with a college degree. For each of the five types of unemployed workers, we run two multinomial logits, one on a sample from 1976:Q1–1985:Q4 and another on a sample from 1986:Q1–2012:Q1.

Before presenting the results, a caveat is in order. Flows between unemployment and nonparticipation are known to be measured with error. Recently, Elsby, Hobijn, and Sahin (2012) have studied this issue by matching monthly CPS records for the same individuals across several months. Just as earlier authors have found, recent work by Elsby, Hobijn, and Sahin (2012) notes that workers often move back and forth between nonparticipation and unemployment, suggesting that the true economic meaning of those two states is blurred for many in the labor market. When the authors “iron out” those CPS histories by removing potentially spurious transitions, they generate corrected series that are close to the corrections implied by Abowd and Zellner (1985). Yet the authors also find that these adjustments do not have large effects on the cyclicity of U-to-N flows (though the adjustments do affect the cyclicity of N-to-U flows). The main purpose of the multinomial logit regressions below is to see whether transition decisions change over time. If the nature of measurement error has remained constant, it is not immediately clear how this error would affect our results. That said, we do enter a post-1994 dummy in the \( X \) vector where appropriate. This dummy controls for any level shift in the probabilities after the CPS redesign, including the upward shift in the unconditional U-to-N probability that appears after the redesign in Figure 16.

### 4.3 Results of Multinomial Logit Models

Figure 17 displays the results of the logits for the middle-skill unemployed. The graphs on the left side of the figure correspond to the early sample period and those on the right are from the later sample. The blue bars in each graph are the relevant probabilities when the common finding-rate factor, \( F_t \), is one standard deviation above its mean; the gray bars correspond to probabilities when \( F_t \) is one standard deviation below its mean. Consistent with Elsby, Hobijn, and Sahin (2012), the figure shows that controlling for observables matters when estimating the transitions of unemployed workers to nonparticipation. The lower panel of Figure 16 showed that the average U-to-N probability for all workers falls in recessions, but in this figure the blue and gray bars corresponding to the nonparticipation exit are essentially constant in both sample periods.\(^{46}\)

What transition margins are affected for middle-skill workers when the overall job-finding

---

\(^{46}\)See Figure A3 for graphs of the same probabilities implied by models without demographic or duration controls. In that figure, a drop in the finding rate appears to have a negative effect on U-to-N transitions, consistent with the raw time series for U-to-N movements in the lower panel of Figure 16.
rate declines? Not surprisingly, middle-skill workers are less likely to exit unemployment for middle-skill jobs when the finding rate falls. A drop in the overall finding rate has little effect on the probability that a baseline middle-skill worker will find a job in another skill class, as these probabilities are low to begin with.\(^{47}\) Because the unconditional probabilities must sum to one, the lack of a cyclical response for most potential exits means that the decline in middle-skill re-employment probabilities caused by a drop in the overall job-finding rate is reflected nearly one-for-one by an increase in the probability that a middle-skill worker remains unemployed.

For comparison, we also estimated multinomial transition logits for unemployed high- and low-skill workers. The results were similar, in that lower finding rates did not increase the unconditional probability of moving from unemployment to nonparticipation.\(^{48}\) As Figure 15 showed, unemployed workers from the poles of the skill distribution sometimes take middle-skill jobs as well as jobs in their own skill classes. The multinomial logits for these workers indicate that both of these potential exits from unemployment are reduced when overall finding rates fall, but changes in the prevalence of the nonparticipation margin are minor.

What happens to unemployed workers after they transition to nonparticipation? In this paper, we match workers only across consecutive months in the CPS, and nonparticipating CPS respondents are not asked questions about their most recent occupations. Consequently, we are unable to determine whether “middle-skill nonparticipants” are more likely to emerge from nonparticipation with higher-skill jobs, as we would expect if these workers chose to use their time out of the labor market to augment their skills. We did, however, investigate outflows from nonparticipation over the sample period disaggregated by gender. To be sure, there were cyclical movements in the fraction of nonparticipating workers flowing into unemployment, consistent with the idea stressed in Elsby, Hobijn, and Sahin (2012) that workers flow back and forth between these two states. But when we look only at movements from nonparticipation to employment, there is little evidence that these flows are tilted toward higher-skill jobs in the wake of recessions.\(^{49}\)

Taken together, the results of the multinomial logits suggest that the rising and increasingly cyclical share of exits from unemployment to nonparticipation does not result from middle-skill workers—or any other type of worker, for that matter—choosing to transition to nonparticipation as an optimal response to lower job-finding rates. Rather, the time-series behavior of reallocations of unemployed workers to nonparticipation seems driven by a combination of demographic influences and the simple mechanical effect of being unable to exit

---

\(^{47}\)The probabilities in Figure 17 correspond to a 35-year-old baseline worker with a high-school degree, and choosing another baseline worker would affect the likelihood of a middle-skill transition out of unemployment into a low-skill or high-skill job. Setting the baseline equal to an “average” worker would still generate few transitions to high- or low-skill jobs; recall the low average rates for these transitions from Figure 15.

\(^{48}\)See Figure A4.

\(^{49}\)See Figure A5.
unemployment by finding a job.

5 Conclusions

This paper was motivated by a potentially troubling pattern that emerged during the Great Recession and the subsequent slow recovery. Figure 1 showed that from 2009 to 2011, the worst employment growth was experienced by middle-skill workers, the same group that has been adversely affected by long-term polarization trends in the U.S. labor market. Coupled with the outward shift in the Beveridge curve, Figure 1 appeared to suggest that unemployment today has an important structural component. If so, we would expect to find some class of workers in high demand, but previous empirical work using large research datasets has failed to do so. And efforts to measure the degree of structural mismatch directly have concluded that it is not a large and persistent feature of today’s labor market.\textsuperscript{50}

The study of high-frequency individual-level data over many years helps reconcile these results. It is true that recent middle-skill job losses were the most severe, but this is a common pattern due in part to the disproportionate fraction of middle-skill jobs located in manufacturing and construction. Outside of those cyclical industries, a dynamic factor model shows that middle-skill job flows are almost exactly what we would expect them to be given the poor state of the overall U.S. labor market. The results also provide context for the small high-skill employment losses in Figure 1. While also small in an absolute sense, the job-separation rate for employed high-skill workers is now large relative to the rate that would be expected given the experiences of high-skill workers in other business cycles. Along these lines, these results buttress other research that finds workers of all types are having trouble finding jobs; this pattern remains consistent even after workers are segmented on the basis of how their previous occupations line up with labor-market polarization. Finally, bringing job vacancies into the analysis suggests that polarization is not behind the recent shift in the Beveridge curve. Common variation in job-finding rates across industry–skill groups closely followed the vacancy–unemployment ratio until recently, a finding that is consistent with the idea that job-matching efficiency has declined for many types of workers, not just those in the middle of the skill distribution.\textsuperscript{51}

Historical context is also useful for relating labor-market polarization to the recent aca-

\textsuperscript{50}Dickens and Triest (2012), Sahin et al. (2012), and Lazear and Spletzer (2012) find that some measures of industry-level or occupational mismatch rose during the Great Recession but have since retreated.

\textsuperscript{51}Faberman and Mazumder (2012) perform a skill-based breakdown of employment growth using annual CPS data from 2007 through 2011. Consistent with Figure 1, they find that job losses are most severe among occupations in the middle part of the skill distribution. However, the Conference Board’s monthly help-wanted data, which begins in May 2006, shows that middle-skill job vacancies have generally outpaced those from other groups during the recent recovery. The authors conclude that these results provide little support for the mismatch hypothesis, though the combination of high middle-skill job postings with low middle-skill employment growth may indicate some degree of mismatch within the middle-skill group.
demic literature on recessions as reallocations. In particular, a provocative paper by Jaimovich and Siu (2012) contends that polarization is responsible for the jobless recoveries experienced after the 1990-1991, 2001, and 2007-2009 recessions. In its most basic form, the paper’s search-and-matching model of the labor market includes two types of occupations, high-skill and “routine,” the latter of which is equivalent to middle-skill jobs. To reflect polarization, the productivity of routine jobs is assumed to decline gradually relative to high-skill productivity. This trend encourages routine workers to switch into high-skill jobs, but doing so is difficult. Routine workers must first separate from their old jobs and then search in a so-called switching market. Once they find jobs in this market, former middle-skill workers augment their skills while working and soon become qualified for high-skill work. Unfortunately for potential switchers, jobs in the switching market are scarce. The authors assume that it is costly for firms to post vacancies in the switching market, so few openings are available there. The high posting cost therefore lengthens the unemployment spells of workers in the switching market, and thus approximates the myriad real-world factors likely to lead to long jobless spells among former middle-skill workers hoping to find new jobs.

A key goal of Jaimovich and Siu (2012) is to show how the reallocation of routine workers can be concentrated in recessions, even when the productivity gap between high-skill and routine matches grows smoothly over time. This concentration requires an aggregate, business-cycle shock that affects productivity in both high-skill and routine matches at the same time. When a negative aggregate shock causes a recession, routine workers are more likely to enter the switching market because the opportunity cost of leaving their old jobs has fallen. After the recession, the economy’s unemployment rate remains high for an extended period, as large numbers of former routine workers endure long unemployment spells in the switching market where jobs are hard to find. Polarization therefore contributes to jobless recoveries by creating a mass of poorly skilled workers hoping to improve their careers by leaving their jobs when productivity falls.

To our knowledge, the Jaimovich–Siu model is the first to link polarization with jobless recoveries in a plausible and internally consistent way. But the model’s specific predictions for the reallocation of middle-skill workers are in some tension with the reallocation patterns identified above. Unemployed middle-skill workers rarely reallocate to either high- or low-skill jobs, and this low reallocation rate does not vary much over the business cycle. In recent years, the unemployment spells of middle-skill workers are increasingly likely to end in nonparticipation—as are the spells of other workers—and Jaimovich and Siu (2012) notes that transitions between nonparticipation and unemployment could be related to the process of skill acquisition at the heart of their paper.\footnote{The authors write that “[m]ore broadly, a jobless recovery involves a slow transition into employment from any source of non-employment. Hence, we view the middle-skill worker’s move from the [middle-skill] market, to the [switching] market, to eventual employment also as a stand-in for temporary spells of labor} But the multinomial logits showed that there
is no substantial increase in the unconditional probability that an unemployed worker of any type will leave the labor force when the aggregate job finding rate falls. This is true both in the early part of the sample, when jobless recoveries are not feature of the data, as well as in later years when jobless recoveries are the norm.\textsuperscript{53}

There are also some apparent discrepancies in the predictions for group–specific job flows. Their model implies that the only endogenous separations occur in middle-skill matches, as high-skill matches are insulated from productivity fluctuations by search costs and fully adjusting real wages. On average, this prediction is validated by the evidence presented above, because the high-skill separation rate is lower than the corresponding rates for other workers. But high-skill separations are cyclical nonetheless, and during the (jobless) recoveries from the 2001 and 2007-2009 recessions, the high-skill separation rate was high relative to its historical norm. As for job-finding rates, these flows are similar across industry-skill groups throughout the sample period, though they were particularly low for high-skill workers in the early 2000s. These findings do not necessarily rule out a role for polarization in generating jobless recoveries. But they suggest that the factors linking polarization to jobless recoveries extend beyond the job-matching frictions central to the Jaimovich–Siu model.

\textsuperscript{53}Some other work on the reallocation of middle-skill workers focuses on the type of worker that reallocates, without an analysis of how the reallocation relates to the business cycle. Cortes (2012) uses annual and biannual data from the Panel Survey of Income Dynamics to show that middle-skill workers switching to high-skill positions tend to be better-quality workers, as predicted by a model with positive sorting on ability.
Figure 1. Employment Growth by Occupation: 1979–2011. Note: This figure is an updated version of a chart that appears as Figure 3 in Autor (2010, p. 9) and Figure 12 in Acemoglu and Autor (2011, p. 1073). Occupations depicted (from left to right) are managers; professionals; technicians; sales; office and administration; production, craft, and repair; operators, fabricators, and laborers; protective services; food preparation and building and grounds cleaning; and personal care and personal services. The original charts in Autor (2010) and Acemoglu and Autor (2011) use a subset of individual-level records from the Current Population Survey (CPS) that also includes wage information. This chart uses the complete set of monthly records from the CPS, but the resulting differences are minor. Source: Authors’ calculations using CPS microdata.

Figure 2. The Beveridge Curve: December 2000–September 2012. Note: The recent outward shift in the Beveridge Curve has been linked to lower job-finding rates among unemployed workers. Source: Bureau of Labor Statistics.
Figure 3. Monthly Employment Levels by Occupation, in Thousands: January 1976–April 2012. Note: Top row: High-skill employment; second row: middle-skill employment; third row: low-skill employment. Vertical lines correspond to changes in the occupational coding system of the CPS. Data are not seasonally adjusted and vertical scales differ across graphs. Source: Authors’ calculations using CPS microdata.
Figure 4. Monthly Employment for Three Broad Skill Classes: January 1976–April 2012. Note: See Figure 3 for the occupations included in the high-, middle-, and low-skill classes. Recessions are shaded. Data are not seasonally adjusted. Source: Authors’ calculations using CPS microdata.
Figure 5. Monthly Unemployment Rates by Occupation, as Percent of Labor Force: January 1976–April 2012. Note: Data are seasonally adjusted with a linear regression-based procedure. Vertical lines correspond to changes in the occupational coding system of the CPS. Source: Authors’ calculations using CPS microdata.
Figure 6. Skill-Level and Industry-Level Employment Shares: January 1976–April 2012. Note: “Other” refers to all industries outside of manufacturing and construction. High-skill, middle-skill, and low-skill occupations are as defined in Figure 3. Source: Authors’ calculations using CPS microdata.
Figure 7. Employment Levels and Educational Attainment for Five Industry-Skill Groups: 1976:Q1–2012:Q1. Note: Employment levels are quarterly averages of monthly data and are not seasonally adjusted. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure 8. Unemployment Rates for Five Industry–Skill Groups: 1976:Q1–2012:Q1. Note: Series are quarterly averages of monthly data. The unemployment rates depicted here are adjusted neither for changing demographic composition nor for seasonal effects. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure 9. **Job-Finding and Job-Separation Rates for Five Industry-Skill Groups: 1976:Q1–2012:Q1.** Note: Rates are quarterly averages of monthly data. A job-finding rate is the probability that a worker unemployed in one month will be employed in the next month’s CPS survey. Job-separation rates are defined analogously for employed workers. Both finding and separation rates are adjusted for changes in demographic composition and for time-aggregation. Rates are also seasonally adjusted with a linear regression-based procedure. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure 10. Standardized Job-Finding and Job-Separation Rates for Five Industry-Skill Groups: 1976:Q1–2012:Q1. Note: Rates are those depicted in Figure 9, standardized so that each series has a mean of zero and a variance of one. Source: Authors’ calculations using CPS microdata.
Panel A: Cumulative Share of Total Variance in Standardized Rates Explained by PCA Factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Unemployment Rates</th>
<th>Job-Finding Rates</th>
<th>Job-Separation Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1</td>
<td>0.902</td>
<td>0.864</td>
<td>0.669</td>
</tr>
<tr>
<td>Factor 2</td>
<td>0.956</td>
<td>0.916</td>
<td>0.808</td>
</tr>
<tr>
<td>Factor 3</td>
<td>0.980</td>
<td>0.956</td>
<td>0.927</td>
</tr>
<tr>
<td>Factor 4</td>
<td>0.994</td>
<td>0.984</td>
<td>0.969</td>
</tr>
<tr>
<td>Factor 5</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Panel B: High-Skill Job-Finding Rate and One-Factor PCA Prediction

Panel C: High-Skill Job-Separation Rate and One-Factor PCA Prediction

Figure 11. Selected Results from Principal Components Analysis (PCA) of Labor-Market Data from Five Industry-Skill Groups. Note: The top panel shows the fraction of total variance explained by adding additional factors to the PCAs for unemployment, job-finding, and job-separation rates. The lower two panels show the predictions of the PCAs for high-skill job-finding and job-separation rates against their actual standardized values. Source: Authors’ calculations using CPS microdata.
<table>
<thead>
<tr>
<th></th>
<th>(1) Job-Finding DFM</th>
<th>(2) Job-Separation DFM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>State Equations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR1 coefficient for $F_t (\rho)$ &amp; 0.959*** &amp; 0.939***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.027)</td>
</tr>
<tr>
<td><strong>Observation Equations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>High-Skill:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant ($\alpha_i$) &amp; 0.251*** &amp; 0.565***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>$F_t$ coef ($\phi_i$) &amp; 0.010*** &amp; 0.016***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Var($e_{it}$)        &amp; 0.00035***          &amp; 5.53e-05***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00005)</td>
<td>(7.25e-06)</td>
</tr>
<tr>
<td>$R^2$                &amp; 0.83                &amp; 0.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Middle-Skill: Other</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant ($\alpha_i$) &amp; 0.245*** &amp; 1.37***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.068)</td>
</tr>
<tr>
<td>$F_t$ coef ($\phi_i$) &amp; 0.012*** &amp; 0.053***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Var($e_{it}$)        &amp; 0.000009***         &amp; 9.84e-05***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00002)</td>
<td>(2.21e-05)</td>
</tr>
<tr>
<td>$R^2$                &amp; 0.95                &amp; 0.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Middle-Skill: Manufacturing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant ($\alpha_i$) &amp; 0.250*** &amp; 1.76***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.145)</td>
</tr>
<tr>
<td>$F_t$ coef ($\phi_i$) &amp; 0.012*** &amp; 0.108***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Var($e_{it}$)        &amp; 0.00034***          &amp; 0.00111***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00004)</td>
<td>(1.55e-04)</td>
</tr>
<tr>
<td>$R^2$                &amp; 0.86                &amp; 0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Middle-Skill: Construction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant ($\alpha_i$) &amp; 0.333*** &amp; 5.59***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.026)</td>
<td>(0.476)</td>
</tr>
<tr>
<td>$F_t$ coef ($\phi_i$) &amp; 0.014*** &amp; 0.379***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.036)</td>
</tr>
<tr>
<td>Var($e_{it}$)        &amp; 0.00061***          &amp; 0.00218***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00008)</td>
<td>(7.01e-04)</td>
</tr>
<tr>
<td>$R^2$                &amp; 0.86                &amp; 0.88</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Low-Skill</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant ($\alpha_i$) &amp; 0.237*** &amp; 1.92***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.087)</td>
</tr>
<tr>
<td>$F_t$ coef ($\phi_i$) &amp; 0.011*** &amp; 0.066***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Var($e_{it}$)        &amp; 0.00036***          &amp; 2.74e-04***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00005)</td>
<td>(3.67e-05)</td>
</tr>
<tr>
<td>$R^2$                &amp; 0.83                &amp; 0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Observations</strong>     &amp; 145                 &amp; 145</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Estimates from Dynamic Factor Models (DFMs) of Job-Finding and Job-Separation Rates. Note: The symbol ** denotes significance at the 1.0 percent level; *** denotes significance at the 0.1 percent level. Parameter estimates and standard errors in the observation equations of the separation DFM have been multiplied by 100 for notational convenience. The error variances in the state equations of both DFMs have been normalized to 1.
Figure 12. Smoothed Errors for Middle-Skill Workers from the Dynamic Factor Models (DFMs): 1976:Q1–2012:Q1. Note: Errors are smoothed by averaging over months \( t - 3 \) to \( t + 2 \) with equal weights. Finding and separation rates are adjusted for demographic composition and time-aggregation before inclusion in the DFMs. See Figure 13 for errors for high-skill and low-skill workers from the same DFMs. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure 13. Smoothed Errors for High-Skill and Low-Skill Workers from the Dynamic Factor Models (DFMs): 1976:Q1–2012:Q1. Note: Errors are smoothed by averaging over quarters $t−3$ to $t+2$ with equal weights. Finding and separation rates are adjusted for demographic composition and time-aggregation before inclusion in the DFMs. See Figure 12 for errors for middle-skill workers from the same DFMs. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure 14. TIME-SERIES BEHAVIOR OF THE HIRING FUNCTION: 1976:Q1–2012:Q1. Note: The dark blue line in each panel is an estimated common factor from a finding-rate DFM. The green and red lines are predictions for these common factors, generated by linear regressions of the common factors on the vacancy–unemployment (VU) ratio and a constant. The green lines use samples that end in 1985:Q4 (first vertical line), while the red lines use samples that end in 2007:Q3 (second vertical line). The common factor in Panel A comes from the baseline finding-rate DFM, for which the five component finding rates are adjusted both for demographic composition and time-aggregation. Panel B uses the factor from a DFM for which the component rates are adjusted only for time-aggregation. The vacancy series in the numerator of the VU ratio is due to Barnichon (2010). The level of unemployment in the denominator of the VU ratio is the seasonally adjusted number of unemployed persons reported by the Bureau of Labor Statistics (BLS). Source: Authors’ calculations using CPS microdata.
Panel A: Outflows from Unemployment to Employment Only

Panel B: All Possible Outflows from Unemployment

Figure 15. COMPOSITION OF OUTFLOWS FROM UNEMPLOYMENT: 1976:Q1–2012:Q1. Note: Series are quarterly averages of monthly transition probabilities for unemployed workers, conditional on exiting unemployment. Panel A includes exits to one of three types of jobs (high-skill, middle-skill, or low-skill). Panel B includes all possible exits from unemployment, adding exits to nonparticipation. All series are equally weighted moving averages over quarters $t - 3$ to $t + 2$ with equal weights. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure 16. Flows from Unemployment to Nonparticipation: 1976:Q1–2012:Q1. Note: Series are quarterly averages of monthly not-seasonally-adjusted data. The green lines are generated by the CPS individual-level data used in this paper and the red lines come from gross worker flows and unemployment levels published by the BLS. The vertical line denotes the major redesign of the CPS in 1994. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Panel A: Middle–Other Unemployed

Panel B: Middle–Manufacturing Unemployed

Panel C: Middle–Construction Unemployed

Figure 17. Effect of Common Job-Finding Factor on Transition Probabilities for Unemployed Middle-Skill Workers: 1976:Q1–1985:Q4 and 1986:Q1–2012:Q1. Note: Probabilities are estimated from multinomial logits of job-finding rates. Separate logits are run in the two sample periods. Regressors include demographic and duration dummies defined so that the baseline worker is an unmarried 35-year-old white male with a high-school education who reports zero to one week of unemployment duration. Standard errors clustered by quarter. Probabilities for middle-skill workers without the demographic or duration dummies appear in Figure A3. Probabilities for high-skill and low-skill workers from the same logits as those above appear in Figure A4. Source: Authors’ calculations using CPS microdata.
Figure A1. Comparison of First Factors from the PCAs with Common Factors from the Dynamic Factor Models (DFMs): 1976:Q1–2012:Q1. Note: The DFMs are estimated on job-finding and job-separation rates that are not zero-one standardized or seasonally adjusted beforehand, though the component rates are adjusted for demographic composition and for time-aggregation. To facilitate comparison of the common factors that emerge from the DFMs with the first factors from the PCAs, both the common factors from the DFMs and the first factors from the PCAs are standardized to have mean zero and variance one in the graphs above. Source: Authors’ calculations using CPS microdata.
Panel A: High-Skill Shares of Unemployed Workers

Panel B: High-Skill Residuals from Various Unemployment-Rate PCAs

Figure A2. Robustness Checks For High-Skill Unemployment Shares and Unemployment Rates. Note: Panel A shows the shares of unemployed workers that are high-skill, with and without construction and manufacturing workers. Panel B shows high-skill residuals from different PCAs of unemployment rates of the five industry-skill groups. As in all other PCAs, all component unemployment rates have been seasonally adjusted and standardized to have mean zero and variance one. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
Figure A3. Effect of Common Job-Finding Factor on Transition Probabilities for Unemployed Middle-Skill Workers, with No Demographic or Duration Controls: 1976:Q1–1985:Q4 and 1986:Q1–2012:Q1. Note: With no demographic or duration controls, a drop in the finding rate appears to reduce the probability of moving from unemployment to nonparticipation. See Figure 17 for probabilities from logits that include both demographic and duration controls. Source: Authors’ calculations using CPS microdata.
Panel A: High-Skill Unemployed

Panel B: Low-Skill Unemployed

Figure A4. Effect of Common Job-Finding Factor on Transition Probabilities for Unemployed High- and Low-Skill Workers: 1976:Q1–1985:Q4 and 1986:Q1–2012:Q1. Note: See the notes to Figure 17 for the specification of the multinomial logits that generate these probabilities; that figure includes the relevant probabilities for middle-skill workers generated by the same models. Source: Authors’ calculations using CPS microdata.
Figure A5. COMPOSITION OF OUTFLOWS FROM NONPARTICIPATION: 1976:Q1–2012:Q1. Note: Series are seasonally adjusted quarterly averages of monthly transition probabilities for nonparticipating workers, conditional on exiting nonparticipation. Panel A includes all possible exits from nonparticipation (unemployment, a high-skill job, a middle-skill job, or a low-skill job). Panel B includes only exits to one of the three types of jobs. Recessions are shaded. Source: Authors’ calculations using CPS microdata.
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