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1 Introduction

At the firm level, producers adjust their domestic prices more frequently and

fully in response to shocks to marginal cost than they do for the same goods

sold abroad. At the macro level, the terms of trade are less volatile than the

real exchange rate. This paper introduces a new model to capture these styl-

ized facts of open economy pricing behavior in a simple way. To do so, we

make a nontrivial extension to a canonical model of trade with heterogeneous

firms, bringing theory up to date with existing empirical and numerical stud-

ies. The main engine driving the results is a form of price rigidity that arises

endogenously due to cutthroat competition, even though prices are otherwise

perfectly flexible.

Our model involves a finite number of firms competing within each industry.

The most efficient firm in the industry ultimately becomes the sole supplier

of that particular good, but only because it beats back its competitors by

underselling them: it cannot charge a price higher than the marginal cost of its

next best rival. We argue that trade costs make firms’ prices more likely to be

bound by their next best rival when selling overseas compared to their home

market. We show analytically that this cutthroat competition can generate

reduced markups under trade, pricing to market, and imperfect pass-through by

causing price rigidity even when prices are not set in advance due to menu costs

or other constraints. Bernard, Eaton, Jensen, and Kortum (2003, hereafter

BEJK) pioneered the use of this form of price competition with heterogeneous

firms and trade almost a decade ago. They integrated out the number of

competitors to simplify their model, which makes the distribution of markups

invariant to entry or trade. In contrast, we endogenize and explicitly focus

on the number of entrants that compete in each industry so that markups

are sensitive to market size and structure, in line with findings in the closed-

economy literature such as those by Campbell and Hopenhayn (2005).

This micro feature of a trade model has macroeconomic implications, as

the degree of rivalry affects the variation in markups that firms charge across

industries and across countries. A fortunate fraction of firms are so far superior

to their next best rival that they charge the maximum markup, which is the
1



Dixit-Stiglitz (1977) markup determined by the elasticity of substitution across

industries. Only these firms can adjust prices upward without being undersold

by their competitors. Having more competitors reduces the likelihood of being

so fortunate, reducing the degree and frequency of price adjustment. The in-

tensity of the Bertrand rivalry thus governs price setting behavior both within

and across countries in a brand new way.

Empirical studies in international macroeconomics and trade present a rich

and seemingly disparate array of stylized facts regarding firm pricing behav-

ior when selling for domestic and export sale. In particular, papers such as

Fitzgerald and Haller (2010), Schoenle (2010), Gopinath, Itshoki, and Rigobon

(2010), and Gopinath and Itshoki (2010) show that firms often price to market

and do not fully pass on changes in marginal costs and exchange rates to foreign

buyers. In addition, several of these recent studies using firm-level data report

more frequent price changes on domestic sales than on goods sold abroad and

higher rates of pass-through among firms that change their prices more fre-

quently.1 An impressive list of empirical studies in international trade also

demonstrates that trade liberalization is associated with firms charging lower

markups over marginal costs when setting prices. Among these are Levinsohn

(1993), Harrison (1994), Roberts and Supina (1996), Bottasso and Sembenelli

(2001), Novy (2010), and Feenstra and Weinstein (2010). We believe that the

two sets of findings– lower markups under trade and relatively rigid export

prices– are related through trade costs and Bertrand competition.

The basic insight stems from the numerical simulations of Atkeson and

Burstein (2007 and 2008), Garetto (2009), and de Blas and Russ (2011). All of

these numerical studies start with a Fréchet or lognormal distribution of firm

efficiency levels, then build on BEJK by computing markups under Bertrand

competition (also Cournot in the case of Atkeson and Burstein (2008)). Col-

lectively, they note that the size of the markup shrinks under trade and that

trade costs make firms less able to pass on shocks to marginal costs by raising

export prices. They also note another key feature– that the number of competi-

1See Schoenle (2010) and Gopinath and Itshoki (2010) for U.S. data and Fitzgerald and
Haller (2010) for Irish data.
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tors within each industry, either the number of domestic competitors or foreign

trading partners, affects both the size of the average markup and the degree or

frequency of pass-through. Atkeson and Burstein (2007 and 2008) show that

the special behavior of the endogenous markups combined with costly trade

results in a lower volatility of the terms of trade relative to the real exchange

rate.

We use free entry to introduce a cutthroat group of rivals for each industry

within the BEJK framework that generates the markup and pricing behavior

observed both empirically and numerically in this raft of previous studies. We

assume an independent Fréchet distribution of efficiency draws for each country,

following Eaton and Kortum (2002). Our model achieves tractable analytical

solutions for the distribution of markups under autarky and trade when the

finite number of firms competing to supply the market is not filtered out. We

show that the distribution of markups in BEJK, which is invariant to market

structure, can arise either by assuming an infinite number of rivals or an un-

derlying Pareto distribution of efficiency draws. In short, we use free entry to

build a standard Ricardian model of trade with a fully specified distribution of

markups that is consistent with observed domestic and export pricing behav-

ior. The assumption in our model that rivals to the best firm in each industry

are latent is not necessary to achieve these distributions. We maintain this

assumption to nest within existing literature and keep the model as simple as

possible while we illustrate their implications for firm-level and aggregate price

adjustment.

In contrast with Melitz (2003), entry in this Ricardian model does not affect

the number of goods produced, but rather the number of firms competing to

be the low-cost supplier of a particular good. “Competing” in this sense means

drawing an efficiency parameter from an identical distribution and being ready

to jump into production if a chance arises to undersell an active firm. The

most efficient firm will have the lowest cost— the first order statistic for costs

in the industry2— and become the only active supplier. An increase in the

2The first order statistic is the first (lowest) cost in a random sample arranged in ascending
order of magnitude (see David and Nagaraja, 2003).
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number of firms that compete to be the low-cost supplier of a good changes the

shape of the entire distribution of marginal costs and markups. In our order-

statistic framework, increasing entry reduces the expected marginal cost of the

best suppliers, moving the mass toward the lower end of the cost distribution.

It also shifts the mass of the distribution of markups toward the lower end.

Therefore, increased entry reduces the aggregate price level under autarky.

Openness to trade has a first-order effect that is similar to increasing do-

mestic entry under autarky. Higher geographic frictions impede trade as in

BEJK, but also increase suppliers’ market power, allowing them to charge

higher markups conditional on the trade cost. Trade has the potential to push

out the technological frontier directly by increasing the total number of rivals

worldwide for any market, as each additional competitor for a market represents

a chance of having a lower cost supplier. Under plausible conditions, trade can

even increase domestic entry. Both because the distribution of markups is it-

self a function of trade costs and because increasing the number of rivals lowers

both the average marginal cost and the average markup across industries, the

model includes gains from trade above and beyond the productivity gains from

reallocation across firms discussed in Arkolakis, Costinot, and Rodriguez-Clare

(2010). It also allows for a very different process governing markups than in

Melitz and Ottaviano (2008). In Melitz and Ottaviano’s (2008) seminal work,

the limit price is determined principally by a quadratic term in the utility func-

tion, so that the markup defined as price divided by marginal cost (rather than

price minus marginal cost) is invariant to both trade and entry.3 In our model,

the markup is determined by the marginal cost of the second best competitor,

which creeps closer to the marginal cost of the best firm in an industry as either

domestic entry or openness toward foreign competitors increases.

We also show the importance of the pre-existing level of domestic compe-

tition when evaluating the impact of trade on markups and prices. Higher

domestic entry results in fewer firms charging the maximum markup, leaving

less room for foreign competitors to challenge high profit margins in the domes-

tic market. Thus, trade has a bigger effect on markups and prices in countries

3This is proven by Arkolakis (2011), online theoretical appendix.
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or industries with small pools of rivals before liberalization due to a small do-

mestic market size or high entry cost. Further, trade openness can increase

or decrease domestic entry, according to whether the fixed cost of exporting

is smaller or larger than the fixed cost of domestic entry. In the case where

the fixed cost of exporting is smaller, trade can introduce exponentially large

increases in domestic entry, providing an additional source of gains from trade.

The paper is organized as follows. Section 2 presents a simple closed econ-

omy model with analytical solutions for the distribution of markups and prices

which include the number of rivals. We show the relationship between entry

and the aggregate domestic price level. Section 3 considers the implications of

trade in goods for these distributions given symmetric or asymmetric trading

partners. Our distribution of markups for the open economy reveals pricing

to market in the case of costly trade and that trade reduces markups in most

cases. We also discuss the implications of trade for entry and aggregate output.

In Section 4, we briefly review recent evidence on the quantitative importance

of idiosyncratic shocks to marginal costs, then show that our distribution of

markups implies a higher degree and frequency of price adjustment (higher

price volatility) in response to these shocks for domestic versus export sales.

Section 5 concludes.

2 Autarky

The heart of the model lies in the production of intermediate goods by hetero-

geneous firms. For simplicity, we assume that producers of the final good are

perfectly competitive and assemble the intermediate goods, with no additional

capital or labor necessary. The continuum of intermediate goods j spans the

fixed interval [0,1]. The assembly process uses a technology involving a constant

elasticity of substitution across inputs, with aggregate output given by

Y =

 1∫
0

Y (j)
σ−1
σ dj


σ
σ−1

.
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We consider each intermediate input j as representing a different industry and

assume that the price elasticity of substitution between output from different

industries σ is greater than one. The demand for an individual input is down-

ward sloping in its price, Y (j) =
(
P (j)
P

)−σ
Y , and the aggregate price level P

is given by

P =

 1∫
0

P (j)1−σdj


1

1−σ

. (1)

Each producer of an intermediate good draws an efficiency parameter z from

a cumulative distribution F (z) with positive support over the interval (0,∞].

Eaton and Kortum (2009, Chapter 4) describe a process whereby over time,

F (z) can emerge as a frontier distribution representing the efficiency levels

associated with the best surviving ideas available to produce a particular good

j. Being the distribution of the best surviving ideas, F (z) naturally takes on

an extreme value form and under mild assumptions, it can be characterized by

a Fréchet distribution.4 Thus, we assume that an endogenous number of firms

r each draw an efficiency parameter from a distribution given by

F (z) = e−Tz
−θ
.

We assume that T > 0 and also that the shape parameter, θ, is positive. Only

the most efficient firm with efficiency level Z1(j) in any industry supplies the

market. This efficiency parameter increases the level of output a firm produces

from one unit of a composite input Q:

Y (j) = Z1(j)Q(j).

Marginal cost for this most efficient firm, C1(j), is inversely related to the

4In particular, EK suppose that each period a group of new ideas emerges with the quality
of these ideas distributed as Pareto. Over time, the distribution of the best (most efficient)
idea surviving from each period then becomes Fréchet, also known as an inverse Weibull
(Pawlas and Szynal, 2000). Costs are inversely related to efficiency levels, so costs in this
case are Weibull distributed, as in Eaton and Kortum (2002).
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efficiency parameter,

C1(j) =
wd

Z1(j)
,

which accounts for both the cost of the composite input, w, and any frictions

involved in sending intermediate goods to the assemblers of the final good,

d ≥ 1 . We assume that both labor and intermediate goods are used in the

production of intermediate goods with constant cost shares: w = ωβp1−β, with

ω being the labor wage rate and p the cost of a bundle of intermediate goods.

The cost parameter drawn by any firm hoping to produce good j is distributed

G(c) = 1− e−T (wd)−θcθ .

Given that some number of rivals r draw an efficiency parameter hoping to be

the low-cost supplier of industry j, the distribution of the lowest cost C1(j) is5

G1(c1) = 1− e−rT (wd)−θcθ1 . (2)

We assume that d = 1 under autarky in this section and for domestic sales in

the open economy in Section 3.

2.1 The distribution of markups

Let C2(j) represent the unit cost of the second-best competitor in industry j,

who sits inactive but ready to begin production instantly should the opportu-

nity arise. Given the CES assembly technology for the final good, the lowest-

cost firm producing good j would like to set a price that provides the maximum

markup possible subject to demand— the CES markup, m̄ ≡ σ
σ−1

> 1. How-

ever, if charging the CES markup results in a price that exceeds the marginal

cost of the second-best competitor waiting in the wings, the lowest-cost supplier

may find itself undersold. In short, no firm can charge a price that exceeds the

5See Rinne (2009), p.237 for derivation. As shown in Eaton and Kortum (2009), EK
and BEJK simplify their frameworks by using the underlying assumption that the number
of firms competing to be the low-cost supplier in any industry is a random variable with
a Poisson distribution. It elegantly drops from the analysis. In contrast, we preserve the
number of rivals in the following analysis.
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unit cost of its next best rival. The low-cost supplier in each industry j takes

the prices of the low-cost supplier in every other industry as given. The markup

for industry j is then

M(j) = min

{
C2(j)

C1(j)
, m̄

}
.

With this formula for the markup, we compute the expected output-weighted

price for any good j in several steps. First, note that the price for good j, P (j),

is given by

P (j) =

{
C2(j)
C1(j)

C1(j) = C2(j) for C2(j)
C1(j)

≤ m̄

m̄C1(j) for C2(j)
C1(j)

≥ m̄

Thus, the pricing rule depends not only upon the distribution of the first and

second order statistic of the marginal costs, but also upon the distribution of

the ratio of the two order statistics. In Appendix A we use a straighforward

Jacobian transformation on a result from Malik and Trudel (1982) to obtain

the distribution of C2(j)
C1(j)

, which is the distribution of the markup before im-

posing the maximum markup from the CES preferences. Assuming that the

frontier distribution of efficiency parameters is identical for every industry j,

the probability density of the ratio C2(j)
C1(j)

is given by

h(m) =


r(r−1)θm−(θ+1)

[(r−1)+m−θ]
2 for 1 ≤ m < m̄

∞∫̄
m

r(r−1)θm−(θ+1)

[(r−1)+m−θ]
2 dm for m = m̄

0 for m > m̄

, (3)

At the maximum markup, there is a mass point, which we show in Figure 1.

Like the distribution of markups given in BEJK, this distribution is sta-

tistically independent of C1(j) and C2(j). In fact, for very large r, we have

limr→∞ h(m) = θm−θ−1 for 1 ≤ m ≤ m̄, which is a Pareto density for markups

identical to the one in BEJK. However, because we explicitly include the num-

ber of rivals r— rather than integrating it out to focus on the role of gravity

in a Ricardian setting as they do— we see that the distribution of markups is

8



directly affected by the number of firms competing to be the low-cost supplier.6

One can conceptualize r as an exogenous policy parameter, as in the numerical

analysis by Atkeson and Burstein (2007 and 2008) and de Blas and Russ (2011),

or endogenize it using a free entry condition as in Melitz (2003). The key is

that unlike models using a Pareto distribution of firm efficiency parameters,

the degree of entry embodied in r changes the shape of the entire distribution

of markups, costs, and firm size.

Proposition 1 The average markup is decreasing in the number of rivals r

under autarky.

Proof. For any given value 1 ≤ m′ ≤ m̄, the probability that M(j) ≥ C2(j)
C1(j)

is

greater than or equal to m′ is decreasing in r:

∂ Pr [M(j) ≥ m′]

∂r
=

∂

(∞∫
m′

r(r−1)θm−(θ+1)

[(r−1)+m−θ]
2 dm

)
∂r

=
−[(m′)θ − 1]

[1 + (r − 1)(m′)θ]2
< 0.

Equivalently, we can say that the distribution of markups when r is low first-

order stochastically dominates the distribution of markups with a higher r.

First-order stochastic dominance implies a higher expected value; therefore

E[M(j)] must be decreasing in r.

With the CES bundling technology, firms will never set a markup greater

than m̄, creating a mass point in the density at m̄, since all cases where C2(j)
C1(j)

exceeds m̄ are assigned a value of m̄. The probability of charging the maximum

markup is simply

Pr

[
C2(j)

C1(j)
≥ m̄

]
=

∞∫
m̄

h(m)dm =
r

1 + (r − 1)m̄θ
. (4)

Note that as m̄ goes from its own upperbound of ∞ (for σ = 1) to its lower-

bound of 1 (for σ →∞), this probability moves monotonically from 0 to 1, so

6Claessens and Laeven (2004) and de Blas and Russ (2011) refer to this phenomenon as
“contestability.”
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it is a well behaved cumulative distribution function over the range of possible

markups.

Corollary 1 In expectation, the fraction of firms charging the maximum markup

is decreasing in the number of rivals r under autarky.

Proof. The proof of Proposition 1, combined with equation (4) shows that

the probability of C2(j)
C1(j)

being at least as large as m̄ is decreasing in the number

of rivals. Markups are set equal to m̄ whenever M(j) would be greater than

m̄ without the restriction of the CES upperbound. Thus, in expectation, the

fraction of firms charging the maximum markup is decreasing in the number of

rivals.

As the number of rivals in an industry j increases, both the average markup

and the probability that any firm charges the maximum markup falls— in-

creased rivalry squeezes markups. Intuitively, the result emerges because, on

average, increasing the number of rivals in our order-statistic framework dimin-

ishes the difference between the costs of the two best potential suppliers. This

is not the case for a Pareto distribution of firm efficiency levels, as shown in

Buch, Russ, and Schnitzer (2011). When firms draw from a Pareto distribu-

tion of efficiency levels, markups are again Pareto distributed as in BEJK (and

in our special case above with many competitors), with no impact from the

number of rivals. To reinterpret BEJK’s sports analogy in our setup: with the

distribution of costs in equation (2), a competitor running second in a race will

run even faster relative to the winner when there are more competitors behind

him. However, with Pareto efficiency draws, no matter how many additional

competitors trail behind in the race, each runner maintains both his speed and

spacing relative to the person in front of him.7

To illustrate our new distribution of markups, Figure 1 shows the restricted

distribution of markups when r equals its minimum value of 2, versus 20, the

7We believe the key difference is that the value of any outcome z enters the inverse of the
hazard function linearly, which is not the case for the Fréchet used here or the lognormal used
in Atkeson and Burstein (2008). Or more simply, the Pareto mean is linear in its minimum,
which is also the case for the uniform distribution. Their density functions are flat or convex,
rather than being strictly concave around the mode as in our model.
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number of rivals chosen by Atkeson and Burstein (2007) calibrated to match

U.S. industry concentration. We use θ=3.6 and σ=3.79, as estimated by BEJK.

The fraction of firms charging the maximum markup falls drastically, from one-

half to just over one-third. We will discuss the implications of this statistic for

price rigidity but first, we use the distribution of markups to compute the

aggregate price level.

Figure 1: Increasing the number of rivals reduces markups

2.2 The distribution of prices

As shown in de Blas and Russ (2011), the joint distribution for the first and

second order statistic also contains the number of rivals r:

g1,2(c1, c2) = r(r − 1)
[
θTw−θ

]2
cθ−1

1 cθ−1
2 e−Tw

−θcθ1e−(r−1)Tw−θcθ2 .

To find the marginal distribution for C1(j) (C2(j)), one can integrate the joint

distribution over values of c2 (c1).8 We find that increasing the number of rivals

8Integrating the joint distribution over c2 from c1 to ∞, for instance, one obtains the
marginal distribution g1(c1) and sees immediately that it is equal to the first derivative of
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leads, on average, to lower costs in the industry. We compute the moment 1−σ,

which appears in the formula for the aggregate price level (1), for the first and

second order statistics of marginal costs, so that we can use them below to

construct the aggregate price level:

E[C1(j)1−σ] =
(
rTw−θ

)σ−1
θ Γ

(
1− σ
θ

+ 1

)
,

E[C2(j)1−σ] =
(
Tw−θ

)σ−1
θ Γ

(
1− σ
θ

+ 1

)[
r(r − 1)

σ−1
θ − (r − 1)r

σ−1
θ

]
.

We know from Proposition 1 that E[C2(j)] falls faster in r than E[C1(j)], since

the expected ratio, E
[
C2(j)
C1(j)

]
is falling in r.

Because the distribution of the markup is independent of outcomes for the

individual order statistics C1(j) and C2(j), we can compute the expected price

P (j)1−σ as

E[P (j)1−σ] = Pr [M(j) > m̄] m̄1−σE[C1(j)1−σ] + Pr [M(j) ≤ m̄]E[C2(j)1−σ],

which we explain below is also increasing in r under very feasible conditions.

Since firms in all industries draw from the same underlying distribution, using

the law of large numbers one can calculate the aggregate price level,

P 1−σ = E

 1∫
0

P (j)1−σdj

 =

1∫
0

E[P (j)1−σ]dj = E[P (j)1−σ].

Proposition 2 The aggregate price level P is decreasing in the level of the

number of rivals r under autarky as long as efficiency is sufficiently disperse.

Proof. Intuitively, Proposition 2 is true because an increase in r shifts the

distribution of markups to the left at the same time it reduces the first- and

second-lowest unit costs on average. More rigorously, taking the derivative of

G1(c1). To obtain the marginal for C2(j), one instead integrates over c1 from zero to c2, as
we do later for the open economy in Appendix D.
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P 1−σ = E[P (j)1−σ] with respect to r yields

∂[P 1−σ]

∂r
= Pr[M(j) ≥ m̄]

∂E[(m̄C1(j))1−σ]

∂r
+ (1− Pr[M(j) ≥ m̄])

∂[C2(j)1−σ]

∂r

−∂Pr[M(j) ≥ m̄]

∂r

(
E[C2(j)1−σ]− E[(m̄C1(j))1−σ]

)
.

The first two terms on the right-hand side are positive, while it has been shown

above that the probability of charging the maximum markup is falling in r,

making its partial derivative negative in the third term negative. Thus, a suf-

ficient condition for P 1−σ to increasing in r is E[(m̄C1)1−σ] ≤ E[C1−σ
2 ]. Using

the expressions for E[C2(j)1−σ] and E[C1(j)1−σ] derived above, it is straight-

forward to check that this is possible whenever θ is not too large relative to

σ. BEJK estimate a σ of 3.79, with θ equal to 3.6.9 For σ = 3.6, we have

E[(m̄C1)1−σ] ≤ E[C1−σ
2 ] for all r given θ as high as 9 and as low as σ − 1.

Intuitively, this means that increased contestability reduces the aggregate price

level as long as the dispersion in firm efficiently levels is large enough to balance

the consumer’s love of variety. The sufficient condition coincides with structural

estimates by BEJK (and also EK, for θ by itself).

2.3 The number of rivals

The key variable of interest in our model is the number of rivals r, which we

pin down using a free entry condition.10 Following Melitz (2003), we assume

that there is a uniform probability of death, 0 < δ < 1, in every period.

Entrepreneurs must pay a fixed cost f . This fixed cost is denominated in

units of revenue here, but we can also specify f in units of labor as in Melitz

(2003) without affecting our qualitative results below at all. In equilibrium,

the number of rivals must be such that the expected present discounted value

9That is, Recall that the elasticity σ here refers to the elasticity of substitution between
industries, not the elasticity of substitution between goods within an industry, which is
infinity since goods within an industry are all perfect substitutes. Thus σ can be finite and
within the usual bounds.

10Since the circulation of this paper, new working papers by Holmes, Hsu, and Li (2011) and
Zolas (2011) have also begun to do so, with different applications relating to agglomeration
and patenting.
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of output for an active producer equals the sunk cost of entry,

Et

[
∞∑
s=0

(1− δ)t+s (Pt+s(j)Yt+s(j)− C1(j)Yt+s(j))

]
≡ f. (5)

We also use the labor market clearing condition to define market size Y . In

steady state, it is

ωL = βλPY, (6)

where L is the number of workers, β is labor’s cost share in the input bundle

used to produce intermediate goods and λ is the share of variable costs as a

fraction of total profits,

λ =
E[C1(j)Y (j)]

E[P (j)Y (j)]
=

E[M−σ(j)]

E[M1−σ(j)]
. (7)

Isolating Y in equation (6), normalizing the wage w ≡ 1, and then substitut-

ing for Y and λ in the free entry condition, equation (5), yields the steady-state

expression
E[M1−σ(j)]

E[M−σ(j)]
= 1 +

βδf

L
. (8)

Recall that the probability of forced exit, δ, is independent of firm efficiency,

and that the distribution of the markup is independent of the distribution of

costs,11 so in Appendix B we show that the free entry condition reduces to

E[lnM(j)] ≥ ln

(
1 +

βδf

L

)
. (9)

The distribution of the markup derived above does not yield a closed-form

solution for the expected markup E[M(j)] or for the expected log markup,

E[lnM(j)]. However, we can determine an upper- and lowerbound for r. Not-

ing from Jensen’s inequality that E[M(j)] ≥ lnE[M(j)] and that lnE[M(j)] ≥
11To see this, recall that the cost parameters Ck do not enter into the expression for h(m)

for k ∈ N .
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E[lnM(j)], the form of the free entry condition in equation (9) implies

E[M(j)] ≥ lnE[M(j)] ≥ E[lnM(j)] ≥ ln

(
1 +

βδf

L

)
. (10)

Proposition 1 tells us that the mean markup, E[M(j)], is decreasing in the

number of rivals, r. In combination with this insight from Proposition 1,

E[M(j)] ≥ ln(1 + βδf
L

) tells us that rivals will keep “entering” the industry

(i.e., draw a productivity parameter) as long as the markup a rival expects to

charge, if it is the low-cost supplier, generates expected profits at least as large

as the amortized fixed cost of entry. We explore this graphically in the next

section, contrasting domestic entry under autarky versus trade.

Appendix B.2 uses expression (9) to derive the upper- and lower- bounds

for r given by

ln
(
1 + βδf

L

) (
eθm̄ − 1

)
ln
(
1 + βδf

L

)
eθm̄ − m̄

≥ r ≥ E[lnM(j)](eθm̄ − 1)

E[lnM(j)]eθm̄ − m̄
.

Notice that the number of rivals in each industry grows as the fixed cost f , the

share of labor in the input bundle β, and the exit rate δ fall, as well as when

market size L is bigger. Note also that entry is not proportional to changes in

market size L, but can grow much faster than L, a departure from the Melitz

model that will impact gains from trade below. This yields many interesting

implications, for example, from equation (2) it is clear that increasing the

number of rivals influences the distribution of costs exactly like an increase

in the technology parameter T . Thus, reducing barriers to entry pushes out

the technological frontier, in addition to lowering the average markup. Since λ

and P are both falling in r, we can see from equation (6) that reducing either

the fixed cost or the exit rate increases aggregate output Y by boosting the

number of rivals.
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3 Trade in goods

Trade in our model not only shifts production toward lower-cost producers in

the classic Ricardian sense, but also reduces markups in countries with low

contestability, lowering the aggregate price level for all trading partners. The

reason is simple: all else equal, openness increases the number of firms compet-

ing to serve the domestic market. In addition, trade costs increase the marginal

cost for exporters situated far from a destination market relative to their rivals,

making it more likely that their price will be bounded by a geographically closer

rival. As trade costs eat into markups due to the direct competition of firms

from closer locations, this relative gravity effect prohibits a larger fraction of

exporters from being able to adjust prices in response to idiosyncratic shocks

and limits the degree to which those that can actually do adjust them.

The squeeze on markups from openness generates a gain from trade that

is new to the BEJK framework. Trade also invites increased domestic entry

(a higher r), which reduces markups, generating a second gain from trade to

the BEJK framework, though not to Bergin and Feenstra (2008), Devereux and

Lee (2001), Melitz and Ottaviano (2008), or Rodriguez (2010). Furthermore, an

increase in entry due to market scale effects by itself can shift the distribution

of efficiency levels among active firms to the right, an effect not captured by

either BEJK, Bergin and Feenstra (2008), Melitz and Ottaviano (2008), or

Rodriguez (2010). The increase in entry acts both as a technological advance

and an increase in the intensity of competition. Thus, trade always reduces

the prices of imported goods relative to autarky and can also reduce the prices

of domestically produced goods, as increasing the number of domestic rivals

increases average efficiency. Geography, in the form of trade frictions, interferes

with all three of these sources of welfare gains.

3.1 The distribution of costs in the open economy

We follow BEJK’s notation, adding the subscript n to the terms Ck(j), gk(ck),

and Gk(ck) from the autarkic case to refer to the costs and distribution of costs

for goods supplied to country n in the open economy. When the potential
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supplier is from country i we add the subscript i, so that the unit cost of the

kth most efficient firm from country i when supplying any good (j) to country n

becomes Ckni(j), drawn from the underlying cumulative distribution function

Gkni(ck), with the corresponding probability density gkni(ck). We assume that

Eaton and Kortum’s (2002) no arbitrage condition for trade costs holds: dni <

duidnu.

Let G1n(c1) be the probability that the low-cost supplier of a good j to the

home country n has a marginal cost less than or equal to some level c1 under

trade. The probability is equal to one minus the probability that any other

potential supplier– domestic or foreign– has a marginal cost greater than c1.

The cumulative distribution for low-cost suppliers under trade is thus

G1n(c1) = Pr[C1n(j) ≤ c1] = 1−
N∏
i=1

[1−G1ni(c1)]

= 1− e−Φncθ1 , (11)

where G1ni(c1) is the distribution of low-cost suppliers to n from country i,

Φn =
N∑
i=1

Ti(widni)
−θri, and dni ≥ 1 is an iceberg trade cost involved in shipping

goods from country i to country n for i 6= n. It is straightforward to show that

the probability that a country exports to n is the same as in Eaton and Kortum

(2002) and BEJK, but allowing for the number of rivals:

πni = Pr[EXPORTni] =
riTi(widni)

−θ

Φn

. (12)

3.2 Geography and markups

In three steps, we can compute the full distribution of markups under costly

trade with asymmetric countries. First, we consider the case that the best

two rivals for a destination market originate in the same country. Let ψni be

the probability that the two best rivals to supply country n both originate in

country i. Then, it must be that the two best rivals in a particular industry in

country i are more efficient (have lower marginal costs) than any other potential
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suppliers of the good to country n. Let c2i be the second-best cost draw for an

industry in country i. Then the probability that it is lower than the best draw

for the same industry in any country u 6= i is

ψni =

∞∫
0

∞∫
c1

g2ni(c2i)
N∏
u6=i

[1−G1nu(c2i)] dc2i

= πniψ
′
ni, (13)

where we define ψ′ni = (ri−1)Ti(widni)
−θ

Φn−Ti(widni)−θ , the probability that the second best

producer in i will be the second best supplier to country n in the world market

as a whole, given that the best producer of a good in i is also the best supplier to

n worldwide.12 The distribution of markups in this case is a simple application

of our autarkic distribution, renaming r in equation 3 as ri.

The second step is to compute the probability that the best supplier to n

is from country i and the best rival supplier to supply country n is in country

u 6= i, denoted ψniu. The unconditional probability that this occurs is the

probability that the best supplier native to country u has some marginal cost

c1u, which lies between the first- and second-best draws in country i, c1i and

c2i > c1i, while the best rivals from all third countries (v 6= u, i) have a marginal

cost that is larger than c1u. See Appendix D for the full derivation of this

probability, given by

ψniu =

∞∫
0

c2i∫
c1i

(
g1nu(c1u)

N∏
v 6=u,i

[1−G1nv(c1)] dc1u

)
g1ni,2ni(c1i, c2i)dc1idc2i

= ψ′niuπni(1− ψ′ni), (14)

where ψ′niu = ruTu(wudnu)−θ

Φn−riTi(widni)−θ , the probability that the second best supplier to n

is in country u conditional on the best supplier being from i while the second

best is not. Note that
∑

u6=i ψniu = 1.

Finally, we compute the distribution of markups charged in country n given

that the best rival to supply a good is in i and the second-best is in coun-

12Under symmetry, the probability collapses to the very intuitive expression ψ = 1
N ∗

r−1
Nr−1 .
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try u, which we call hniu(m). We use the formula for the distribution of the

ratio of two independent random variables, C1ni(j) and C1nu(j), described by

Mood, Graybill and Boes (1974, pp.187-88), given that, C1nu(j) is greater than

C1ni(j):
13

hniu(m) =

∞∫
0

θc1ig1ni(c1i)
g1nu(mc1i)

1−G1nu(c1i)
dc1i

=
θriTi(widni)

−θruTu(wudnu)
−θ(m)θ−1

[riTi(widni)−θ + ruTu(wudnu)−θ(mθ − 1)]2

Then, the full distribution of markups in country n under trade, h̃n(m), is

given by

h̃n(m) =
N∑
i=1

ψnihi(m) +
N∑
i=1

N∑
u6=i

ψniuhniu.

It is easy to verify that the relevant weights sum to one:
N∑
i=1

ψni +
N∑
i=1

N∑
u6=i

ψniu =

1. The important result for our purposes is the probability that the supplier

charges the maximum markup when its next-best rival is an exporter in a

different country,14

Pr[Mniu ≥ m̄] =
riTi(widni)

−θ

riTi(widni)−θ + ruTu(wudnu)−θ(m̄θ − 1)
. (15)

One can see immediately that the supplier to country n exporting from country

i will be more likely to charge the maximum markup when its next-best rival (a)

resides in a country far from the destination country n (high dnu), or (b) resides

in a country with low contestability, low technology, or a high wage relative to

country i. The country-i supplier’s own distance from the destination country

lowers the probability that it can charge the maximum markup. If all countries

13We can integrate the density over the domain [1, m̄], noting the mass point at m̄ and see
that it forms a well behave cumulative distribution function that integrates to one.

14More generally, the cumulative probability Pr[M(j) ≤ m′] = 1− Pr[Mniu ≥ m′] ranges
from 0 to 1 as m′ increases from 1 to ∞, so it is a well behaved cumulative distribution
function for markups.
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are identical, this probability that a firm in i supplying country n charges the

maximum markup when its next best rival is in another country u 6= i reduces

to m̄−θ. This expression m̄−θ is easily shown to be lower than the probability

under autarky in equation (4) for finite r.15

The only way that the average markup can increase under trade is if the

home country n opened its borders to trade with a world dominated by one

country that was both much closer than other trading partners (low dni) and

was far superior to all other countries by having much lower labor input costs

(low ωi), or very advanced technology (high Ti). What is more, equation (15)

implies that reducing the trade cost dni for one particular country i increases

the probability that a foreign supplier from i will be able to charge their full

autarkic markup when selling to country n, yielding an important argument

for multilateral trade negotiations.

Lemma 1 Trade lowers the aggregate price level.

Proof. A country will never import a good with a higher price than it pays

under autarky and the second-best competitor will never be less efficient than

the second-best competitor under autarky. To quantify the impact on the

aggregate price level, we can compute

P 1−σ
n = E[Pn(j)1−σ]

= Pr [Mn(j) > m̄] m̄1−σE[C1n(j)1−σ] + Pr [Mn(j) ≤ m̄]E[C2n(j)1−σ]

and note that

E[C1n(j)1−σ] =

∞∫
0

c1−σ
1 g1n(c1)dc1 = (Φn)

σ−1
θ Γ

(
θ − (σ − 1)

θ

)
,

which is strictly greater than its counterpart under autarky. We also can com-

pute the same 1 − σth moment for the marginal cost of the second-best rival

15It also demonstrates another special case where the Pareto distribution nests within out
model.
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by using the probability that it is in the same source country i as the actual

supplier, ψni:

E[(C2n)1−σ] =
N∑
i=1

ψniE[(C2ni)
1−σ] +

N∑
i=1

N∑
u6=i

ψniuE[(C1nu)
1−σ],

which we know is at least as great as its counterpart under autarky because

the second-best rival producer of a good j in the entire world (including the

home country) by definition could not have a marginal cost any higher than

the second-best rival under autarky.

Under costly trade, the markups that firms charge are different when they

sell domestically compared to when they export. The formula for the distribu-

tion of markups, h̃n(m), reveals that they internalize a portion of the trade cost,

unless they are so technologically superior or have such a huge unit input cost

advantage that they can pass the entire cost on to the foreign consumer. We

demonstrated that the probability of charging the maximum markup is lower

when one’s next best rival is from a different country. The effect of incremen-

tal reductions in the trade cost on the import penetration ratio is no longer a

constant, which Arkolakis, Costinot, and Rodriguez-Clare (2010) report is the

case for the BEJK model without entry. More formally, profits are no longer a

constant share of revenues, independent of the variable trade cost. Instead, the

share of profits in total revenues varies with the variable trade cost d, shrink-

ing as d falls and firms are forced to charge lower markups due to competition

from new foreign and possibly new domestic entrants. This violates the gravity

restriction satisfied by many trade models, even though the probability of ex-

porting to any country n, πni, appears very similar to the export equations in

Eaton and Kortum (2002) and BEJK. Put more simply, the gains from trade

liberalization can not be inferred from the value of aggregate flows alone be-

cause liberalization reduces markups, distorting the relationship between the

trade cost and observed expenditures.

As in the variable-markup frameworks of Bergin and Feenstra (2008), Melitz

and Ottaviano (2008) and Feenstra and Weinstein (2010), entry changes the

effective elasticity of demand (the price-elasticity of marginal revenues), even
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though the Dixit-Stiglitz elasticity of demand governing the upperbound for

the markup is a constant. Thus, trade liberalization has the potential to create

welfare gains not only through productivity-based comparative advantage, but

also by reducing firms’ market power. We close the model and show output

growth under free trade versus autarky under symmetry and free trade below,

but save detailed analysis of gains from costly trade with variable markups in

this generalized Ricardian setting for future research and in order to focus our

analysis on entry, pricing behavior, and the aggregate price level.

To the degree that trade induces new entry (increased r), it shifts the entire

distribution of marginal costs to the left, similar to an innovation in available

technology T . A particularly clean case occurs when countries are identical and

that trade is costless.

Proposition 3 In a world with symmetric countries, free trade (a) increases

the total number of rivals competing to supply a destination market, (b) reduces

the aggregate price level, and (c) reduces the expected markup, as well as the

probability that firms will charge the maximum markup.

Proof. To illustrate more intuitively how trade affects the full distribution of

markups, it is useful to suppose for a moment that countries are identical and

trade is costless, so that Ti = T , ωi = ω ≡ 1, and dni = 1 for all i. Then we see

that the distribution for the lowest unit cost among all potential suppliers to

any country n in equation (11) reduces to the Weibull distribution

G1n(c1) = 1− e−rNTcθ1 ,

which is observationally equivalent to a world with R = rN rivals who all draw

from an underlying distribution that takes the same form as the distribution of

cost parameters for any individual country, G(c) = 1−e−Tcθ .16 The distribution

16The distribution of first order statistics for samples drawn from a Weibull distrubution
is also Weibull.
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of markups in this special case takes the form

h̃(m) =
R(R− 1)θm−(θ+1)

[(R− 1) +m−θ]2
.

The implication is clear: trade has the same effect on the distribution of

markups as increasing contestability and therefore reduces the number of firms

charging the maximum markup and, all else equal, the aggregate price level,

which takes the same form as under autarky, but with the total number of

rivals for each market, R. Defining ra as the number of rivals under autarky,

we will show that R > ra. From here, all three pieces of Proposition 3 are

straightforward.

Part a) To show that the number of rivals under trade equals a number

R > ra, we use the open economy version of the free entry condition and a

labor market clearing condition that takes the same form as the closed economy

version in equation (6) for each country. If all countries are identical and trade

is costless, we have

Et

[
∞∑
s=0

(1− δ)t+s
(

1 +
N − 1

N

)
(Pt+s(j)Yt+s(j)− C1(j)Yt+s(j))

]
≡ f. (16)

The condition simplifies to

E[M1−σ]

E[M−σ]
= 1 +

βδf

(1 + (N−1)
N

)L
. (17)

Since the left-hand side is decreasing in r and βδf

(1+
(N−1)
N

)L
< 1 + βδf

L
, it is clear

that the possibility of exporting strictly increases entry. Thus, leaping from

autarky to free trade increases the number of rivals competing to produce any

good (R = Nr > ra), in addition to reducing prices by reallocating production

to more efficient producers.17

Part b) E[C2(j)1−σ] under free trade and symmetry takes the exact form

of its counterpart under autarky, only substituting R > ra for the number of

17We assume the fixed cost of exporting is zero for simplicity, but one can also derive a
reasonable restriction on the size of a fixed cost of exporting that preserves this result.
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rivals, making E[C2(j)1−σ] greater than its counterpart under autarky. From

the discussion in Lemma 1, we know that E[C1n(j)1−σ] must also be greater

than its counterpart under autarky. Therefore, (P )1−σ must be greater than

its counterpart under autarky P a, revealing that the aggregate price level falls

under trade: P < P a.

Part c) It follows directly from the derivative in Proposition 1 and the fact

that R > ra that the average markup falls under trade. Similarly, the likelihood

of charging the maximum markup falls when opening to trade.

The results from Proposition 3 echo those of Bergin and Feenstra (2008)

and Melitz and Ottaviano (2008), but now within the homothetic preference

structure of Bernard, Eaton, Jensen, and Kortum (2003). Atkeson and Burstein

(2007 and 2008) show the results in Parts (b) and (c) numerically, while de Blas

and Russ (2011) demonstrate that having a large number of rivals under autarky

reduces the impact of trade liberalization on markups. Note also that increasing

the number of trading partners has a similar effect to increasing the number of

rivals in any trading partner, seen in numerical solutions calculated by Garetto

(2009). Under costless trade, it does not matter how the rivals are distributed

across countries. Markups respond as though all entrants worldwide compete

on equal footing to be the low-cost supplier. As in classic studies of trade and

endogenous market structure, geographic frictions here increase market power,

dampening the effect of foreign industrial structure on domestic markups and

prices.

What is more, trade has the potential to increase the number of entrants

in any particular country. Figure 2 shows the number of rivals entering under

autarky versus trade using equations (8) and (17). The curved lines represent

the left-hand side of each equation, while the flat ones represent the amortized

labor-weighted upfront fixed cost per customer. As shown in Section 2, the left-

hand side of the equations represent a figure closely to the expected markup,

which is lower under free trade, where there are R = N ∗ rt rivals18 for any

national market in each industry. We use BEJK’s estimates for σ and θ, as

18We add the superscript for r under trade here for the sake of clarity if the figure is viewed
independently from the text.
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well as their calibration for β, 0.21. In addition, we assume that the firm exit

rate δ is 0.025, according to default rates for firms in the U.S. reported in Russ

and Valderrama (2010). To calibrate the fixed cost per customer, f
L

and f t

1+N−1
N

,

we use gross fixed capital formation in the year 2000-2003 (before the housing

boom) in terms of 1985 producer prices reported in the International Monetary

Fund’s International Financial Statistics, supposing that 0.025 percent of it is

used for new firm entry to replace the exiting firms. The right hand side using

the figures from 2000-2003 varies between 1.12 and 1.22. We choose figures that

result in 20 domestic firms competing in each industry under trade to match

Atkeson and Burstein’s (2008) calibration for the U.S., and a lower number, 16,

under autarky. This requires some fixed (not necessarily sunk) cost of exporting

such that f t > f in our graph. If this amortized fixed cost per customer falls

only a very small amount, domestic entry increases under trade. However, we

show that this need not be the case: if it remains constant due to extremely

high fixed costs of exporting, for instance, entry actually falls from 16 to 8,

generating a dramatic selection effect.

In Figure 3, we show a conservative estimate of the gains for a country

opening to free trade with one partner, assuming a dramatic selection effect

where half of the rivals in both countries exit (minus one). That is, we suppose

that the total (global) number of rivals in each industry is equal to its autarkic

level plus only one more. The ratio Y t

Y a
is computed as in Appendix E. We also

show a case with no selection, analogous to Krugman (1980), where there is no

selection effect. In either case, when the autarkic number of rivals ra increases,

the gains from trade fall. For the case with selection, when the autarkic number

of rivals grows very large– approaching 200, for instance, the gains disappear.

Equation (8) implies that small countries, ones with smaller market size L, will

have fewer rivals in each industry under autarky. Thus, gains from trade are

greatest for small countries opening to trade, even if a pair of small countries

establishes a free trade agreement, echoing a result in representative firm models

such as Devereux and Lee (2001) under Cournot competition or Novy (2010)

with a translog preferences. This is very intuitive, since we saw above that

the distribution of markups is Pareto and thus invariant to trade and market
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Figure 2: Free entry and the number of home-grown rivals under autarky versus
trade

structure for large numbers of rivals. However, for a country opening to free

trade with another that has 19 rivals in each industry under autarky, which

under trade has 20 potential suppliers– 10 domestic rivals and 10 more rivals

in the foreign country– gains from trade in terms of increased GDP are 23.3

percent.

3.2.1 A note on generality

Atkeson and Burstein (2008) point out that if the products of different firms

within the same industry are less than perfect substitutes, the endogenous

markup behavior of firms depicted here breaks down to some degree, making
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Figure 3: Gains from trade diminish when autarkic entry is high

our approach to oligopolistic competition less tractable. This is a reasonable

criticism. However, Kucheryavyy (2010) shows that the number of firms influ-

encing the markup converges to two continuously as the elasticity of substitu-

tion increases. We argue that at some level of disaggregation, products will be

extremely close substitutes. Even if all upper layers of the CES nesting involve

finite elasticities of substitution, the impact of endogenous markups from an

underlying level of perfect substitutes would have similar implications for the

frequency of observed price changes and the behavior of the aggregate price

level, as long as the goods with prices characterized by endogenous markups

were assembled in the country where they are consumed as part of the final
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good.19 The location where intermediate goods are assembled is a critical fac-

tor in determining how the endogenous markup behavior affects relative prices

and pass-through across countries. Our model assumes, like BEJK and Atke-

son and Burstein (2008), that intermediate goods are assembled in the same

country where the final good is consumed.

How disaggregate do product categories have to be for varieties within an

industry to be close substitutes? In a structural estimation of the Atkeson and

Burstein (2008) model, which uses quantity-based competition but the same

nested CES framework as in BEJK and Atkeson and Burstein (2007), Ed-

mond, Midrigan, and Xu (2009) estimate that the elasticity of substitution for

the intermediate goods is 8.7 for goods within the 4-digit SIC level (goods are

identified at the 7-digit SIC level) among firms in the Taiwan Annual Manufac-

turing Survey.20 While the number 8.7 is obviously much lower than infinity, in

terms of the implied markup it is not so far away: the markup shoots toward

infinity when the elasticity of substitution between the goods of rival firms ap-

proaches 1, but it tends toward zero as the elasticity approaches infinity and

already falls to 15% when the elasticity is 8. Their estimate of the elasticity is

just under 8 for simulations with price-based competition of the form in BEJK.

So even at an intermediate level of disaggregation, goods are already very close

substitutes when analyzed in the context of a Ricardian model with endogenous

markups.21

19The idea of a constant markup being imposed at an upper retail level in the destination
country is consistent with findings by Berger, Faust, Rogers, and Steverson (2009), who find
that the markup added onto imported goods by distributers after the goods arrive at the
dock is stable over time.

20There is a rich literature estimating the elasticity of substitution in the Dixit-Stiglitz
(1977) framework with a constant elasticity of substitution, but we omit discussion of it here,
as we are focusing on estimates implied by the type of model in this paper, a Ricardian model
with endogenous markups.

21The probability density of markups resulting from the quantity-based competition in
Atkeson and Burstein (2008) for their preferred calibration also looks strikingly Pareto-like
in shape. Edmond, Midrigan, and Xu (2006) show that their (quantity-based) Cournot
competition produces a greater dispersion in markups than the price-based Bertrand from
BEJK, closer to the actual dispersion observed in their sample. However, it is not clear
whether this would be the case once one takes into account the Taiwanese producers shipping
to export markets, or the import competition within Taiwan’s own domestic market, or
calibrates the number of rivals to match observed industry concentration as in Atkeson and
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One other potential question is whether the fact that rivals within each

industry are latent– they do not produce and thus can not be observed for

empirical analysis– is important in interpreting our results. The answer is a

resounding “No.” De Blas and Russ (2011) generalize the type of Bertrand

competition employed here to use a search framework, which allows for a con-

tinuum of firms to produce the same good as long as search costs restrict the

number of prices that buyers check before making a purchase, in the spirit of

Burdett and Judd (1983). They use numerics rather than the analytics here,

but all of the same intuition is reflected in the numerical results, suggesting

fertile ground for future research applying our analytical distributions.

4 Price adjustment, volatility, and passthrough

Empirical studies indicate that idiosyncratic shocks are likely to be prevalent

and economically important: Gabaix (2010) finds that a substantial portion

of observed aggregate fluctuations in U.S. output can be explained by idiosyn-

cratic shocks falling across a distribution of heterogeneous firms, while Foster,

Haltiwanger, and Syverson (2008) determine that idiosyncratic shocks affect-

ing plant-level output have a standard deviation five times as large as that

of industry-level productivity shocks. Thus, recent literature indicates that

idiosyncratic shocks are likely to be important from a macroeconomic perspec-

tive. In this context, our setup can shed some light on the pricing behavior

of individual firms subject to idiosyncratic shocks in domestic versus foreign

markets. We start by looking at price adjustment in the closed economy with

idiosyncratic shocks to fix ideas. Afterward, we apply a country-specific shock

in the open economy model to look at pass-through.

Burstein (2008) rather than by counting the number of suppliers of 7-digit micro-industries.
We find the study illuminating as the first to apply both Cournot and Bertrand competition
in the Ricardian setting, running a horserace to explain observed markups in firm-level data.
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4.1 Price adjustment in the closed economy

In the simple, closed-economy framework, a lower number of rivals leads to

more frequent price changes in response to idiosyncratic shocks to marginal

costs. The reason is clear from Figure 1. When r is low, more firms charge the

maximum CES markup– their prices are not tightly bounded by the marginal

costs of their next-best rival, so they are better able to pass on idiosyncratic

increases in marginal cost to their customers. The fraction of firms that set

their price equal to the marginal cost of the next-best rival are unable to do

this. Since firms will not change prices in response to an idiosyncratic shock

unless they charge the maximum markup, Figure 1 suggests that at least half

of firms will never be able to adjust their prices upward ever, unless they expe-

rience a shock common to all rivals and which affects all rivals at exactly the

same time. We apply a lognormally distributed idiosyncratic shock with the log

of the shock being distributed N(0,10), so that the standard deviation of the

shock is 10%.22 After 1000 simulations, using the same parameters as in Figure

1, we compute that, all else equal, 73.3% of firms adjust their price in response

to a shock when r = 2, while the figure falls to 64.8% when r = 20. This is

consistent with results from Nakamura and Steinsson (2010), who find that no

price changes are observed for 40% of products over the period 1982-2007, as

well as Gopinath and Rigobon (2008) and Gopinath, Itskhoki, and Rigobon

(2010), who report static prices for approximately 30% of their sample. The

following corollary to Proposition 1 formalizes this result.

Corollary 2 The degree and frequency of pass-through for idiosyncratic shocks

to marginal cost is falling in the number of rivals r, as is price volatility.

Proof. For some random i.i.d. shock ε to firm-specific marginal cost with

probability density η(ε) over the domain (0,ε̄), we can compute the fraction of

firms that will raise prices in response to an idiosyncratic increase in marginal

22This is in line with calibration by Feenstra, Obstfeld, and Russ (2011) for micro-level
shocks, drawing on empirical estimates by Basu, Fernald, and Kimball (2006) and Foster,
Haltiwanger, and Syverson (2008).
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costs. Suppose a shock occurs such that ε > 1, increasing the marginal cost for

a particular active firm but not its rivals in the industry.

First, we note that only firms charging the maximum CES markup would be

able to increase their prices, since firms setting prices bounded by the marginal

cost of their next-best rival can not. Then, the probability that a firm will pass

an idiosyncratic increase in marginal cost fully to buyers by raising its price is

equal to the probability that the current price (m̄ times marginal cost) times

the shock does not exceed the marginal cost of the next best rival,

Pr [m̄εC1(j) ≤ C2(j)] = Pr

[
C2(j)

C1(j)
≥ m̄ε

]
= Pr [M(j) ≥ m̄ε] .

Since the distribution of markups is independent of ε, we can compute this

probability as

Pr [M(j) ≥ m̄ε] =

∞∫
−∞

∞∫
m̄

h(εm)η(ε)dmdε

=

∞∫
−∞

r

1 + (r − 1) (εm̄)θ
η(ε)dε. (18)

It follows from Corollary 1 that regardless of the probability distribution for ε,

as long as the marginal cost shock is independent of the markup, the probabil-

ity of full pass-through under autarky is decreasing in the number of rivals.23

Multiplying ε above by some positive constant less than one, we see that the

result is general to any degree of pass-through, not just full pass-through.24

The intuition also applies for a downward cost shock, which is omitted here

23That is, given the calculus used to prove Proposition 1, equation (18) implies that the
probability of the markup being high enough to permit adjustment to positive price shocks
is decreasing in the number of rivals r.

24Our assumption that firms pay a fixed cost when they become active prevents the lowest-
cost producer from having to adjust prices in response to temporary idiosyncratic shocks
hitting its next-best rivals. The rivals will not find it profitable to try to undercut an existing
producer unless they experience a transitory shock large enough to cover the entire fixed
cost. We assume that the variance of costs is small enough that the likelihood of such a large
shock is negligible.
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for the sake of brevity. In this case, all firms charging the maximum markup

would have to lower their prices, otherwise their markup would rise above m̄,

implying marginal revenues less than marginal costs. Further, some portion of

firms charging a price equal to C2(j) would also lower prices, namely those for

whom leaving the price at C2(j) resulted in a markup greater than m̄. Thus,

downward adjustment is most likely when firms are more likely to have rela-

tively inefficient rivals, which is the case when r is low. Note that having less

complete and less frequent price adjustment in response to idiosyncratic shocks

implies lower price volatility.

4.2 Trade and prices

The expressions for markup behavior in the Section 3.2 yield pricing-to-market,

incomplete pass-through, and the closely related facts that firms change prices

on exported goods less frequently and with less synchronization relative to

prices in the domestic market. Atkeson and Burstein (2007 and 2008) de-

scribe in brilliant detail the manner in which numerical simulations of BEJK

and an innovative new quantity-based competitive framework result in pricing-

to-market and incomplete pass-through, matching them with data on pricing

behavior. Here, we demonstrate similar results algebraically. First, pricing-to-

market is evident in the formula for h̃n(m) and both of its components, hi(m)

and hniu(m). Unless trade is costless, firms can charge higher markups in their

home markets than abroad because trade costs increase their domestic market

power, as discussed above. The formulas also depict how firms set markups

depending on the proximity of other export competitors in a particular desti-

nation market, if their next best rival is another exporter. Second, as under

autarky, firms will only fully pass an increase in marginal cost to buyers in

export market n if (a) they are already charging the maximum markup and (b)

the price increase would not surpass the marginal cost of the next-best rival

to supply country n. Although the logic is quite general, we can show this

mathematically if we again invoke symmetry, this time with costly trade.

Suppose again that there is a shock to marginal cost ε such that a shock

ε > 1 reduces efficiency and increases the marginal cost of an industry’s low-
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cost supplier in country n. The probability that pass-through occurs under

trade is now

Pr

[
Mn(j) =

C2n(j)

εC1n(j)
≥ m̄

]
=

∞∫
−∞

∞∫
m̄

h̃n(εm)η(ε)dmdε. (19)

Under symmetry, we have πni = π = 1
N

and ψ′ni = ψ′ =
(
r−1
Nr−1

)
, yielding

ψni = ψ = πψ′. In addition, ψ′niu = 1
N−1

, so that we also have ψniu = π(1−ψ′)
N−1

.

With this in mind, equation (19) becomes

Pr

[
C2n(j)

C1n(j)
≥ m̄ε

]
= ψ

∞∫
−∞

r

1 + (r − 1) (εm̄)θ
η(ε)dε+

π(1− ψ′)
N − 1

∞∫
−∞

1

1 + (εm̄)θ
η(ε)dε,

where ψ = r−1
N

. Since r

1+(r−1)(εm̄)θ
> 1

1+(εm̄)θ
for any r ≥ 2 and m̄ ≥ 1, and r is

at least as large under trade as under autarky, Pr
[
C2n(j)
C1n(j)

≥ m̄ε
]

must be less

than its autarkic counterpart given by equation (18). Therefore, the probability

of full pass-through of cost shocks under trade must be less than the probability

of full pass-through under autarky. The same can be shown for any degree of

partial pass-through, as well.25

For the case where countries are not symmetric, our markup formulas

demonstrate results described in the numerical simulations of Garetto (2009).

As we noted above from equation (15), the probability that a firm charges the

maximum markup (and as a result, the degree of passthrough) in an export

market is greater when the exporting country has a higher level of technology

T or a lower wage ω than its competitor’s source country. Thus, we show

the point Garetto (2009) argues– “firms should do less pricing-to-market when

exporting to relatively more productive (richer) countries.”

25Although several studies have shown that pass-through depends on the choice of currency
invoicing, Goldberg and Tille (2009) demonstrate that this currency invoicing choice also
depends on the degree of competition in the destination market, so we view our market
structure approach as quite relevant.
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4.3 Frequency and synchronization of export price changes

Our distributions in Section 3 imply that the frequency of price changes will

be smaller in export markets than in domestic markets. Unless an exporting

country has a huge advantage in the form of high T , high r, or low labor costs,

it is harder for firms to charge the maximum markup in an export market

compared to their native market. This is due to the trade cost, which effectively

increases exporters’ marginal cost relative to domestic firms in the destination

country. Since firms must be charging the maximum markup in order to pass

on idiosyncratic or country-specific shocks in the form of higher export prices,

fewer firms will change prices in export markets (as compared to their native

market) when marginal costs increase. As a consequence, the median and

average frequency of price changes must be lower for exports, as shown by

Schoenle (2010) and Fitzgerald and Haller (2010). More intuitively, trade costs

eat away a portion of firms’ markups, giving them less leeway to adjust prices

in response to increases in marginal costs. Atkeson and Burstein (2007 and

2008) demonstrate this point numerically. Below we illustrate it analytically

for the first time in the formula for the distribution of markups and thus to

other fundamentals, including Ricardian differences in technology and domestic

rates of entry across markets.

Schoenle (2010) reports that export price changes are less synchronized than

domestic price changes. Trade costs can generate this effect in the same way

they reduce the frequency of price changes.26 In Table 1, we summarize data

generated by applying a small, country-specific shock27 to our model calibrated

as described above with two symmetric countries. These are small deviations

from steady state to focus on the workings of the pricing mechanism, apart

26The dichotomy could also come about because when marginal costs are subject to
country-specific shocks, all domestic rivals experience the same shock, making it more likely
that a firm can adjust its domestic price even if it is not charging the maximum markup. We
focus on the macro shock here.

27We use the same calibration as in Figure 1, with lognormal shocks that enter like ε above,
but applied to all firms within a country. The shock is lognormally distributed with log of
these shock distributed as normal with mean zero and variance one, so that the standard
deviation is rather small, less than half of the standard deviation of industry-level shocks
estimated by Basu, Fernald, and Kimball (2006)
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from general equilibrium effects. The relative cost (i.e., country-specific) shock

results in a frequency of export adjustment similar to that found by Schoenle

(2010). Interestingly, it also replicates the frequency of export price changes

relative to the frequency of domestic price changes, but only for lower trade

costs. High trade costs give domestic suppliers enormous leeway to adjust prices

in response to the relative cost shocks.

Gopinath and Itskhoki (2010) find that the frequency of price adjustment

is positively correlated with the degree of exchange rate passthrough. This

is true in our model, as the most frequent price adjusters among exporters

are those who are able to charge the maximum markup in the foreign market,

giving them the greatest degree of pass-through. As discussed above, firms

charging the maximum markup are most able to pass through shocks to their

relative marginal costs, including those arising from exchange rate movements,

for instance. In the discussion of the distribution h̃n(m) in Section 3.2, we

also noted that lower trade costs make it more likely that foreign suppliers

charge the maximum markup. In Table 1, we see these effects illustrated by

the positive quantitative relationship between the degree of pass-through and

the frequency of price adjustment as trade costs fall.

The macro-level manifestation of this restricted price adjustment in export

markets is reduced volatility in the terms of trade relative to the real exchange

rate for high levels of contestability (r) in the host market or in the presence of

trade costs. To illustrate the relationship between the micro and macro effects

of relative cost shocks across countries, such as a small movement in the nominal

exchange rate (see Burstein, Eichenbaum, and Rebelo (2005) for a discussion

contrasting the impact of large versus small shocks on the real exchange rate),

Table 1 lists the volatility of the terms of trade relative to the real exchange

rate in U.S. data alongside results from simulated data for small cost shocks in

our model.28 . We see in the table that the model delivers a variance in the

terms of trade that is approximately one-half the variance of the real exchange

rate when d = 1.74, the value for trade costs estimated by Anderson and van

28That is, to focus on the main mechanism of the Bertrand pricing behavior, these are
small departures from a symmetric steady state without second-order effects on wages.
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Table 1: Effect of relative cost shocks on simulated price adjustment

U.S. data* d = 1.75 d = 1.5 d = 1.25
r=2 r=20 r=2 r=20 r=2 r=20

σTOT

σRER
0.56 0.71 0.67 1.02 0.96 1.97 1.88

Export prices frequency of change 0.14-0.21 0.11 0.11 0.18 0.18 0.29 0.30
average pass-through 0.25 0.14 0.14 0.20 0.20 0.29 0.29

Relative frequency of price changes 2.1-2.7 7.9 8.0 4.44 4.44 2.31 2.31
(for domestic relative to export sales)

*U.S. figures for σTOT

σRER
are from Corsetti, Dedola, and Leduc (2008), frequencies from Schoenle

(2010), and pass-through from Gopinath, Itshoki, and Rogobon (2010).

Wincoop (2004). This corresponds with the figure reported for the U.S. in

Corsetti, Dedola, and Leduc (2008). The variance of the terms of trade relative

to the real exchange rate decreases monotonically as trade costs fall. This

relative variance is lower when the level of domestic rivalry is higher. High trade

costs suppress exporters’ ability to adjust prices more strongly than the level of

domestic entry, which is quite similar to the results from the variable elasticity

of substitution framework developed by Gust, Leduc, and Vigfusson (2010).

The results in our stylized setup present a puzzle in that they capture the

relative variance of the terms of trade when trade costs are high, but replicate

the relative observed frequency of domestic versus export price changes only

when trade costs are low.

5 Conclusions

The purpose of this paper is to understand the fundamentals of pricing behavior

for heterogeneous firms under Bertrand competition. We provide new distribu-

tions of markups which are sensitive to market structure, demonstrating how

market structure has important implications for gains from trade and both the
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level and volatility of prices. The distributions allow us to characterize in an

analytically clean way firm markup behavior under trade, as well as the per-

centage of firms who can change their price in response to an idiosyncratic shock

in any market, or in response to a source-country-specific shock in an export

market. As in previous the numerical studies using similar frameworks, key

results include imperfect passthrough, pricing-to-market, and a lower volatility

of the terms of trade relative to the real exchange rate. Our breakthrough is

that we explicitly characterize in tractable formulas an endogenous degree of

pricing rigidity that depends on market structure and varies across destination

markets due to the degree of domestic entry and the level of trade costs.
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APPENDIX FOR ONLINE PUBLICATION

A Deriving the distribution of markups

Malik and Trudel (1982, equation (5.17)) use Mellin transforms to derive the

following distribution for the ratio z = c1
c2

, the ratio of the first order statistic to

the second, given that the sample is from the Weibull distribution G(c) in the

main text. This distribution is also reported in Rinne (2009, p.244, equation

(5.42c)):

ĥ(z) =
r(r − 1)θzθ−1

[(r − 1) + zθ]2
,

Since we specify the (unrestricted) markup as m = c2
c1

, we note that m is a

function of z, m = 1
z
, and apply a straightforward Jacobian transformation:

h(m) =

(
r(r − 1)θ

(
1
m

)θ−1

[(r − 1) +
(

1
m

)θ
]2

)(
1

m2

)
=

r(r − 1)θm−(θ+1)

[(r − 1) +m−θ]2
.

Similarly, Malik and Trudel (1982) use a Mellin transform to derive the

following distribution for z = c1
c2

given a Pareto distribution of efficiency draws

(a power law distribution of cost draws)

ĥ(z) = θzθ−1.

Again, we specify the (unrestricted) markup as m = c2
c1

, implying that m = 1
z
,

and apply the Jacobian transformation:

h(m) =
θm1−θ

m2

= θz−(θ+1)
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B Free entry under autarky

Since the distribution of markups is the same for all goods j, we drop the goods

index below for simplicity. Taking (natural) logs, the expression decomposes

into

ln

(
1 +

βδf

L

)
+ lnE[M−σ] = lnE

[
M1−σ] . (B.1)

Since the natural log is a concave function, Jensen’s inequality implies E [lnM1−σ] ≤
lnE [M1−σ] and E [lnM−σ] ≤ lnE [M−σ]. The function M−σ has a greater

degree of convexity than M1−σ, so lnE [M−σ] − E [lnM−σ] ≥ lnE [M1−σ] −
E [lnM1−σ].29 This last inequality implies that

E
[
lnM1−σ] ≥ ln

(
1 +

βδf

L

)
+ E[lnM−σ],

as taking the log inside the expectation reduces the right-hand side more than

the left-hand side. We note that for any constant k, E
[
lnMk

]
= kE [lnM ],

yielding

E[lnM ] ≥ ln

(
1 +

βδf

L

)
.

B.1 Uniqueness

Standard properties of expectations tell us that E [M(j)1−σ] > E [M(j)−σ] for

∞ > σ > 1 and M(j) ≥ 1. In Proposition 1, we showed that E [M(j)] is

decreasing in the number of rivals. Thus, E [M(j)1−σ] is increasing in r and

E [M(j)−σ] is increasing even faster. Thus, E[M(j)1−σ]/E[M(j)−σ] is greater

than 1 and decreasing in r toward 1, meaning that there can only be one r for

which the ratio equals the constant
(
1 + βδf

L

)
29Another way to see this is to note that E

[
lnM1−σ], lnE

[
M1−σ], E [lnM−σ], and

lnE [M−σ] are all negative numbers, with
∣∣lnE [M1−σ]∣∣ < |lnE [M−σ]| < |E [lnM−σ]| and∣∣lnE [M1−σ]∣∣ < ∣∣E [lnM1−σ]∣∣ < |E [lnM−σ]|. Thus, switching the logs from outside to

inside the expectation in equation (B.1) reduces the left hand side more than the right hand
side.
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B.2 Upper- and lower- bounds for the number of rivals.

The distribution of the markup does not yield a closed-form solution for the

expected markup E[M ] or for the expected log markup, E[lnM ]. However,

we know from Proposition 1 that the mean markup E[M ] is decreasing in r.

Therefore, we determine an upper- and lower- bound for r. Specifically, we can

express the minimum number of rivals as a function of the expected log markup

and derive a clean closed-form solution for the maximum number of rivals. Let

V = lnM . Then the probability density for V is a simple transformation of

h(m),

hV (v) = evh(ev)IR+(v)

= ev
r(r − 1)θ (ev)−(θ+1)[
(r − 1) + (ev)−θ

]2 .

The probability that V ≥ m̄ (or any other positive constant) is then

∞∫
ln(m̄)

ev
r(r − 1)θ (ev)−(θ+1)[
(r − 1) + (ev)−θ

]2 dv =
r

1 + (r − 1)eθm̄
.

Using a generalized version of Chebyshev’s inequality30, we can characterize a

lower-bound for the number of rivals:

m̄Pr[lnM ≥ m̄] ≤ E[lnM ]
rm̄

1 + (r − 1)eθm̄
≤ E[lnM ]

r ≥ E[lnM ](eθm̄ − 1)

E[lnM ]eθm̄ − m̄
.

As noted previously, the expected markup and the number of rivals is inversely

related, a relationship seen here in the lowerbound for r. When E[M ] falls, the

lowerbound increases, reflecting the fact that more rivals will enter when the

30See Theorem 5 in Mood, Graybill, and Boes (1974, p.71): For a random variable X, a
nonnegative function g(·), and a scalar k > 0, then kP [g(X) ≥ k] ≤ E[g(X)].
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expected markup is high (and vice versa). We know from equation (10) that

the expected log gross markup E[lnM ] must be at least as large as the gross

log per-period cost of production, ln(1 + βδf
L

), producing an upperbound for r.

Thus, we know that r lies within the following bounds:

ln
(
1 + βδf

L

) (
eθm̄ − 1

)
ln
(
1 + βδf

L

)
eθm̄ − m̄

≥ r ≥ E[lnM ](eθm̄ − 1)

E[lnM ]eθm̄ − m̄
. (C.1)

C The distribution of markups under trade

To calculate the unconditional probability that both the first and second best

suppliers of a good to country n are from country i, we start from the main

text:

ψni =

∞∫
0

∞∫
c1

g2ni(c2i)
N∏
u6=i

[1−G1nu(c2i)] dc2i

The first step is to derive the marginal distribution g2ni(c2i) from the joint

distribution, which is analogous to the joint distribution under autarky but

including trade costs. Integrating from the lower limit c1i, we have

g2ni(c2i) =

∞∫
c1i

g1ni,2ni(c1i, c2i)dc1i

=

∞∫
c1i

ri(ri − 1)
[
θTi(widni)

−θ]2 cθ−1
1i cθ−1

2i e−Ti(widni)
−θcθ1ie−(ri−1)Ti(widni)

−θcθ2idc1i

= ri(ri − 1)θTi(widni)
−θcθ−1

2i e−(ri−1)Ti(widni)
−θcθ2i

(
1− e−Ti(widni)−θcθ2i

)
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Substituting into the formula for ψni yields

ψni =

∞∫
0

ri(ri − 1)θTi(widni)
−θcθ−1

2i e−(ri−1)Ti(widni)
−θcθ2i

(
1− e−Ti(widni)−θcθ2i

)
e−[Φn−riTi(widni)−θ]cθ2idc2i

=

∞∫
0

ri(ri − 1)θTi(widni)
−θcθ−1

2i e−[Φn−riTi(widni)−θ+(ri−1)Ti(widni)
−θ]cθ2idc2i

−
∞∫

0

ri(ri − 1)θTi(widni)
−θcθ−1

2i e−[Φn−riTi(widni)−θ+(ri−1)Ti(widni)
−θ+Ti(widni)

−θ]cθ2idc2i

=
ri(ri − 1)Ti(widni)

−θ

Φn − Ti(widni)−θ
(−1)e−[Φn−Ti(widni)−θ]cθ2i |∞0 −

ri(ri − 1)Ti(widni)
−θ

Φn

(−1)e−Φncθ2i|∞0

= ri(ri − 1)Ti(widni)
−θ
(

1

Φn − Ti(widni)−θ
− 1

Φn

)
=

riTi(widni)
−θ

Φn

(ri − 1)Ti(widni)
−θ

[Φn − Ti(widni)−θ]
.

We can also derive the unconditional probability that the first and second best

rivals to supply a good to country n are, respectively, from i and u 6= i. We

start with the formula (equation (14)) in the main text,

ψniu =

∞∫
0

∞∫
c1

 c2i∫
c1i

g1nu(c1u)
N−1∏
v 6=i,u

[1−G1nv(c1u)] dc1u

 g1ni,2ni(c1i, c2i)dc2idc1i.

Define A as the inner integral,

A :=

c2i∫
c1i

g1nu(c1u)
N∏

v 6=i,u

[1−G1nv(c1u)]dc1u

=

c2i∫
c1i

θruTuc
θ−1
1u (wudnu)

−θe−ruTu(wudnu)−θcθ1ue−[Φn−riTi(widni)−θ−ruTu(wudnu)−θ]cθ1udc1u

=
−ruTu(wudnu)−θ

Φn − riTi(widni)−θ
e−[Φn−riTi(widni)−θ]cθ1u|c2ic1i

= ψ′niu

(
e−[Φn−riTi(widni)−θ]cθ1i − e−[Φn−riTi(widni)−θ]cθ2i

)
, (D.1)
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where we define ψ′niu = ruTu(wudnu)−θ

Φn−riTi(widni)−θ as in the main text.

We then define B as the integral with the first half of A,

B := ψ′niu

∞∫
0

∞∫
c1

e−[Φn−riTi(widni)−θ]cθ1ig1ni,2ni(c1i, c2i)dc2idc1i

= ψ′niu

(
(ri − 1)Ti(widni)

−θ

Φn − Ti(widni)−θ

)(
riTi(widni)

−θ

Φn

)
= ψ′niuψ

′
niπni (D.2)

with ψ′ni = (ri−1)Ti(widni)
−θ

Φn−Ti(widni)−θ , also as in the main text. Let C be the integral with

the second half of A, given by

C := ψ′niu

∞∫
0

∞∫
c1

e−[Φn−riTi(widni)−θ]cθ2ig1ni,2ni(c1i, c2i)dc2idc1i

= ψ′niu

(
riTi(widni)

−θ

Φn

)
= ψ′niuπni (D.3)

Finally we combine the two components to compute ψniu,

ψniu = C −B = ψ′niuπni(1− ψ′ni)

Since
N∑
u6=i

ψ′niu = 1, it is clear that

N∑
i=1

ψni +
N∑
i=1

N∑
u6=i

ψ′niuπni(1− ψ′ni) =
N∑
i=1

ψni +
N∑
i=1

πni(1− ψ′ni)

=
N∑
i=1

ψni +
N∑
i=1

πni −
N∑
i=1

ψni

=
N∑
i=1

πni

= 1
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D Gains from trade

To close the model under autarky or trade, we use a market clearing condition.

Let λD be the share of variable costs in profits for each country, given the

vector of trade costs D that it faces when exporting. We can use the free

entry condition to show that under autarky, λD equals 1

1+ δβf
L

. Similarly, under

free trade with symmetric countries, λ equals 1

1+ δβf

L(1+N−1
N )

. Given our unit cost

specification, the share of labor in these variable costs is β. Then, the labor

market clearing condition stipulates that payments to labor equal labor’s share

in production costs:

ωnLn = βλPnYn.

We use the wage as our numeraire, ω ≡ 1. Then, we can compare output under

autarky with output under free trade in a world with N symmetric countries:

Y t

Y a
=

 1 + δβf
L

1 + δβf

L(1+N−1
N )

(P a

P t

)
.

The first term on the right-hand side is less than one and reflects the fact that

aggregate revenues and average firm profits fall under trade versus autarky

because opening to foreign competition squeezes markups. We already know

from Propositions 2 and 3a that the autarkic price level is greater than the

price level under free trade. To find out how much greater, we must substitute

in our formulas for the aggregate price level under autarky and free trade,31

P a

P t
=

 (
1 + (R− 1)m̄θ

){
m̄θr

σ−1
θ

+1 + (r − 1)(m̄θ − 1)
[
r(r − 1)

σ−1
θ − (r − 1)r

σ−1
θ

]}
(1 + (r − 1)m̄θ)

{
m̄θR

σ−1
θ

+1 + (R− 1)(m̄θ − 1)
[
R(R− 1)

σ−1
θ − (R− 1)R

σ−1
θ

])


1
1−σ

Even under symmetry, the level of gains from trade clearly depends upon the

number of domestic rivals before liberalization. In Figure 3, we show that they

are lower for countries with a high level of contestability (ra) to begin with, as

31If we do not normalize the wage ω to equal 1, this expression is the ratio of the real wage
under trade, relative to the real wage under autarky.
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these countries already have lower average markups than their trading partners.
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