
choose the signal to have the same precision as the Livingston survey of output

forecasts. The precision of these forecasts is as follows:11

Pr(gyt+2 ≥ Average(gy)|Sy = H) = 0.70, (6.2)

Pr(gyt+2 < Average(gy)|Sl = L) = 0.58,

where gyt+2 represents the growth rate of output at time t+2. The forecast precision

is higher in expansions than in recessions.12

To provide agents in the model with a signal on output with the same precision

as the Livingston survey forecast, we implemented the following algorithm. First,

we assumed values q1 and q2 for the following conditional probabilities,

Pr(Sy = H|εt+2 = H) = q1,

Pr(Sy = L|εt+2 = L) = q2.

We simulate time series for εt and generate Sy according to q1 and q2. Agents

receive these signals and forecast εt+2 using both the signal and the current real-

ization of εt:

Pr(εt+2 = H|Sy = i, εt) =
Pr(Sy = i|εt+2 = H) Pr(εt+2 = H|εt)X

j=H,L

Pr(Sy = H|εt+2 = j) Pr(εt+2 = j|εt)
.

We simulate the model and compute:

Pr(gyt+2 ≥ Average(gy)|Sy = H),

Pr(gyt+2 < Average(gy)|Sl = L).

11To obtain a discrete signal with two possible values we use the Tauchen and Hussey (1991)
method to estimate a two-point Markov chain for the Livingston survey forecasts.
12Using the Survey of Professional Forecasters, Van Nieuwerburgh and Veldkamp (2006) also

find that forecast precision is higher in expansions than in recessions.
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We then revise the values of q1 and q2 until the precision of Sy in the model

coincides with the precision (6.2) estimated in the data. We obtain q1 = 0.99 and

q2 = 0.62. Column 6 of Table 2 shows the results for this version of the model.

The main result is that the volatility of output falls between the two extremes of

uninformative signals and perfect signals.13

News and Volatility It is well-known that output volatility has declined over

the past 60 years in virtually all developed countries. At the same time the

persistence of output has increased. These facts are documented for the U.S. in

Table 2. This table reports moments for the main macroeconomic time series

detrended with the HP filter with a smoothing parameter of 1600. Columns 2

and 3 provide statistics for the U.S. for the period 1947-1982 and 1983-2003. The

volatility of output declines from 1.88 in the first sample to 0.97 in the second

sample. The persistence of output, as measured by the sum of the four estimated

coefficients in an AR(4) process for output, rises from 0.65 to 0.86.

Stock and Watson (2003) document both the reduction in output volatility

and the increase in persistence for the G7 countries and discuss several possible

explanations, including better monetary policy, changes in sectoral composition

toward sectors with lower volatility, and declines in the volatility of the shocks

that buffet the economy. Our model provides a complementary explanation for the

decline in business cycle volatility. Advances in telecommunications and computer

technology have led to dramatic increases in the volume of information available

and in the ability to process this information. Let us assume that the increase in

13The Survey of Professional Forecasters (SPF) is an alternative source of output growth
forecasts for the U.S. economy. The SPF produces forecasts for each of the following four
quarters. So in every period there is a four-period ahead forecast and a revision of the one-,
two- and three-period ahead forecasts. This information allows us to introduce news revisions
into the model. We computed the precision of the SPF forecasts and used them to calibrate our
model. The results were similar to those obtained with the Livingston forecasts.
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information volume has made it easier to forecast the future. Under this assump-

tion, we can think of the increased volume of information as moving the economy

from Column 4 of Table 2 (no news) toward Column 7. The availability of news

makes it easier to forecast the future, thus reducing economic volatility. Evidence

from the Livingston survey is consistent with the idea that business cycles have

become easier to forecast. The survey contains unemployment forecasts at a six-

month horizon from the fourth quarter of 1961 to the fourth quarter of 2003. The

average absolute percentage forecast error is 3.3 percent in the first part of the

sample (1961:IV-1982:IV) but only 1.5 percent in the second part of the sample

(1983:I-2003:IV).

Recessions According to our estimated Markov chain, (6.1), the rate of tech-

nical progress is always positive. This is a good approximation to the behavior

of investment-specific technical progress in the data. Declines in zt are rare (they

occur in only 6 percent of the quarters in our sample) and small in magnitude.

The average percentage decline in zt in quarters in which zt falls is 0.8 percent.

The absence of technical regress in our calibration raises the question of whether

the model can generate recessions.14 To study this question we first describe the

average recession in U.S. data. Our strategy is similar to that used by the Business

Cycle Dating Committee of the National Bureau of Economic Research (NBER)

for comparing different recessions (see Hall, Feldstein, Frankel, Gordon, Romer,

Romer, and Zarnowitz (2003)). It is also reminiscent of the methods used by

Burns and Mitchell (1946) in their study of the properties of U.S. business cycles.

To date the beginning of U.S. recessions, we compute trend output using the

HP filter with a smoothing parameter of 1600. We identify periods in which output

14King and Rebelo (1999) propose a real business cycle model that generates recessions in the
absence of negative technology shocks. Their model shares one key features with our model,
which is variable capital utilization, but it relies on a much higher elasticity of labor supply.
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is below trend for at least two consecutive quarters, say, t and t+1. Recessions are

dated as starting at time t−1. This timing method produces recession dates that
are similar to those chosen by the NBER dating committee. The HP procedure

produces six recessions whose starting dates coincide with those chosen by the

NBER: 1948.IV, 1957.III, 1960.II, 1980.I, 1981.III, 1990.III. There are four other

recessions in which the HP procedure produces recession dates that are within two

quarters of the NBER dates (indicated in parentheses): 1953.III (1953.II), 1969.III

(1969.IV), 1974.II (1974.III), and 2001.II (2001.I). The HP procedure identifies

four additional recessions starting in 1962-II, 1967-II, 1986-III, and 1994.III. None

of the latter episodes involved a fall in output, which suggests that our procedure

corresponds to a broader definition of recession than that of the NBER.

Once we identify the 14 recessions in post-war U.S. data, we compute the

average time series for different macroeconomic variables during recession peri-

ods. The solid line in Figure 12 shows the average behavior during recessions of

the HP-detrended logarithm of real GDP, real consumption of nondurables and

services, real private investment, and hours worked. Time zero is the quarter in

which the recession begins. The dashed lines represent the 95 percent confidence

interval around the average. The fall from peak to trough in consumption, out-

put, investment and hours is 0.7 percent, 1.8 percent, 4.3 percent, and 1.7 percent,

respectively.

The dashed line in Figure 12 shows the average recession in our model. The

model captures the salient features of recessions in the data. Figure 13, which

displays the behavior of investment-specific technical change in the average reces-

sion, shows an interesting feature of the recessions generated by the model. On

average, recessions occur when there is a high contemporaneous rate of change

in investment-specific technical progress but the economy learns that two periods

later technical change will slow down. It is impossible to identify what causes
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recessions in our model by lining up the usual suspects—contemporaneous shocks

to the economy. Recessions are driven not by bad shocks today but by lackluster

news about the future.

The model only generates nine recessions, as opposed to 14 in the data. In

addition, recessions are more shallow in the model that in the data. We view our

model as suggesting an additional channel through which recessions can occur, not

as providing an explanation for all the recessions in the data. While we emphasize

news about future investment-specific technical change, the same mechanism is

likely to produce recessions in response to bad news about the future values of

other fundamentals, such as tax rates and oil prices.

Figure 14 compares the average expansion in the model and in the U.S. data.

It shows that the model comes close to reproducing the average expansion in U.S.

data.

7. Conclusion

In this paper we propose a model that generates an expansion (recession) in re-

sponse to positive (negative) news about future TFP or investment-specific tech-

nical change. The model has three key elements: variable capital utilization,

adjustment costs to investment, and a new form of preferences. These preferences

combine the desirable features of the specifications proposed by Greenwood, Her-

cowitz, and Huffman (1988) and by King, Plosser, and Rebelo (1988). Our prefer-

ences share with the Greenwood, Hercowitz, and Huffman (1988) specification the

ability to generate a strong short-run response of hours worked to movements in

the wage rate. They share with the King, Plosser, and Rebelo (1988) specification

the ability to generate a constant supply of labor in the steady state of a model

with labor-augmenting technical progress or investment-specific technical change.

The version of the model with investment-specific technical change accounts for
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roughly 60 percent of cyclical output fluctuations in the U.S. economy. The model

can generate recessions that resemble those of U.S. data despite featuring no tech-

nical regress. Recessions are caused not by contemporaneous negative shocks, but

by lackluster news about the future rate of technical progress.

The introduction of news about the future reduces the volatility of output

relative to a model with no news. This suggests that improvements in the quan-

tity and quality of information that is useful for forecasting the future may have

contributed to the observed secular decline in business cycle volatility.
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Benchmark 
Model

High 
Adjustment 
Costs,  φ''(1) 

= 4.5

Infinite Labor 
Supply 

Elasticity 
(θ=1)

Low Elasticity 
of Utilization

Adjustment 
costs to labor 
(ϕ''(1) = 0.5

Curvature in utility, σ >0.05 >0 >0.5 >0.25 >0.05 
Utility parameter γ <0.0001 <0.02 <0.0001 <0.13 < 0.4
Adjustment costs, φ''(1) >0.51 >0.05 >0.525 < 1.5
Elasticity of labor supply (1/(θ−1)) >0.3 >0.003 >1 < 21
Elasticity of utilization <2.85 <3.3 <3.9 < 1.5

1947-2004 1947-1983 1983-2004
Uninformative 

Signal

Imperfect 
Signal 

(precision 
0.8)

Imperfect 
Signal 

(Livingston 
survey 

precision)
Perfect 
Signal

Std. Dev. Output 1.56 1.88 0.97 1.10 1.06 1.00 0.94
Std. Dev. Hours 1.51 1.88 1.00 0.78 0.75 0.71 0.67
Std. Dev. Investment 4.84 5.41 3.69 3.45 3.37 3.33 3.30
Std. Dev. Consumption 1.11 1.22 0.75 0.81 0.78 0.75 0.73
Correlation Output and Hours 0.86 0.88 0.87 1.00 1.00 1.00 1.00
Correlation Output and Investment 0.89 0.75 0.91 0.97 0.96 0.93 0.85
Correlation Output and Consumption 0.77 0.68 0.75 0.94 0.94 0.92 0.89
Sum of 4 coefficents in AR(4) 0.77 0.65 0.86 0.71 0.74 0.78 0.8
Number of Recessions 14 9 10 9 9

TABLE 1: ROBUSTNESS ANALYSIS

DATA MODEL

TABLE 2: BUSINESS CYCLE MOMENTS



2 4 6 8 10
0

0.5

1

1.5

2

2.5

Consumption

2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

HoursPercentage Deviations from Steady State                

2 4 6 8 10
0

2

4

6

8

10

12

Investment

2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

3.5

4

Output

Figure 1: Response to TFP News Shock, Our Model
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Figure 2: Response to Investment-specific Technical Progress News Shock, Our Model
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Figure 3: Response to TFP News Shock, Benchmark RBC with KPR Preferences
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Figure 4: Response to TFP News Shock, Benchmark RBC with GHH Preferences
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Figure 7: Response of Time t Output to News of Permanent Increase in z or TFP at time t+n
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Figure 9: The Effects of Noisy Signals
Percentage Deviations from Steady State                
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Figure 10: The Effects of News Updating
Percentage Deviations from Steady State                
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Figure 12: Average Recession in the Model and U.S. Data
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Figure 13: Behavior of z in Average Recession in Model and U.S. Data
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Figure 14: Average Expansion in Model and U.S. Data
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