Supplementary Appendices

(to be posted online only)

Appendix S1: Sequential Decision Making

Decision Making: In the last stage of the game Manager 2 chooses dy to maximize his

expected utility E [(1 — A)my + Ama| 02, di]. The optimal decision that solves this problem

is given by
&= 2 0y + O (S1.1)
TN+ A0 Y '
At the previous stage Manager 1 chooses d; to maximize his expected profits
E[Am + (1 — A)ma| 01, m]. The optimal decision is given by
A\ +0)? M 46(1- A
o= _2A+9) s 2O =N b6y ). (S1.2)
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Communication: Let p, (mgy | 62) be the probability with which Manager 2 sends
message Mo, let di(msy) and dy(ms) be the decision rules that map messages into decisions
and let gy (02 | ma) be the belief function which gives the probability of 6, conditional on
observing msy. We can now state the following proposition which characterizes the finite

communication equilibria when § > 0.

PROPOSITION S1.1 (Communication Equilibria). If § € (0,00), then for every positive
integer Ny there exists at least one equilibrium ( py(-) ,dq(+), dao(+), g1(+)), where

i.  fy(ma | 03) is uniform, supported on [as;—1,as;] if 02 € (ag;i-1,a2:),

ii.  g1(0 | ma) is uniform supported on [as;—1,as;] if ma € (a2,;-1,0a2;),

Wi Qoip1 — A = Qg — Qg1 + 4bsag,; for i =1,..., Ny —1,

A, (i+1) — O2,—j = G2, — Qg _(i—1) + 4bgag _; for i =1,...,N; — 1,
where bg = (2A—=1)(A+68) (A +9)) /(AL =X +6) (A +6(1—N))) and

w. dj(m)=d,j=1,2, where d; is given by (51.1) and (S1.2).

Moreover, all other finite equilibria have relationships between 01 and 05 and the managers’

choices of di and ds that are the same as those in this class for some value of Ns; they are

therefore economically equivalent.



Proof: The proof is analogous to the proof of Proposition 1. Details are available from the

authors upon request.

PROPOSITION S1.2 (Efficiency). The limit of strategy profiles and beliefs (p5(-) ,di(:),
da(+), g1(+)) as Ny — oo is a Perfect Bayesian Equilibrium of the communication game. In

this equilibrium the total expected profits E [m + ma| are higher than in any other equilibrium.
Proof: The proof is analogous to the proof of Proposition 2. Details are available from the

authors upon request.

In the remaining analysis we focus on the efficient equilibrium.
LEMMA S1.1. In the most efficient equilibrium in which Ny — oo the residual variance is
gien by
E [(92 —E [92|m2])2} = Sgo3,
where Ss = bg/(3 + 4bg).

Proof: The proof is analogous to the proof of Lemma 1. Details are available from the

authors upon request.

PROPOSITION S1.3 (Organizational Performance). Under Decentralization with sequential

decision making the expected profits are given by
g = — ((Ap + X) (03 + 03) + (Bp — X) Ss03) , (S1.3)

where Ap and Bp are defined in (17) and
220 N (6A+1) 6+ 20 (24 N) 6% + 26°
(A+28)% (X° + 62 4 3)%)” ’

Proof: The proof is analogous to the proof of Proposition 4. Details are available from the

X=868022-1)

authors upon request.

We can now prove the following proposition.

PROPOSITION S1.3 (Sequential Decision Making). Suppose that 0% = 03 = o2. Then,
i. For any X € (1/2,1] Centralization strictly dominates Decentralization with

sequential decision making when coordination is sufficiently important.
i For any § € (0,00) Decentralization with sequential decision making strictly

dominates Centralization when the own-division bias A > 1/2 is sufficiently small.



Proof: i. Applying I'Hopital’s Rule to (15) and (S1.3) and using the assumption that

2

0?2 = 02 = 0% we obtain

SA(AN—1) (22 —1)* ,
(8A—1)(5A—1)

lim HC — 611H1 HS =

d—00

which is strictly positive for any A > 1/2.

ii. Taking the derivative of (15) and (S1.3) and using the assumption that o3 = 0% = o2
we get that
d (Il — Il¢) 89 2
D) Sarm s’ A=Y

which is strictly positive for all finite 6 > 0.

Finally, Figures 7 and 8 are drawn using Propositions 4 and S1.3.



Appendix S2: Different Needs for Coordination.

Since allowing for differences in the needs for coordination only requires adding a para-
meter in the main model, we do not replicate the full analysis here. Instead we merely state
the key expressions and use them to prove Proposition S2.1 which summarizes the claims in
the main text. The derivation of these expressions and their interpretation are exactly as

2

in the main model. Also, to simplify we assume that o3 = 02 = o2

Centralization: The decisions are now given by

£~ = <1+2(§1+52)((1+51+(52)E[91|m]+((51+52)E[«92|m]))
S = <1+2(§1+52)((51+52)E[91|m]+n(1+51+52)E[92|m])>.

The residual variance of 6 is given by Sc10? and that of 0 is given by Sc203, where

SC,j = bc’j/ (3 + 4[)073‘), 73 =12, and

bt (2A = 1) (62 + (01 + 02)%)
’ J2 + (61 + 02)* + A (1 + 301 + 62)
by — (22 — 1) (61 + (01 + 62)%) |
’ 01 4 (61 4 02)” + A (1 + 6, + 302)

The expected profits are given by

01+ & 1461+ 69 )
e =—0®(2 + (S + S : S2.1
cT (1+2(51+52) St 8 T35, 75) (52.1)

Applying I’'Hopital’s Rule gives
BA—1
Jim Tle = —225— (52.2)
We can also use (52.1) to evaluate dIlo/dA:

dile 2 0ui40) gy 1/2. (S2.3)

A\ 31+2(0, +6,)



Decentralization: The decisions under Decentralization are now given by

! (1= X) 81+ Ady) (A1 + (1 = A) &)
d = E[6, |
! )\+/\51+(1—/\>(52+()\+51+52>()\+)\51+(1_)\)52) [1| 27m]
A1+ (1 —X) 09
Nto v, Clalbnm]
A\ (1= A) 81 + Ad
D 2
& = )\+(1—)\)51+)\52+ A+ 01+ 0o E01 | 62, m]
(1= A) 61 + Ad2) (A + (1 — A) 6)

(A+01+09) A+ (1= A) &1 + \da)

The residual variance of 6, is given by S D,la% and that of 0, is given by S DQO%, where

SD’]' = bC,j/ (3 +4bc’7j), j = 1,2 and

E[QQ | 91, m]

b - A =1)5 A+ X1+ (1 = A)da)
LT N =) A0 4 (T=X)82) (1= X) 01 + Ady)
) (2X — 1) 02 (A + Na + (1 — ) 6y)
’ (

AT =X+ X2+ (1=X)d1) (1 =X)da+ A\op)
The expected profits are given by

p=—FE [(df —00)7 + (dP = 05)° + (61 + 6) (dP — d§)2] , (S2.4)

where

2

2 (02 + A0y — A52)® (M1 (1= A)6y)°
(A =+ 01 4 02)° (A4 6, +65)°

+((1 —A) 01+ A0) (Ao 4+ (1= N)8)2 2 A+ (1+XN) 01+ (2— ) 52)5
(A4 014 02)> (A4 A0y + (1 = X) 6,)° !

E [(dy — 65)7]
- o2 <2(—(51 + Aoy — )\52)2 (1= \) 6y + )\52)2

- 1

(A + 61 + ) (A + 01 4 02)°
(A= Na+ A52)2 (01 + (1= N)62) (2A+ (2= A) 61 + (1 + A) 52)52>

(A 401 +82)> (A4 (1 = X) 61 4 Ada)”

B|(d - df)’]
_ (2 A M (2A+ (14 X) 61+ (2= X) d2) (1 = X) 61 + A6a)
(A =+ 01 + 62) A+ 014+ 302)> A4+ A1+ (1—N)dy)°
)\2(2)\+(2—)\)51+(1+)\)52)(A51+(1—)\)52)S)
(A+ 614 02)2 (A + (1 — A) 61 + A6)? )

1
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Applying I’'Hopital’s Rule gives

8\ — 9\ 46X\ —1
lim IIp = —2 2,
P B —1

(S2.5)

We can also use (52.4) to evaluate dIl¢/dA for A = 1/2:

2
dIlp _ _§ (01 + d2) 202‘ (S2.6)
dA 3(1—{—2(51—{—(52))

We can now prove the following proposition.

PROPOSITION S2.1 (Different Needs for Coordination).
i. For any X € (1/2,1] and 0, € [0,00), j = 1,2, Centralization strictly dominates
Decentralization when coordination is sufficiently important for Division k # j.
i For any 01,02 € (0,00) Decentralization strictly dominates Centralization

dominates Centralization when the own-division bias X\ > 1/2 is sufficiently small.
Proof: i. Using (52.2) and (S2.5) we obtain

2 -1
BENICEN

lim HC - 511Hl HS = 8\ (4)\ - 1)

d—00

which is strictly positive for any A > 1/2.
ii. Using (S2.3) and (S2.6) we find that the difference in the derivatives at A = 1/2 is

given by
d (Il — 1)
dA

(01 + d2)
(142(51 + d2))
which is strictly positive for all finite &1, d, > 0.

so” for A\=1/2

4
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Appendix S3: Different Division Sizes.

Since allowing for different division sizes only requires adding a parameter in the main
model, we do not replicate the full analysis here. Instead we merely state the key expressions
and use them to prove Proposition S3.1 which summarizes the claims in the main text. The
derivation of these expressions and their interpretation are exactly as in the main model.

2

Also, to simplify we assume that 0% = 03 = 2.

Centralization: Let 5 = (1 — «). Then decisions are given by

o 1
£ = (@B | m+ 50 |m)
& = (aﬁlJr(s(a(SE(Hl|m)+5(a+5)E(92|m))>.

The residual variance of 6 is given by Sc10? and that of 0 is given by Sc03, where

SC,j = bc’j/ (3 + 4[)073‘), 73 =12, and

B (2X—1) (B2 +9)
aA(BP+ ) +B(0+B) A =Nd+aBr(2+6)d
ad (2) — 1) (a? + )
a(6+a2)(1—=A)6+BA(a2+8) +aBr(2+a)s

bca

bc o
The expected profits are given by
Mo = —E [ (df = 01)" + (' = 02)" + 28 (d - d5)°] .

where

B -0 — 02<(2ﬂ+a(6+5)0‘5+<2_0‘)55—5—552>

af +6)° @B+6)?2 ' (aB+0)?

o o 20%° o’ af+(14+a)d )
Bl =01 = o (2 ap g ap a0 TS

B 9 B ) 205252 B 05262 )
E [(dl dg) } = 0 <(04ﬁ n 5>2 (aﬁ n 5)2 (Sl + SQ) .

Applying I’'Hopital’s Rule we find that
, B —2a(l—a)BA—1)(BA—1)
Jmlle = o o e @ Do) (83.1)
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Also, differentiating we find that

dile 8 a(l—a)é

Decentralization: The decisions are now given by
Do (a1 + 6 (X + B (1 — N))E (dD | 61, m))
e aA(1+0)+55(1—N)
Do (BM02 + 6 (a (1= X) + BN E (dP | 02, m))
2 BA(L+0)+ad(1—N)
where 8 = (1 — «) and
BP0y m] = (09 (LX) AN+ D) B0y | 6oy + 55 (0 + 5 (1= N)E[ds | 1, m)
LT (02 + B%) 6 (1= \) + aBA (1 +20)
} _ (@ (a(T=X)+ BN E[0; |02, m] + B(aA(1+6)+ [0 (1 —N)E[0: | Glm]).

D
E [d) | 61, m (02 + ) 5 (1= A) + apA (1 +20)

The residual variance of 6, is given by S D,la% and that of A, is given by S D,Qag, where

SDJ_bD]/(3+4bCJ) 12 and

aB(2) — 1) (aA (1 +6) + B (1 — \) o)

bp1 =

aB (2 — 1) (a(l— A6+ BA(1+0))

bp
The expected profits are given by
Mp = —E [(d = 01)" + (df — 0a)" + 20 (a — )’
where

B[ (@ - 01)’]

(B+aX—BA) (a2 (1= 2?6+ 82226 +aBA (20 +1) (1 —

(@1 =X+ BA) (B2 (1= A)?*6 + a2\ + afA (1 +25) (1 = N))

_ o? (252 (@A (14 68) + B (1= A)8)* (ar+ (1 —N))?
(a2 +B%) (1 = A) 6§ + aBA (1 +20)) (aX(1+06)+B(1—N)6)?
+a53(a(1— A) 4 BA) (@A + B (1= N) ((@®+28%) (1 = AN) 6+ aBA(2+36)) S

(a)\(1+5)+5(1— A)0)?
—B26% (aX + B (1 — ) S,)



2

B[(af - 0)°]

- (02 + 5°) (L— A3 + apA (L + 26)) (20%a% (a (1= A) + BA)? — a20% (a (1 — A) + BN S

+553 (@ (1= A) + BN (@A + B(1—=N) (6 (202 + 52) (1 — A) + aB (2 + 35)) 52>

(@ (1—=X)6+BA(1+6))

B[(d - db)’

= 5 oA 2(204262
((a2+58%) (1= X) 6+ apA(1+20))
+a35((a2+262)( A) 0+ afA (30 +2)) (a(1—=X)+ BA) S
(aA(140)+5(1 - )5)2
+535(M(1+5)+55(1— A) (6 (202 + %) (1 — A) + aBA (2 + 30)) <ax+ﬁ(1—A))52)
(@A (1+68) + B (1= A) (a (1= A) 6 — BA (1 +6))* '

Applying I’'Hopital’s Rule we find that
—2a(l—a)(2a(l—a)+2\2a—1)*(3A = 7) —26a\ (1 —a) +9A —1) ,

lim HD =

= o
5—00 (1-2a(l—a)=A2a-1)%) BAX1-A) +a(l—a)(6A+1)(2)—1))
(S3.3)
Also, differentiating we find that at A = 1/2
dIlp 16 s 1 —2a(l—a) ,
=——a(l—a)d S3.4
dA goll—o) (a(l—a)+6)” (834)
We can now prove the following proposition.
PROPOSITION 8S3.1 (Different Division Sizes).
. For any A > 1/2 and o > 1/2 Centralization strictly dominates Decentralization

when coordination is sufficiently important.

§ For any § € (0,00) Decentralization strictly dominates Centralization when the

.
own-division bias A > 1/2 and the difference in the division sizes a > 1/2 are

sufficiently small.
Proof: (i.) Using (S3.1) and (S3.3) gives

lim Il — lim IIp

6o\ (1 —a)(2a —1)*(2A — 1)
(1-2a(l—a)—A(2a—-1)*) (BA—1—a(2A - 1))
(a(l—a)2A—1) (42 = 11X+ 1) + A (1 =A) BA-1)) ,
(@r—Da+t3N(@l—a)Br+D) A -1 +3r(1-N)
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which is strictly positive if A > 1/2 and o > 1/2.
(ii.) Using (S3.2) and (S3.4) we find that the difference in the derivatives at A = 1/2 is

given by
d(llp —Tg) 8 a(l—a)(1+40)—0 ,

o zemee (@l—a)+o? for A=1/2

which is strictly positive if
< = 1+ !
(y —_— ——
2 1+46

a.
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