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Abstract

In this paper, we investigate damage to real-sdot@stment spending and corporate
financing activities triggered by the failure ofréle major investment banks during the
2007-09 financial crisis. We find that firms chaeazed by pre-crisis corporate

investment banking relationships with troubled stmeent banks exhibit significantly

lower post-crisis investment spending activity asecurities issuance compared to
corporations that were not affiliated with the toted institutions. The effect varies

systematically with the nature and strength of itheestment banking relationship. Our
results are robust with respect to various modifices and extensions of our empirical
design and generally inconsistent with alternaBxplanations unrelated to investment
banking relationships.
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1. Introduction

Do relationships between nonfinancial corporatiarsd investment banks have a
significant impact on nonfinancial corporations’pital spending and financing activities?
Research has so far provided little evidence o dhiestion, in light of problems in observing
and measuring such relationships. This issue hm&dan importance in view of the ongoing
restructuring of the global investment banking isttlyiand the corresponding reconfiguration of
investment banking relationships with corporaterds in the wake of the financial crisis of
2007-20009.

During 2008, three major financial firms with irstment banking operations either failed
(Lehman Brothers) or had to be taken over (BeaarSte Merrill Lynch)! Table 1 provides an
overview of the respective underwriting market skaof these three firms during the ten years
prior to the financial crisis. Using data from tB®C New Issues database on U.S. issues
underwritten between 1998 and 2008, the table a@teg that the market share of the
underwriters that ceased to be viable in 2008 wiastantial. Over this ten-year period, one of
these three firms served as lead underwriter ighityuone deal out of four covered by the data.

In this paper, we analyze the disruption of undiew relationships experienced by
clients of the three aforementioned firms (heredftesestment banks”) to investigate whether a
negative shock to these relationships affected aratp clients’ investment expenditure and
financing activities. We believe that this empiticetting is particularly appropriate for an
analysis of the effects of investment banking reteghips because - in contrast to cross-sectional

regressions correlating measures of underwritetiogiship strength with corporate outcomes -

! For purposes of this paper, investment bankininduhe period covered by our study is defined msenwriting
and dealing in fixed-income and equity securitiesl dheir derivatives, proprietary investments, autisory
mandates related to mergers and acquisitions, @goestructurings and complementary financial addsory
activities.



it represents a possible exogenous shock to underwelationships introduced by the failure or
near-failure of investment banks during the finahcrisis.

Previous literature shows that investment bankélgtionships provide economic value.
This appears to be associated with economies t# aod scope (James, 1992; Drucker and Puri,
2005), switching costs (Burch, Nanda and Warth@952, monitoring (Hansen and Torregrosa,
1992), or admission to an established investor ot\(Gao and Ritter, 2010).

Kovner (2012) and Fernando, May and Megginson Z2@tovide empirical evidence
that the economic value of investment banking &®s/is shared with client firms. Using stock
market reactions to the failure of troubled investtnbanks, the authors suggest that market
participants perceive these relationships to bevegit for firm value. Specifically, they
document that the stocks of clients of troubledestinent banks experienced significantly
negative abnormal returns around the dates whemvlestment banks’ problems became public
compared to firms without such relationships.

This paper attempts to answer the question whetther disruption of underwriter
relationships following the demise or merger/talexoaf a company’s underwriter affects client
firms’ investment spending and financing activitigée provide evidence that this is indeed the
case.

Using a difference-in-differences approach thattiasts changes in investment spending
and financing of clients of troubled underwrites dlients of other investment banks, we
document that firms that had mandated a troubletemwriter as lead underwriter of a capital
issue in the three years prior to September 200B8t(eatment sample) experienced a reduction
in investment spending and financing that was araye 5.9% and 13.4%, respectively, larger

than for control firms. Moreover, our results shitnat corporate clients alter their financing mix



to use sources of capital that are less informat@nsitive such as internal financing, leading to
a reduction in cash holdings.

We interpret these results as consistent withréification effect of investment banking
relationships as documented by Megginson and Wdi891), suggesting that one possible
benefit of a relationship with an investment baskhe certification that it provides about the
quality of clients’ investment projects. Disrupt®to such relationships (and the certification
function provided by them) could in turn increake firm’s cost of capital, decrease investment
spending and render investment more sensitive ® dlailability of internal funds.
Consequently, firms may reduce their investmennhgpg and substitute away from external
capital to internal funding.

The effects that we document vary systematicalith whe nature of the established
investment banking relationships. Companies withegunity underwriting relationship to a
troubled investment bank overall experience stroedfects, reflected especially in a reduction
in equity financing. Companies with a debt undetimg relationship to a troubled investment
bank, on the other hand, experience a particukrbng reduction in debt financing and a much
weaker effect on equity financing. For examplegmifirms that had established relationships on
the basis of equity issuance experienced a changeuity issuance that was 12.8% smaller
compared to control firms. In contrast, we findnfe whose relationship with a troubled
investment bank originates from debt issuance tonégatively affected in subsequent debt
issuance, while there is no significant effecthiait subsequent activity in equity issuance.

We perform a number of robustness tests that oule alternative explanations and
mitigate concerns that our results are driven byfaanding factors unrelated to investment

banking relationships. Specifically, we show thatr documented treatment-effect decreases



with the strength of the investment banking relaldp as measured by the amount of time
passed since the troubled investment bank wasnastiated as lead underwriter. This finding is
considerably more difficult to reconcile with expéions other than established investment
banking relationships. Our treatment-effect likeawibes not seem to be driven by unobservable
firm characteristics unrelated to investment bagkielationships, such as lending relationships
or counterparty risk. In this regard, we screenS&LC filings by control companies and reduce
the control sample to firms with contractual expesto the troubled investment banks. The
difference-in-differences estimations using thigemative control sample are effectively
unchanged compared to our baseline case.

Next, we provide evidence that our results arengfer (but not exclusively driven) by
clients of Lehman Brothers, the only one of thee¢htroubled investment banks that actually
filed for protection under Chapter 11 of the US Baiptcy Code.

Moreover, our findings seem to be unrelated to fiaet that the troubled investment
banks ranked among the largest investment banks fi2008. When we reduce the control
sample to clients of investment banks with simgtatus in 2007, our results remain virtually
unchanged. In further tests, we control for posdiyt different levels of firm risk in the
treatment and control group. Specifically, we drkedo rule out the alternative explanation that
our results are based on significantly higher Iewélfirm risk in the treatment group.

We also examine whether our results are due tergenime-trends rather than the
disruption of investment banking relationships. Whee perform our difference-in-differences
analysis around events that are shifted one ydarthe future or one year into the past, the

difference-in-differences coefficients in our regg®ns turn insignificant.



In a final step, we expand our control samplendude all non-treated companies in
Compustat (as opposed to all non-treated companigee SDC database with at least one
underwritten issue in the years before the findnmigis). Taken together, our results suggest
that disruptions to investment banking relationshgignificantly affect corporate financing
activity, and they extend our understanding of tbal (capital spending) effects of financial
shocks.

The objective of the paper is thus to contribudetite nascent literature investigating
investment banking-client relationships in the watde the financial crisis of 2007-2009.
Fernando, May and Megginson (2012) and Kovner (R@b2ument that clients of the affected
investment banks experience larger declines irr #teck prices compared to clients of other
investment banks upon the announcement of the@stnvent bank’s failure. While these papers
investigate the value-relevance of underwritertr@taships, our focus is on the potential real
effects of these relationships, and we investifates’ actual financial and investment spending
activities.

The paper therefore contributes as well to thexdture investigating the real effects of
financial shocks. As a result of the severe stesgrienced on global financial markets during
the financial crisis of 2007-2009, there has beeurge of interest in the effects of financial
shocks on the real economy (e.g., see the survagr iy Bond, Edmans and Goldstein, 2012).
While existing literature has investigated shoakshsas the loss of a security analyst (Derrien
and Kecskeés, 2013) or a relationship lender (ChmsldReich, 2014), the introduction of credit
ratings on syndicated loans (Sufi, 2009), the safiant of credit ratings on corporate bonds

(Tang, 2009), and the effect of stock prices oruagitipn expenditures (Edmans, Goldstein and



Jiang, 2012) and equity issuance (Khan, Kogan amdf&m, 2012), we focus on the potential
real effects brought about by the disruption ok&rg investment banking relationships.

Additionally, the paper contributes to the strasfdliterature that concentrates on the
formation and characteristics of investment bankelgtionships. Asker and Ljunggvist (2010)
document that firms’ reluctance to share an undeswwith a product market rival can have
detrimental effects on the firms’ investment spegdiLjungqvist, Marston and Wilhelm (2006,
2009) find that co-management opportunities ardtigely related to corresponding analyst
optimism and that this increases the probability dfiture lead-management position. Whereas
this literature primarily examines the developmehinvestment banking relationships, we add
the consequences of a major distortion of an ajreathblished relationship.

Finally, we contribute to understanding the resle of investment banking relationships
from a regulator’s point of view. For example, Damd and Rajan (2002) analy@epost crisis
costs of bank bailouts in terms of a possible ckangggregate liquidity. Especially with regard
to Lehman Brothers, we extend this literature bypocemtrating on the reverse. If a shock to
relationships between investment banks and cliedisces severe negative consequences for the
real economy, a regulator would do well to consptessible responses to such an event and take
these costs into account.

Section 2 of the paper contains a descriptionhef data and the statistical sample
employed. Section 3 presents the empirical metloggolSection 4 reports the main results, and

in Section 5 we report additional analyses and stimss tests. Section 6 concludes.

2. Data and Sample
Consistent with the importance of an underwritar firms (e.g. Asker and Ljungqvist,

2010), we use firms’ equity and debt issuancesiémtify an investment banking relationship.



We use the Securities Data Corporation (SDC) Newds Database to identify all capital issues
in the U.S. market in the ten-year period from Bpt8mber 1998 to 16 September 2008. We
follow earlier work such as Hansen (2001), Fernaday and Megginson (2005) and Asker
and Ljunggqvist (2010) and exclude all issues byities, financials, and government entities
(SIC Codes starting with 49, 6, and 9) from our glemin order to classify capital-issuing firms
by their respective investment bank, we also exlall issues for which the corresponding
underwriter or book-runner are not disclosed. We Gsmpustat for financial and accounting
data and CRSP for stock return data.

In our screenings for counterparty risk, we us&1Q0-Q, and 8-K filings obtained from
the SEC EDGAR database. As discussed in Secticgid@vbwe assign sample companies to a
“treatment” or a control group in our empirical &s@s. To align these groups in terms of firm
size, we drop control firms with total assets sarathan the median total assets of the control
group.

In examining the real effects of a shock to a canys investment banking relationship,
we apply our analyses to four sets of corporataniml variables: investment spending,
financing, dividends and cash holdings. Investrsgending consists of capital expenditures,
research and development costs, and acquisitiots.cbgiancing comprises gross debt and
equity issuance to reflect a firm's ability to steimew funds in the capital market. We also
introduce a net financial cash flow variable thatludes debt reductions, stock repurchases and
dividend payments to account for the net finan@aburces available to a firm from all sources.
Dividends are defined as cash payouts to sharetsplaied cash holdings are defined as cash and
short-term investments. Except for firm age anohféize, we scale our variables by total assets.

To mitigate the influence of outliers, we winsorizer variables at theand 98' percentiles.



Table 2 provides the descriptive statistics fa thain variables used in the paper. The
distribution of our financing variables is closethat of papers using similar dependent variables

such as Derrien and Kecskeés (2013).

3. Methodology

3.1Regression model

We employ a difference-in-differences approachrialyze the real effects of the failure
or virtual failure of the three aforementioned majaderwriters on their clients. The treatment-
effect we are interested in estimating is the impac investment-spending and corporate
financing brought about by a distortion of the istveent banking relationship. To obtain this, we
compare the group of companies affected by thdoriisn to a control sample of unaffected
companies. For the identification of the treatngnotup, we follow Kovner (2012) by restricting
the period during which a company can be classdedffiliated with a troubled underwriter.

Specifically, every company that used a troubieegstment bank as lead underwriter for
its last capital issue in the period between 1&&rper 2005 and 16 September 2008 (the three
years before the failure of the three underwritésspssigned to the treatment group. The
remaining companies are assigned to the contralpgrohis approach is also applied by James
(1992) who shows that positive effects of a stramglerwriter relationship decrease with a
growing interval between two sequential issues.réax this time constraint in additional tests
to analyze the strength of the relationship. Wenthéferentiate the treatment group by the
strength of the underwriter relationship by alsduding issues where the investment bank did
not hold a lead position in the underwriter synticaDverall, we expect the effects on our
dependent corporate financial variables to increagl the intensity of this relationship.

Next, we define a pre- and post-treatment yeaetery sample firm. The treatment date



of a firm is determined by the loss of its affigdtinvestment bank. If a firm is associated with
several troubled investment banks, we adopt theareative option and set the treatment date to
the first point in time at which the relationshigtiveen client and underwriter becomes
distorted® For the distortion to take effect, we introduc&amnsition period. The pre-treatment
year is the first completed fiscal year ending ¢hneonths before the treatment date, while the
post-treatment year is the first completed fisednthat began three months after the treatment
date. So the pre-treatment year of a Lehman Brettlegnt with a fiscal year-end of December
31% would be fiscal year 2007 and the post-treatmeat yould be 2009. There is no treatment
date for our control group. However, since moshufsample firms have their fiscal year-end on
December 31 we define 2007 and 2009 as respective pre- astitpEatment years for our
control group. Our difference-in-differences apmtosakes the form of the following regression

equation:

CP; = a + Pitreated; + f,post; + fstreated; X post; + 7C + &

where CP; is the corporate financing variable of fiinmtreated is a dummy variable that is
equal to 1 if the firm is affiliated with a troulddldnvestment bank and O otherwigest is a
dummy variable that is equal to 1 if the firm-y&athe post-treatment year and O otherwise. The
coefficient on the interaction variabteeated X post is the difference-in-differences estimator.
We are particularly interested in this coefficibetause it suggests whether the pre versus post-

difference inCP; of treated companies is different from the presusrpost-difference i@P; of

2 Hence, if a company was a client of Lehman Bratfserd Bear Stearns, the collapse of Bear Steathe isarlier
of both treatment dates. In this specific example,would use March 2008 as treatment date forfthis Since
underwriting activity could still be shifted to Letan Brothers after March 2008, this is a ratherseorative
approach.



control companies. If this term is negative, trdafiems experience a stronger decreas€mn
than control firms We cluster standard errors &t finm level. y is a vector of regression
coefficients for the vector of control variabl€sthat account for the variation {@P that can be
attributed to factors unrelated to investment bagkelationships such as firm size (proxied by
the natural log of firm’s total assets), firm ageoxied by the number of years since a company
first appeared in Compustat), operational inconee Bobin’s Q (Fazzari, Hubbard and Petersen,

2000; Moyen, 2005). Finally, to mitigate concermattour results reflect industry-specific

factors unrelated to a distortion of underwritdatienships, we include industry-fixed effects.

In additional tests, we exclude the interactiomialde treated X post and repeat the
regression for treated and control firms in segaragressions. This allows for the inclusion of

firm-fixed effects to control for unobservable fispecific characteristics.

4. Results

4.1 Do distortions of client-underwriter-relationships have real effects?

Using our empirical setup, we examine the real fanaincial effects of a shock to a
company’s relationship with its lead underwriterable 3 presents the results of our main
analysis, in which we estimate our difference-iffedences model and use the corporate finance
dependent variables described in Section 2 andepted in Table 2. The focus is on the
coefficient ontreated x post, our difference-in-differences estimator, which tales to what
extent treated firms (i.e. firms experiencing aatigon of their investment banking relationship)
differ in their corporate finance and real chanffesn pre-crisis to post-crisis compared to
control firms (i.e. firms experiencing no shockheir underwriter relationship).

The first four columns report the results @apex, R&D Expenses, Acquisition Expenses,

and the sum of these variablégtal Investment. The results suggest that a distortion to a

10



company'’s investment banking relationship has amrable impact on its investment- spending.
Specifically, the first four columns show that texhfirms reduce their capital expenditures and
acquisition outlays significantly more comparedhe control firms. Whereas the coefficient on

post indicates that all sample firms reduce their itvent-spending, the total investment

outlays of treated firms are reduced by roughly?®@ore than the total investment outlays of

control firms, a reduction that is significant Aet5% level. This sizeable effect suggests that
shocks to investment banking relationships havieeféects for companies.

Bao and Edmans (2011) find support for the hypashdet investment banks identify
synergistic targets for their clients and negotif@eorable terms. Such beneficial aspects of
M&A advisory are even more pronounced for top-trerestment banks (Golubov et al., 2012).
To this end, a shock to an investment banking icglahip may have a negative effect on the
acquisition expenses of a client. This idea is alggported by the evident cross-selling efforts of
investment banks (e.g. Drucker and Puri, 2005) ab &s the strong reputation of the three
aforementioned investment banks. Consistent with tlotion, we find that the acquisition
expenses of treated firms decrease by 4.8% moretha of control firms. Since we identify
investment banking relationships through clientserwriting activities, this result suggests that
underwriting relationships can extend to other gtreent banking services.

The next three columns report the resultsebt 1ssuance (gross), Equity Issuance, and
Total Financing. Similar to the results for corporate investmeatlays above, the significant
difference-in-differences coefficients suggest tlaatdistortion of a company's investment
banking relationship has considerable impact onadsess to financing. Specifically, treated
firms reduced both their debt and equity issuangeifscantly more compared to control firms.

Consequently, the total net financing of treatechdi declines by about 13.4% more than the

11



total net financing of control firms, a reductidrat is significant at the 1% level. This signifitan
effect indicates that shocks to investment bankelgtionships have an impact on companies’
financing activities in addition to their investnteoutlays and suggests that companies
experiencing a distortion of their investment bagkirelationship throughout the crisis
subsequently face temporary difficulties in placoagpital in the market.

Finally, we investigate corporate payouts and dasdings in the last two columns of
Table 3. We find no significant difference-in-difémces effects with respect to dividend
payments. However, while control firms are able eitend their cash holdings by 1.9%
(significant at the 1% level), treated firms redticeir cash holdings by 2.7%. The difference of
4.6% is significant at the 5% level. These ressitggest that treated firms reduced their cash
holdings, possibly in an attempt to adjust to athtion on outside funding (which presumably
became harder to obtain due to the shock to thestment banking relationship) by accessing
internal sources of capital. Alternatively (or adthally), treated firms may have reduced their
cash holdings in order to be able to maintain pnesly established levels of dividend payouts.
Overall, the results of the estimation of our diffiece-in-differences research design presented in
Table 3 are consistent with an interpretation thatshock to an investment banking relationship
has a significant effect on companies’ corporatea®r and is associated with a substantially

negative impact on corporate investment and fimaqci

4.2 Impact of the nature of the investment bankingelationship

Underwriter relationships ought to be more valeail markets that are susceptible to
high levels of asymmetric information (e.g., Myarsd Majluf, 1984), such as the equity capital
market. Consistently, Fernando, May and Meggin2®i2) find the negative impact of the

distortion of an investment banking relationship oarresponding client firms’ market
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capitalization to be more pronounced for relatigpstthat emerge from equity underwritings
than debt underwritings. Consistently, we expe& #ifects on corporate investment and
financing to be more pronounced for investment bamkelationships that emerge from an
equity underwritingTo test whether such heterogeneous treatment &ftact also be observed
in our sample under stress conditions, we splitteatment sample into firms that established
their relationship on the basis of equity undenwgtversus firms that base their relationship on
debt underwriting. Table 4 presents the resultswfprevious analyses for treatment samples
that are re-defined according to the nature ofriiestment banking relationship.

Firms with a former equity underwriting relatiomglido not show significant changes in
debt financing, while their equity issuance acyisignificantly declines (12.8%) compared to
control firms. In contrast, treated firms with agordebt underwriting relationship exhibit no
significant effect on equity issuance, but they idsue significantly less debt (14.0%) in
comparison to the control group. Overall, the rssséem to be more pronounced for an equity
underwriting relationship than for a debt undenngt relationship. The change in total net
financing for equity underwritings is 15.2% lowéah for control firms, while it is only 10.4%
lower for debt underwritings.

Interestingly, these differences are also refbcte corporate investment spending
variables. While firms that experience a shock rioeguity underwriter relationship exhibit a
decrease in capital expenditures that is 2.7% lacgenpared to control firms, this change is
insignificant for firms with a shock to their dalmderwriting relationship. On the other hand, the
relative decrease of acquisition expenditures snemically and statistically significant for
firms that established a debt underwriter relatigm$7.6%) whereas it is insignificant for firms

that established an equity underwriter relationsfiigs is not only consistent with the fact that

13



acquisitions are predominantly financed by debeathan equity and but also with the notion
that investment banking relationships may be usenidss-sell acquisition advisory services.
Finally, the comparatively more pronounced effects the shock to an equity
underwriting relationship are also reflected intcéwldings. Although the coefficient on this
variable is statistically significant for both subgps, the reduction in cash holdings for firms
with a shock to an equity underwriting relationsigptwice as large (6.6%) compared to the
reduction of firms that experienced a shock tortdebt underwriting relationship (3.4%).
Overall, the results presented in Table 4 lengertdo the negative impact of a shock to
an investment banking relationship on corporatarfaing and investment spending, but also
contribute to our understanding of the differentraportance and impact of debt and equity

underwriting relationships.

4.3 Impact of the strength of the investment bankig relationship

If it is indeed the investment banking-relatiogskifect that drives the results presented
so far, we should reasonably expect these resultetome less pronounced with a decrease of
the strength of the investment banking relationship

In a first test, we proxy such a decrease by the the investment bank plays in the
client's underwriter syndicate. Specifically, wesig® a company to the treatment group if a
troubled investment bank was part of the underwstedicate but not mandated as the lead
underwriter (we exclude observations where a tredilthvestment bank was lead underwriter in
these estimations). In unreported results, we ti@eoverall the coefficients on the interaction
variables substantially decrease in economic madeiaind statistical power. The coefficients on
Total Investment, Total Financing, as well asCash Position become insignificant. Equity

issuance is reduced from 8.1% to 3.8% (signifiedrthe 10% only).
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In a next step, we model the strength of an imaest banking relationship by the time
that has passed since the last time a troubledstimeant bank acted as lead underwriter. In
previous tests, we constrained the time period Iniclv a firm can become affiliated with an
investment bank to the three years preceding Sdyter®d008. Relaxing this constraint, we
expect the effect of a shock to an investment mankelationship to decrease over time. If
investment banks can exploit economies of scaleebycling proprietary information of clients
(James, 1992), these benefits will disappear oner &s information become obsolete.

We gradually extend the affiliation period useddassify companies as treated by
intervals of one year. In the most extreme casetake into account all deals that fall into the
10-year period preceeding September 2008, exparaindreatment sample to a total of 386
firms. Table 5 presents the results of the estwnatif our difference-in-differences model with
these alternative treatment groups. For reasonspate we report only the difference-in-
differences coefficient for each regression.

Overall, we observe an almost monotonic decraaske magnitude and significance of
the differences between the treatment and contmips in the number of years added to the
affiliation period for our corporate investment exgliture variables. With respect to the
corporate financing variables, the reduction imsigance is somewhat less pronounced but the
economic magnitude is substantially reduced. Comegdir which more time elapsed since the
last contact to their relationship investment baekm to be less economically affected by the
shock to the investment banking relationship. Bangple, the reduction in total investment
spending of treated firms is 5.9% larger than fontool firms for an affiliation period of three
years. This number decreases to only 0.9% if waaghe affiliation period to 5 years. At the

same time, the reduction of total debt and equitgricing of treated firms is 13.4% larger than
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for control firms for an affiliation period of theeyears. This number decreases to 3.5% and
becomes insignificant when we expand the affil@aeriod to 10 years.

These results lend support to the notion thatmain findings can be attributed to a
relationship-specific channel and are indeed rdlédethe shock to the relationship between a

lead underwriter and its client firm.

5. Additional tests and robustness checks

5.1Alternative explanation: Unobservable firm characteistics that are unrelated to
underwriter relationships

One could argue that the effects documented abevaot related to firms’ relationships
to their investment banks but rather to other ibmest bank-specific factors, such as the loss of
a lending relationship or counterparty risk. Weve two pieces of evidence that appear to
refute such an alternative explanation.

First, we assume that Bear Stearns, Lehman Bmothed Merrill Lynch cross-sell
wholesale financial services (e.g., corporate trédes) to their investment banking clients
(Drucker and Puri, 2005). If our results are urteglao the shock to an underwriter relationship,
but rather driven by commercial banking serviceslormger available from the relationship
investment bank, the impact should become subatgntveaker when we exclude control firms
that do not have material contractual exposurento & the three troubled investment banks.
That is, both treated and control firms may havéene commercial banking exposure to one of
the three troubled investment banks, and we proteedeasure the incremental effect of an
underwriting relationship. To this end, we screearg 8-K, 10-Q, and 10-K filings by sample
companies between July 2008 and December 2009otat, twe gather more than 30,000

documents and screen them for links to Bear Stedralsman Brothers, or Merrill Lynch,
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isolating 378 control firms that are dropped frdra sample. Repeating our analyses on the basis
of this constrained sample leaves our results abgicnchanged. Treated firms still exhibit
significantly sharper decreases in corporate imuest, financing and cash holdings over the
control group.

Second, we employ a firm-fixed effects model tocamt for unobservable firm-specific
characteristics that may not have been picked wuirscreening of SEC filings. The results are
summarized in Table 6. Regressing treated and atetifirms separately and including firm-
fixed effects in these regressidpsve find that the change in capital outlays, asifjon
expenditures, total investment, debt issuance,tgdgssuance, total financing, as well as the
amount of cash holdings from pre-crisis to possisrievels is significantly more negative for
treated firms than for control firms. All variablage significant at least at the 5% level.

To validate the difference in the coefficientsnfrahe two separate regressions, we
conduct a Chow (1960) test. The coefficients afferdint from each other at the 5% significance
level or better. The high levels of R? show that fixed effects pick up substantial amounts of
variance in the dependent variables that our cbMaoiables are not able to explain. The
consistency of these results with our full-samplielence corroborates our interpretation that the

effects on corporate investment and financing aeetd a relationship-specific channel.

5.2 Robustness: Lehman Brothers vs. Other Troublednderwriters

Under the premise that the severity of the investmbanking relationship shock is
directly related to the nature of the financialsigj it is reasonable to assume that our
documented treatment effect is more pronouncedhi®rclients of Lehman Brothers (the only

one of the three troubled investment banks thatadigtfiled for bankruptcy). To investigate this

% Note that it is not possible to include firm-fixeffects in full sample estimations of our diffecerin-differences
model, because the firm-fixed effects for a compameycollinear with the treatment dummy.
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hypothesis, we differentiate treated firms accaydim the nature of their underwriter’s collapse
and divide our treatment group into two subsampWe. then repeat our analysis. The first
subsample contains only clients that were affilatgth Lehman Brothers, the second subsample
contains only clients affiliated with Bear Steaarsd Merrill Lynch. We present the results of
this analysis (focusing on the difference-in-diffieces coefficients) in Table 7. As expected, we
find that our results are stronger in the subsampleehman Brothers clients (Panel A). The
results for clients of Merrill Lynch and Bear Stear(Panel B) are weaker both in size and
significance. They are, however, still significdat only borderline insignificant) for a number
of corporate policies. Overall, our main resulteganted in Table 3 seem to be stronger for the

subsample of Lehman Brothers clients but not exeblisdriven by this subsample.

5.3 Alternative Explanation: Major Investment Banks

The three investment banks determining the treattngeoup belonged to the largest
players in the investment banking industry priorthe financial crisis. The control group,
however, also comprises a number of considerablgllemunderwriters with potentially
different reputation (Fernando, Gatchev, May andjfieson, 2013). On the one hand, the effect
of the investment bank relationship might be cated with the size of the firm. On the other
hand, based on their league table standing, tlee tistressed investment banks may attract a
more homogenous client group. Against the backdfap positive assortative matching process
between underwriter and client (Fernando, Gatclmel@pindt, 2005), a straightforward way of
increasing the homogeneity in the control groumrsincrease in the homogeneity of their
underwriters.

We therefore constrain the control sample to tdiei the top 25 underwriters based on

2007 league tables for equity and debt underwstitig unreported results, we find that treated
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companies still show a significant decrease inl inteestment spending, total financing and cash
holdings compared to the control sample. Despile@ease in sample size, the results remain

virtually unchanged in both magnitude and levelsighificance.

5.4 Alternative Explanation: Firm Risk

As a further robustness test, we analyze whetkatrhent and control groups differ with
respect to risk. It is possible that the three rdssted investment banks were attracting
systematically more risky clients. In this contexgomparatively higher decline in treated firms’
corporate financial and performance variables wontit be related to the shock of an
underwriter relationship, but rather to the conseqe of a relatively more pronounced reaction
to the financial crisis. Since our sample is caistd to U.S. companies and the average firm
size is quite large, we proxy the systematic ris& brm by its beta with respect to the S&P 500.

Excluding firms with less than 100 return obsdors, we calculate five beta values,
based on the daily returns between one and fivesymzfore 2008. Comparing the average beta
of treated and untreated firms for the five sammdeiods, we find that treated firms do not

exhibit significantly higher beta coefficients famy of the calculation periods in our study.

5.5 Alternative Explanation: Time Trends

It is possible that our results do not stem frondistortion of the treated firms’
relationship to their respective investment barikg, rather from alternative factors specific to
our treatment group or the regression design. Altogly, we conduct a placebo test and run our
analyses under conditions wherein the shock toirthiestment banking relationship occurred

either one year before or one year after the asthatk’ If a time trend among treated firms

4 Although we maintain all criteria for the selectiof our treatment and control group, we note thatll
differences in the sample composition can arisetdukata availability.
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leads to the investment expenditure and financiferts that we have documented, we would
expect our results to remain unchanged by thig shthe event-timing. If, on the other hand, the
effects are the result of a disruption to treatedd” investment banking relationships, we would
expect the counterfactual difference-in-differencesfficients to lose economic and statistical
significance in the placebo tests. In unreportsdlte, we indeed find this to be the case.

In a further test, we hold the pre- and post-tnesit years constant while randomly
assigning firms to the treatment and control groApain the results become statistically
insignificant, suggesting that our findings are cfpe to our treatment companies and not
associated with a general crisis or time-trendogffe

Overall, these additional tests shed further ligiita potentially causal interpretation of
our results. The findings appear to be unrelatethéotime-frame around 2008 or to a general

time trend among treated firms.

5.6 Robustness: Different Control Groups

As a final robustness check, we extend our comrolip to include the full Compustat
universe. The number of untreated firm-year obsema thus increases from 1,282 to over
3,600°

In unreported results, we show that the coefftsiem the difference-in-differences term
for our key corporate policy variables continud&negative and significant. Recall from above

that companies which mandated a distressed invastihank as their lead underwriter

® In unreported results, we also vary the amounyeafs by which we shift our sample period, inclgdinshift back

to the crisis that was caused by the dotcom bulbdbl@001. The results remain unchanged showing rithe
insignificant or borderline significant differen@e-differences estimators with changing signs.

® Note that this test implies the assumption that$DC database includes all deals that were unitemvby the
three distressed investment banks for our spetiifie period. In this case, no additional compangffgiated to a
troubled investment bank, since those firms areaaly assigned to the treatment group.
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experienced a decrease in investment spending apm@ately 5.9% larger than that of non-
affiliated companies, while their decline in tofalancing is 13.2% larger than that of non-
affiliated firms. In line with our previous findisg these results become almost collectively
insignificant if we define an underwriter affiliath not by lead underwriter but by syndicate
membership. With the exception of the coefficientequity issuance - which decreases from
8.1% to only 4.1% but remains statistically sigrafit at the 10% level - all other coefficients are

statistically indistinguishable from zero.

6. Conclusions

In this paper, we focus on the failure of threganavestment banks during the financial
crisis of 2007-2009 as an empirical setting to stigate the real effects of a shock to investment
banking relationships. Employing a difference-iffetiences approach, our results suggest that
clients of a troubled investment bank reduce thewrestment expenditures and financing
activities significantly more than a sample of eohtfirms whose relationships with their
underwriters were unaffected. A series of robustnelsecks and further analysis provides
evidence inconsistent with alternative explanatiofe suggest that evidence gleaned from the
financial turbulence of 2007-09 contributes to thterature examining the relevance of
underwriter relationships and the literature docoting the real economic impact of shocks in

financial markets.
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Table 1 Overview of underwriting market by type of issuelayndicate role

Panel A Troubled bookrunner Troubled underwriter Total Panel B Allotment amounts by type of underwriter

Type of issue no yes no yes o Type of issue untroubled troubled Total

Common Stocks 5,024 1,563 3,457 3,130 6,987 Common Stocks 709,112 166,570 875,68
76.27% 23.73% 52.48% 47.52% 80.98% 19.02%

Convertible 936 413 713 63p 1,349  Convertible 87,414 21,356 108,770
69.38% 30.62% 52.85% 47.15% 80.37% 19.63%

Equity registration pipeline 1,183 279 1,003 459 1,462 uiBregistration pipeline q q
80.92% 19.08% 68.60% 31.40% - -

Medium term note programs 242 84 108 188 396  Medium teste programs ¢ (
81.76% 18.24% 36.49% 63.51% - -

Mortgage asset backed 1,216 612 855 73 1,428 Mortgage lsascked 10,088 1,111 11,1
66.52% 33.48% 46.77% 53.23% 90.07% 9.93%)

Nonconvertible debt 9,636 3,147 7,807 4,976 12,TB3 Noveible debt 2,193,474 368,640 2,562,1]
75.38% 24.62% 61.07% 38.93% 85.61% 14.39%

Preferred stock 87 10p 59 130 13p Preferred stock 16|801 8551, 24,656
46.03% 53.97% 31.22% 68.78% 68.14% 31.86%

Private debt 2,371 234 2,352 25%3 2,6[05 Private debt 0 0
91.02% 8.98%) 90.29% 9.71% - -

Private equity 1,750 211 1,748 213 1,941  Private equity 73 0 73
89.24% 10.76% 89.14% 10.86%6 100.00% 0.00%

Registration debt 152 58 124 46 21D  Registration debt 130 95 (1 325
72.38% 27.62% 59.05% 40.95% 40.00% 60.00%

Total 22,597 6,673 18,226 11,044 29,2YPTotal 3,017,089 565,721 3,582,81
77.20% 22.80% 62.27% 37.73% 84.21% 15.79%

D4

16

Table 1 provides information on the market shartheffollowing three underwriters: Bear Stearndjrban Brothers, and Merrill Lynch. The sample cosgsiall
deals with an identifiable underwriter from the SBfatinum New Issues database over the ten yeaceging the collapse of Lehman Brothers on 09/167@8el
A refers to the participation of a troubled investithbank in underwriting syndicates as bookrunoersnderwriters. Panel B refers to the specificl @@aounts
allotted to one of the three investment banks.
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Table 2 Descriptive statistics for corporate policy andtrol variables

Panel A: Corporate policy variables

Variable Name n mean sd p25 p50 p75
Capex 1,685 0.06 0.08 0.02 0.04 0.07
R&D Expense 1,686 0.03 0.06 0.00 0.00 0.03
Acquisition Expenses 1,589 0.05 0.15 0.00 0.00 0.02
Total Investmer 1,588 0.15 0.20 0.04 0.09 0.17
Debt Issuance (gros 1,620 0.16 0.31 0.00 0.05 0.17
Equity Issuance 1,646 0.04 0.12 0.00 0.00 0.02
Total Financing 1,686 0.02 0.22 -0.06 -0.02 0.02
Cash Dividends 1,676 0.01 0.03 0.00 0.00 0.01
Cash Holdings 1,686 0.16 0.20 0.03 0.09 0.21

Panel B: Control variables

Variable Name n mean sd p25 p50 p75
Size 1,702 8,550.45 33,432.12 1,133.21 2,172.59 6,023.60
Age 1,702 15.51 4.77 12.00 18.00 20.00
Cash flow 1,686 0.13 0.11 0.08 0.13 0.19
Tobin's Q 1,536 1.76 1.00 1.13 1.45 2.03

Table 2 reports descriptive statistics for the ooage financial and control variables.
Capex denotes capital expenditures (Compustat ¢egm), R&D Expenses denotes
research and development expenses (Compustat itéjn Acquisition Expenses

denotes acquisition expenses (Compustat item daital Investment denotes the
sum of Capex, R&D Expenses, and Acquisition Expgn&ebt Issuance (gross)
denotes gross long-term debt issuance (Compustat ditis), Equity Issuance

denotes the sale of common and preferred stock fQOstat item sstk), Total

Financing denotes the total net cash flow fromrfoiag activities (Compustat item

fincf). Dividends denotes cash dividends (Compustamn dv). Cash Holdings

denotes cash and short-term investments (Compitstat che). All dependent

variables are scaled by lagged total assets (Caatpiism at). Size denotes total
assets (Compustat item at). Age denotes firm agesuaned as the time since a firm
first appeared in Compustat. Cash flow denotesatimgrincome before depreciation
(Compustat item oibdp) scaled by lagged total asg&mpustat item at). n denotes
the number of firm-year observations. All variabbr® winsorized at the 1% and
99% level.
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Table 3 Results of basic regression model with troubledkbenners as identification variable for our treattsample

Independent R&D Acquisition Total Debt I ssuance Equity Total Cash Cash
Variable Capex Expenses Expenses Investment (gross) Issuance Financing Dividends Position
Cash flow 0.106 -0.164™ 0.315™ 0.239™ 0.663™ -0.138" -0.159 0.051" -0.304™
(4.737) (-7.839) (4.558) @3y (5.200) (-1.921) (-1.300) (5.456) (-4.004)
Age -0.002 0.000 -0.001 -0.005" -0.008™ -0.004™ -0.008™ -0.000 -0.002
(-3.204) (0.415) (-1.201) .038) (-3.472) (-4.321) (-4.573) (-0.671) (-1.098)
Size -0.003 -0.005™ 0.001 -0.007 -0.006 -0.007" -0.007" 0.003™ -0.025™
(-1.891) (-3.404) (0.225) .811) (-0.885) (-2.748) (-1.729) (4.983) (-5.440)
Tobin's Q 0.007 0.025™ -0.021™ 0.016" -0.026" 0.027™ 0.006 0.004" 0.091™
(2.448) (8.958) (-3.662) [%2)) (-2.419) (3.747) (0.492) (3.649) (10.701)
Treated 0.014 0.011" 0.067™ 0.088™ 0.110™ 0.090™ 0.145™ 0.003 0.051"
(1.680) (2.108) (3.091) (DB2 (2.908) (4.762) (4.557) (1.361) (2.783)
Post -0.0%6 -0.003" -0.038™ -0.070™ -0.042™ -0.009° -0.043™ 0.001 0.019”
(-8.218) (-1.952) (-5.228) 7.637) (-3.105) (-1.959) (-4.565) (1.158) (2.763)
Treated*Post -0.015 0.003 -0.048" -0.059” -0.103™ -0.081™ -0.134™ -0.001 -0.046"
(-1.981) (0.589) (-2.328) ) (-2.714) (-3.730) (-4.051) (-0.539) (-2.547)
Constant 0.104 0.041™ 0.063" 0.239™ 0.303™ 0.114™ 0.222™ -0.026™ 0.249™
(6.978) (3.148) (2.359) (@51 (5.584) (4.889) (5.319) (-4.640) (5.822)
N 1,523 1,524 1,434 1,433 1,465 481 1,524 1,515 1,524
R2 0.436 0.509 0.139 0.220 0.151 .216 0.168 0.243 0.432

Table 3 reports the results of the estimation efdiference-in-differences mod&apex denotes capital expenditures (Compustat item ¢cé&&ID Expenses
denotes research and development expenses (Comppeistaxrd), Acquisition Expenses denotes acquisition expenses (Compustat item aqtd, |nvestment

denotes their sumDebt Issuance (gross) denotes gross long-term debt issuance (Compustat dltis), Equity Issuance denotes the sale of common and
preferred stock (Compustat item ssfkdtal Financing denotes the total net cash flow from financingvites (Compustat item fincf)iCash Dividends denotes

cash dividends (Compustat item d@€psh Holdings denotes cash and short-term investments (Comptestache). All dependent variables are scalecagged
total assets and winsorized at the 1% and 99%.level

Cash flow denotes operating income before depreciation (Crstap item oibdp) scaled by lagged total ass&ye,denotes firm ageSize denotes total assets
(Compustat item at)Treated is a dummy variable that is equal to 1 if a conyphas used a troubled investment bank as lead writkar in the three years
leading up to the financial crisiBost is a dummy variable equal to 1 for post-crash Hfyemars.Treated* Post denotes the difference-in-differences coefficient.

All specifications include industry fixed effectBhe values in parentheses represent t-values lmsethndard errors clustered at the firm level. iffdicates

significance at the 1% level, ** indicates signifitce at the 5% level, and * indicates significagicte 10% level.
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Table 4 Results of basic regression model for an estatdistedt and equity

relationship

Dependent Debt Relationship Equity Relationship

Variable Treated*Post N R2 Treated*Post N R2

Capex 0.007 1,311 0.468 -0.029 1,361  0.453]
(0.949) (-2.456)

R&D -0.007 1,312 0.431 0.009 1,362  0.495

Expenses (-1.454) (1.151)

Acquisition -0.076" 1,229  0.171 -0.014 1,277  0.134

Expenses (-2.818) (-0.696)

Total -0.072" 1,228  0.250 -0.041 1,276  0.241

Investment (-2.106) (-1.224)

Debt Issuance -0.140 1,259  0.158 -0.048 1,308  0.181

(gross) (-2.665) (-1.045)

Equity -0.013 1,275  0.13 -0.178 1,332 0.291

Issuance (-0.938) (-4.267)

Total -0.104™ 1,312  0.157] -0.152 1,362  0.190

Financing (-2.810) (-3.679)

Cash 0.003 1,305  0.325 -0.005 1,354  0.231

Dividends (1.716) (-1.058)

Cash -0.034 1,312  0.388 -0.066 1,362  0.425

Position (-2.025) (-2.469)

Table 4 reports the results of the estimation efdtference-in-differences model if

we constrain our treatment sample to companies ¢ltdblished an investment

banking relationship through a debt deal and aritegeal, respectively. Variables

are defined in the notes of Table 3. We omit cdntaviables for space reasons. All
specifications include industry fixed effects. Tvedues in parentheses represent t-

values based on standard errors clustered atrthdevel. *** indicates significance

at the 1% level, ** indicates significance at tt#é evel, and * indicates significance
at the 10% level.

27



Table 5Results for different affiliation periods

Affiliation Regression R&D Acquisition Total Debt I ssuance Equity Total Cash Cash
Period Specification Capex Expenses Expenses I nvestment (gross) Issuance Financing Dividends Holdings
3 Years Treated*Post -0.015" 0.003 -0.048" -0.059" -0.103™ -0.081™ -0.134™ -0.001 -0.046"
t-value (-1.981) (0.589) (-2.328) (-2.163) (-2.714) (&Y (-4.051) (-0.539) (-2.547)
N 1,523 1,524 1,434 1,433 1,465 ,481 1,524 1,515 1,524
4 Years Treated*Post -0.009 0.004 -0.024 -0.024 -0.066 -0.050™ -0.085™ -0.001 -0.033
t-value (-1.286) (0.912) (-1.222) (-0.939) (-1.930) (155 (-2.731) (-0.571) (-1.959)
N 1,607 1,608 1,515 1,514 1,545 ,57Q 1,608 1,596 1,608
5 Years Treated*Post -0.005 0.006 -0.015 -0.009 -0.039 -0.039 -0.059” -0.001 -0.023
t-value (-0.774) (1.460) (-0.858) (-0.372) (-1.219) (B3 (-2.160) (-0.497) (-1.536)
N 1,674 1,675 1,580 1,579 1,610 ,636 1,675 1,663 1,675
6 Years Treated*Post -0.006 0.006 -0.016 -0.010 -0.043 -0.035 -0.058" -0.001 -0.023
t-value (-0.990) (1.609) (-0.916) (-0.456) (-1.369) (a3 (-2.205) (-0.436) (-1.633)
N 1,710 1,712 1,616 1,615 1,645 672 1,711 1,699 1,712
7 Years Treated*Post -0.004 0.006 -0.016 -0.008 -0.043 -0.030 -0.051" -0.001 -0.021
t-value (-0.759) (1.604) (-0.952) (-0.389) (-1.455) [(220)] (-1.997) (-0.655) (-1.550)
N 1,748 1,750 1,652 1,651 1,683 , 709 1,749 1,737 1,750
8 Years Treated*Post -0.003 0.006 -0.010 0.001 -0.040 -0.026 -0.042" -0.002 -0.018
t-value (-0.459) (1.868) (-0.587) (0.031) (-1.370) (-BB1 (-1.696) (-1.032) (-1.350)
N 1,779 1,781 1,682 1,681 1,713 ,74Q 1,780 1,768 1,781
9 Years Treated*Post -0.002 0.006 -0.008 0.003 -0.037 -0.024 -0.037 -0.002 -0.021
t-value (-0.388) (1.866) (-0.514) (0.126) (-1.327) (-1y8 (-1.573) (-1.065) (-1.607)
N 1,813 1,815 1,716 1,715 1,745 774 1,814 1,802 1,815
10 Years Treated*Post -0.003 0.007" -0.007 0.004 -0.036 -0.022 -0.035 -0.002 -0.017
t-value (-0.547) (2.017) (-0.444) (0.199) (-1.325) (-ry1 (-1.500) (-1.061) (-1.359)
N 1,838 1,840 1,740 1,739 1,770 ,799 1,839 1,827 1,840

Table 5 reports the results of the estimation ef difference-in-differences model with differenfilédtion periods used for the treatment assignm@aintrol

variables are included but omitted for space remsdariables are defined in the notes of Table 8.dMit control variables for space reasons. AltHjmations

include industry fixed effects. The values in p&heses represent t-values based on standard elustered at the firm level. *** indicates significce at the
1% level, ** indicates significance at the 5% lewhd * indicates significance at the 10% level.
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Table 6 Results for separated regression model usingfixed effects

Dependent
Variable

Capex

R&D
Expenses

Acquisition
Expenses

Total
Investment

Debt Issuance
(gross)

Equity
Issuance

Total
Financing

Cash
Dividends

Cash
Holdings

Panel A: Treated Firms

Panel B: Control Firms

Post N R2 Post N R2 Test
-0.043" 375 0.809 -0.027" 1,148 0.8100 0.040
(-5.334) (-7.408)
-0.001 375 0.944 -0.003 1,149 0.960| 0.636
(-0.173) (-3.090)
-0.074" 363 0.609) -0.034" 1,071 0.632 0.052
(-3.248) (-3.894)
-0.131™ 363 0.654] -0.068" 1,070 0.693 0.032
(-4.509) (-6.178)
-0.132 365 0.624 -0.034 1,100 0.7900 0.014
(-3.076) (-2.320)
-0.075™ 368 0.661 -0.01%" 1,119 0.649 0.006
(-3.1712) (-3.076)
-0.163™ 375 0.686) -0.038" 1,149 0.631] 0.000
(-4.761) (-3.445)
-0.003 372 0.76p -0.001 1,143 0.423  0.489
(-1.088) (-0.555)
-0.039 375 0.905 0.027" 1,149 0.863  0.000"
(-2.353) (4.306)

Table 6 reports the results of the estimation ef difference-in-differences model for the sub-
sample of treated (Panel A) and control (PaneliB)d. In addition to our set of (unreported)
control variables (see Table 3), we add firm-fpbeftects. Post denotes the difference in the
dependent variable from the pre-crash period toptis#-crash periodiest denotes the p-value
of a Chow (1960) test, testing the inequality afpbst variable between the two regressions for
treated and untreated firms. Variables are defimethe notes of Table 3. We omit control
variables for space reasons. The values in paresgheepresent t-values. *** indicates
significance at the 1% level, ** indicates significce at the 5% level, and * indicates

significance at the 10% level.
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Table 7 Results for separated regression comparing cleffects from different
investmet banks

Panel A: Panel B:
Dependent Clients of LB Clients of ML and BS
Variable
Treated*Post N R? Treated*Post N R?
Capex -0.022 ** 1,317 0.45% -0.009 1,354 0.451
(-1.971) (-1.013)
R&D 0.003 1,318 0.454 0.003 1,355 0.479
Expenses (0.742) (0.408)
Acquisition -0.046 * 1,237 0.14 -0.051 * 1,268 0.141
Expenses (-1.848) (-1.738)
Total -0.069 ** 1,236 0.241 -0.047 1,267 0.219
Investment (-2.030) (-1.255)
Debt Issue -0.142 ** 1,264 0.16B -0.074 1,301 0.144
(gross) (-2.472) (-1.536)
Equity -0.065 *** 1,285 0.183 -0.068 ** 1,321 0.22p
Issuance (-3.031) (-2.316)
Total -0.133 *** 1,318 0.160 -0.125 ** 1,355 0.16}7
Financing (-3.555) (-2.518)
Cash -0.001 1,310 0.244 -0.001 1,348 0.293
Dividends (-0.318) (-0.532)
Cash -0.034 * 1,318 0.40B -0.051 * 1,355 0.4115
Holdings (-1.856) (-1.907)

Table 7 reports the results of the estimation efdtiference-in-differences model for the
sub-sample of clients of Lehman Brothers (LB) (Pakleand clients of Merrill Lynch
(ML) and Bear Stearns (BS) (Panel B). Variablesdmfned in the notes of Table 3. We
omit control variables for space reasons. The wineparentheses represent t-values
based on standard errors clustered at the firm.[&/eindicates significance at the 1%
level, ** indicates significance at the 5% levehda* indicates significance at the 10%
level.
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