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T he implications of technological change for employment and wages are a 
source of controversy. Some see the ongoing process of automation—as 
exemplified by computer numerical control machinery, industrial robots, 

and artificial intelligence—as the harbinger of widespread joblessness. Others 
reason that current automation, like previous waves of technologies, will ultimately 
increase labor demand, and thus employment and wages.

This paper presents a task-based framework, building on Acemoglu and 
Restrepo (2018a, 2018b) as well as Acemoglu and Autor (2011), Autor, Levy, and 
Murnane (2003), and Zeira (1998), for thinking through the implications of tech-
nology for labor demand and productivity. Production requires tasks, which are 
allocated to capital or labor. New technologies not only increase the productivity of 
capital and labor at tasks they currently perform, but also impact the allocation of 
tasks to these factors of production—what we call the task content of production. Shifts 
in the task content of production can have major effects for how labor demand 
changes as well as for productivity.

Automation corresponds to the development and adoption of new technolo-
gies that enable capital to be substituted for labor in a range of tasks. Automation 
changes the task content of production adversely for labor because of a displacement 
effect—as capital takes over tasks previously performed by labor. The displacement 
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■ Daron Acemoglu is Elizabeth and James Killian Professor of Economics, Massachusetts 
Institute of Technology, Cambridge, Massachusetts. Pascual Restrepo is Assistant Professor of 
Economics, Boston University, Boston, Massachusetts. Their emails are daron@mit.edu and 
pascual@bu.edu.
† For supplementary materials such as appendices, datasets, and author disclosure statements, see the 
article page at
https://doi.org/10.1257/jep.33.2.3	 doi=10.1257/jep.33.2.3

Daron Acemoglu and Pascual Restrepo 

mailto:daron@mit.edu
mailto:pascual@bu.edu


4     Journal of Economic Perspectives

effect implies that automation reduces the labor share of value added. Historical 
examples of automation are aplenty. Many early innovations of the Industrial Revo-
lution automated tasks performed by artisans in spinning and weaving (Mantoux 
1928), which led to widespread displacement, triggering the Luddite riots (Mokyr 
1990). The mechanization of agriculture, which picked up speed with horse-powered 
reapers, harvesters, and plows in the second half of the 19th century and with trac-
tors and combine harvesters in the 20th century, displaced agricultural workers in 
large numbers (Rasmussen 1982; Olmstead and Rhode 2001). Today too we are 
witnessing a period of rapid automation. The jobs of production workers are being 
disrupted with the rise of industrial robots and other automated machinery (Graetz 
and Michaels 2018; Acemoglu and Restrepo 2018b), while white-collar workers in 
accounting, sales, logistics, trading, and some managerial occupations are seeing 
some of the tasks they used to perform being replaced by specialized software and 
artificial intelligence.

By allowing a more flexible allocation of tasks to factors, automation technology 
also increases productivity, and via this channel, which we call the productivity effect, 
it contributes to the demand for labor in non-automated tasks. The net impact of 
automation on labor demand thus depends on how the displacement and produc-
tivity effects weigh against each other.

The history of technology is not only about the displacement of human labor 
by automation technologies. If it were, we would be confined to a shrinking set 
of old tasks and jobs, with a steadily declining labor share in national income. 
Instead, the displacement effect of automation has been counterbalanced by tech-
nologies that create new tasks in which labor has a comparative advantage. Such 
new tasks generate not only a positive productivity effect, but also a reinstatement 
effect—they reinstate labor into a broader range of tasks and thus change the task 
content of production in favor of labor.1 The reinstatement effect is the polar 
opposite of the displacement effect and directly increases the labor share as well 
as labor demand.

History is also replete with examples of the creation of new tasks and the rein-
statement effect. In the 19th century, as automation of some tasks was ongoing, other 
technological developments generated employment opportunities in new occu-
pations. These included jobs for line workers, engineers, machinists, repairmen, 
conductors, managers, and financiers (Chandler 1977; Mokyr 1990). New occu-
pations and jobs in new industries also played a pivotal role in generating labor 
demand during the decades of rapid agricultural mechanization in the United States, 
especially in factories (Rasmussen 1982; Olmsted and Rhode 2001) and in clerical 
occupations, both in services and manufacturing (Goldin and Katz 2008; Michaels 
2007). Although software and computers have replaced labor in some white-collar 
tasks, they have simultaneously created many new tasks. These include tasks related 

1 There are also new tasks in which capital has a comparative advantage (for example, automated detec-
tion). Throughout our focus is on “labor-intensive” new tasks, and for brevity, we will simply refer to these 
as “new tasks.”
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to programming, design, and maintenance of high tech equipment, such as software 
and app development, database design and analysis, and computer-security-related 
tasks, as well as tasks related to more specialized functions in existing occupations, 
including administrative assistants, analysts for loan applications, and medical equip-
ment technicians (Lin 2011). In Acemoglu and Restrepo (2018a, using data from Lin 
2011), we show that about half of employment growth over 1980–2015 took place in 
occupations in which job titles or tasks performed by workers changed.

Our conceptual framework offers several lessons. First, the presumption that all 
technologies increase (aggregate) labor demand simply because they raise produc-
tivity is wrong. Some automation technologies may in fact reduce labor demand 
because they bring sizable displacement effects but modest productivity gains 
(especially when substituted workers were cheap to begin with and the automated 
technology is only marginally better than them). Second, because of the displacement 
effect, we should not expect automation to create wage increases commensurate with 
productivity growth. In fact, as we noted already, automation by itself always reduces 
the labor share in industry value added and tends to reduce the overall labor share in 
the economy (meaning that it leads to slower wage growth than productivity growth). 
The reason why we have had rapid wage growth and stable labor shares in the past is 
a consequence of other technological changes that generated new tasks for labor and 
counterbalanced the effects of automation on the task content of production. Some 
technologies displaced labor from automated tasks while others reinstated labor into 
new tasks. On net, labor retained a key role in production. By the same token, our 
framework suggests that the future of work depends on the mixture of new technolo-
gies and how these change the task content of production.

In the second part of the paper, we use our framework to study the evolution 
of labor demand in the United States since World War II and explain how industry 
data can be used to infer the behavior of the task content of production and the 
displacement and reinstatement effects. We start by showing that there has been a 
slowdown in the growth of labor demand over the last three decades and an almost 
complete stagnation over the last two. We establish this by studying the evolution 
of the economy-wide wage bill, which combines information on average wages and 
total employment and is thus informative about changes in overall labor demand. 
We then use industry data to decompose changes in the economy-wide wage bill 
into productivity, composition and substitution effects, and changes in the task 
content of production. All technologies create productivity effects that contribute 
to labor demand. The composition effect arises from the reallocation of activity 
across sectors with different labor intensities. The substitution effect captures 
the substitution between labor- and capital-intensive tasks within an industry in 
response to a change in task prices (for instance, caused by factor-augmenting tech-
nologies making labor or capital more productive at tasks they currently perform). 
We estimate changes in the task content of production from residual changes in 
industry-level labor shares (beyond what can be explained by substitution effects). 
We further decompose changes in the task content of production into displace-
ment effects caused by automation and reinstatement effects driven by new tasks. 
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We provide external support for this decomposition by relating estimated changes 
in the task content of production to a battery of measures of automation and intro-
duction of new tasks across sectors.

Our decomposition suggests that the evolution of the US wage bill, especially 
over the last 20 years, cannot be understood without factoring in changes in the 
task content of production. In particular, we find that the sharp slowdown of US 
wage bill growth over the last three decades is a consequence of weaker-than-
usual productivity growth and significant shifts in the task content of production 
against labor. By decomposing the change in the task content of production, we 
estimate stronger displacement effects and considerably weaker reinstatement 
effects during the last 30 years than the decades before. These patterns hint at an 
acceleration of automation and a deceleration in the creation of new tasks. They 
also raise the question of why productivity growth has been so anemic while auto-
mation has accelerated during recent years. We use our framework to shed light 
on this critical question.

An online Appendix available with this paper at the journal website contains a 
more detailed exposition of our framework, proofs, additional empirical results, and 
details on the construction of our data. 

Conceptual Framework

Production requires the completion of a range of tasks. The production of a 
shirt, for example, starts with a design, then requires the completion of a variety of 
production tasks, such as the extraction of fibers, spinning them to produce yarn, 
weaving, knitting, dyeing, and processing, as well as additional nonproduction 
tasks, including accounting, marketing, transportation, and sales. Each one of these 
tasks can be performed by human labor or by capital (including both machines 
and software). The allocation of tasks to factors determines the task content of  
production. 

Automation enables some of the tasks previously performed by labor to be 
produced by capital. As a recent example, advances in robotics technologies since 
the 1980s have allowed firms to automate a wide range of production tasks in 
manufacturing, such as machining, welding, painting, and assembling, that were 
performed manually (Ayres and Miller 1983; Groover, Weiss, Nagel, and Odrey 
1986; Acemoglu and Restrepo 2018b). The set of tasks involved in producing a 
product is not constant over time, and the introduction of new tasks can be a major 
source of labor demand as well as productivity. In textiles, examples of new labor-
intensive tasks include computerized designs, new methods of market research, 
and various managerial activities for better targeting of demand and cost saving. By 
changing the allocation of tasks to factors, both automation and the introduction of 
new tasks affect the task content of production.

Tasks are thus the fundamental unit of production, and the factors of produc-
tion contribute to output by performing these tasks. In contrast, the canonical 
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approach in economics bypasses tasks and directly posits a production function 
of the form Y = F (AK K, ALL), which additionally imposes that all technological 
change takes a factor-augmenting form. There are three related reasons we prefer 
our conceptual framework. First, the canonical approach lacks descriptive realism. 
Advances in robotics, for example, do not make capital or labor more productive, but 
expand the set of tasks that can be produced by capital. Second, capital-augmenting 
technological change (an increase in AK ) or labor-augmenting technological change 
(an increase in AL) corresponds to the relevant factor becoming uniformly more produc-
tive in all tasks, which, we will show, ignores potentially important changes in the task 
content of production. Third, and most importantly, we will also see that the quan-
titative and qualitative implications of factor-augmenting technological advances 
are different from those of technologies that change the task content of produc-
tion. Focusing just on factor-augmenting technologies can force us into misleading  
conclusions.

Tasks and Production
We present our task-based framework by first describing the production process 

in a single-sector economy.2 Suppose that production combines the output of a range 
of tasks, and that the tasks are indexed by z and normalized to lie between N − 1 and 
N, as shown in Figure 1.3 Tasks can be produced using capital or labor. Tasks with 
z > I are not automated, and can only be produced with labor, which has a wage rate 
W. Tasks z ≤ I are automated and can be produced with capital, which has a rental 
rate R, as well as labor. We assume that labor has both a comparative and an absolute 
advantage in higher indexed tasks. An increase in I therefore represents the introduc-
tion of an automation technology, or automation for short. An increase in N , on the 
other hand, corresponds to the introduction of new labor-intensive tasks or new tasks 
for short. In addition to automation (I) and introduction of new tasks (N), the state 
of technology for this sector depends on AL (labor-augmenting technology) and AK 
(capital-augmenting technology), which increase the productivities of these factors 
in all tasks. 

Let us assume that it is cost-minimizing for firms to use capital in all tasks that 
are automated (all z ≤ I) and to adopt all new tasks immediately. This implies an 
allocation of tasks to factors as summarized in Figure 1, which also shows how auto-
mation and new tasks impact this allocation.

2 This also describes the production process in a sector situated in a multisector economy, with the only 
difference being that, in that case, changes in technology impact relative prices and induce reallocation 
of capital and labor across sectors. We discuss these relative price and reallocation effects below. 

3 Namely, the production function takes the form Y = ​​​(​∫ N−1​ 
N  ​​ Y​(z)​​ ​ 

σ−1 ____ σ  ​​)​​​ 
​  σ ____ σ−1 ​

​​, where Y(z) is the output of task 
z. The assumption that tasks lie between N − 1 and N is adopted to simplify the exposition. Nothing 
major changes if we instead allow tasks to lie on the interval between 0 and N. The online Appendix 
presents more detail on underlying assumptions and on derivations of results that follow throughout 
the discussion. 
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Following the same steps as in Acemoglu and Restrepo (2018a), output can 
be represented as a constant elasticity of substitution (CES) function of capital and 
labor: 

	 Y = Π(I, N )​​​(Γ​(I, N )​​ ​ 
1 __ σ ​​(​ALL)​​ 

​ σ−1 ____ σ ​
​ + (1 – Γ​(I, N ))​​ ​ 

1 __ σ ​​​(AKK)​​ 
​ σ−1 ____ σ ​

​)​​​ 
​  σ ____ σ−1 ​

​​ .

As in the canonical model, we have production as a function of the quantities 
of labor and capital, L and K. The labor-augmenting technology term AL and the 
capital-augmenting term AK increase the productivity of labor and capital in all tasks 
they currently produce. The elasticity of substitution between tasks, σ, determines 
how easy it is to substitute one task for another, and is also the (derived) elasticity of 
substitution between capital and labor. 

The crucial difference from the canonical model is that the share parameters 
of this constant-elasticity-of-substitution function depend on automation and new 
tasks. The share parameter for labor, Γ(I, N   ), is the labor task content of production, 
which represents the share of tasks performed by labor relative to capital (adjusted 
for differences in labor and capital productivity across these tasks). Conversely, 
1 − Γ(I, N   ) is the capital task content of production. Hence, an increase in Γ(I, N   )  

Source: Authors.
Note: The figure summarizes the allocation of tasks to capital and labor. Production requires the 
completion of a range of tasks, normalized to lie between N – 1 and N. Tasks above I are not automated, 
and can only be produced with labor. Tasks below I are automated and will be produced with capital. An 
increase in I represents the introduction of automation technology or automation for short. An increase 
in N corresponds to the introduction of new labor-intensive tasks or new tasks for short.

Figure 1 
The Allocation of Capital and Labor to the Production of Tasks and the Impact of 
Automation and the Creation of New Tasks
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shifts the task content of production in favor of labor and against capital. In the 
special case where σ = 1, Γ(I, N   ) = N − I. More generally, Γ(I, N   ) is always increasing 
in N and decreasing in I. This, in particular, implies that automation (greater I) 
shifts the task content of production against labor because it entails capital taking 
over tasks previously performed by labor. In contrast, new labor-intensive tasks shift 
the task content of production in favor of labor.4 Finally, automation and new tasks 
not only change the task content of production but also generate productivity gains 
by allowing the allocation of (some) tasks to cheaper factors. The term Π(I, N   ), 
which shows up as total factor productivity, represents these productivity gains.

The labor share, given by wage bill (WL) divided by value added (Y  ), can be 
derived as:

	​​ s​​ L​​ = ​​  1  ________________________   

1 + ​ 
1 − Γ(I, N   )

 ___________ Γ(I, N   ) ​  ​​(​ R/​A​​ K​ _____ 
W/​A​​ L​

 ​)​​​ 
1−σ

​

 ​​  .

This relationship, which will be relied upon extensively in the rest of the paper, 
clarifies the two distinct forces shaping the labor share (in an industry or the entire 
economy). As is standard, the labor share depends on the ratio of effective factor 
prices, W/AL and R/AK. Intuitively, as effective wages rise relative to effective rental 
rates of capital, the price of tasks produced by labor increases relative to the price 
of tasks produced by capital, and this generates a substitution effect across tasks. This 
is the only force influencing the labor share in the canonical model. Its magnitude 
and size depend on whether σ is greater than or less than 1. For example, when 
tasks are complements (σ < 1), an increase in the effective wage raises the cost share 
of tasks produced by labor. The opposite happens when σ > 1. When σ = 1, we obtain 
a Cobb–Douglas production function and the substitution effect vanishes because 
the share of each task in value added is fixed.

More novel are the effects of the task content of production, Γ(I, N   ), on the 
labor share. Intuitively, as more tasks are allocated to capital instead of labor, the 
task content shifts against labor and the labor share will decline unambiguously. 
Our model thus predicts that, independently from the elasticity of substitution 
σ, automation (which changes the task content of production against labor) will 
reduce the labor share in the industry, while new tasks (which alter the task content 
of production in favor of labor) will increase it.

4 Our exposition assumes that the task content of production does not depend on factor-augmenting 
technologies or the supply of capital or labor. This will be the case when it is cost-minimizing for firms in 
this sector to use capital in all tasks that are automated (all z ≤ I) and use all new tasks immediately. The 
online Appendix presents the underlying assumptions on technology and factor supplies that ensures 
this is the case. When this assumption does not hold (for example, because of very large changes in 
factor-augmenting technologies or factor supplies), the allocation of tasks to factors will change with 
factor supplies and factor-augmenting technologies. Even in this case, the impact of factor-augmenting 
technologies on the task content will be small relative to the productivity gains from these technologies.
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Technology and Labor Demand
We now investigate how technology changes labor demand. We focus on the 

behavior of the wage bill, WL, which captures the total amount employers pay for 
labor. Recall that 

Wage bill = Value added × Labor share.

Changes in the wage bill will translate into some combination of changes in employ-
ment and wages, and the exact division will be affected by the elasticity of labor 
supply and labor market imperfections, neither of which we model explicitly in this 
paper (for discussion, see Acemoglu and Restrepo 2018a, 2018b). 

We use this relationship to think about how three classes of technologies impact 
labor demand: automation, new tasks, and factor-augmenting advances. Consider 
the introduction of new automation technologies (an increase in I in Figure 1). The 
impact on labor demand can be represented as: 

Effect of automation on labor demand = Productivity effect 
	 + Displacement effect.

The productivity effect arises from the fact that automation increases value added, and 
this raises the demand for labor from non-automated tasks. If nothing else happened, 
labor demand of the industry would increase at the same rate as value added, and the 
labor share would remain constant. However, automation also generates a displace-
ment effect—it displaces labor from the tasks previously allocated to it—which shifts 
the task content of production against labor and always reduces the labor share. 
Automation therefore increases the size of the pie, but labor gets a smaller slice. 
There is no guarantee that the productivity effect is greater than the displacement 
effect; some automation technologies can reduce labor demand even as they raise  
productivity.5

Hence, contrary to a common presumption in popular debates, it is not the 
“brilliant” automation technologies that threaten employment and wages, but “so-so 
technologies” that generate small productivity improvements. This is because the posi-
tive productivity effect of so-so technologies is not sufficient to offset the decline in 
labor demand due to displacement. To understand when this is likely to be the case, 
let us first consider where the productivity gains from automation are coming from. 
These are not a consequence of the fact that capital and labor are becoming more 
productive in the tasks they are performing, but follow from the ability of firms to 
use cheaper capital in tasks previously performed by labor. The productivity effect of 

5 Indeed, in Acemoglu and Restrepo (2018b), we show that industrial robots, a leading example of auto-
mation technology, are associated with lower labor share and labor demand at the industry level and 
lower labor demand in local labor markets exposed to this technology. This result is consistent with a 
powerful displacement effect that has dominated the productivity effect from this class of automation 
technologies.



Automation and New Tasks: How Technology Displaces and Reinstates Labor     11

automation is therefore proportional to cost-savings obtained from such substitution. 
The greater is the productivity of labor in tasks being automated relative to its wage 
and the smaller is the productivity of capital in these tasks relative to the rental rate of 
capital, the more limited the productivity gains from automation will be. Examples of 
so-so technologies include automated customer service, which has displaced human 
service representatives but is generally deemed to be low quality and thus unlikely to 
have generated large productivity gains. They may also include several of the applica-
tions of artificial intelligence technology to tasks that are currently challenging for 
machines.

Different technologies are accompanied by productivity effects of varying 
magnitudes, and hence, we cannot presume that one set of automation technolo-
gies will impact labor demand in the same way as others. Likewise, because the 
productivity gains of automation depend on the wage, the net impact of automa-
tion on labor demand will depend on the broader labor market context. When 
wages are high and labor is scarce, automation will generate a strong produc-
tivity effect and will tend to raise labor demand. When wages are low and labor 
is abundant, automation will bring modest productivity benefits and could end 
up reducing labor demand. This observation might explain why automation tech-
nologies adopted in response to the scarcity of (middle-aged) production workers 
in countries where the labor force is aging rapidly, such as Germany, Japan, and 
South Korea, appear to have more positive effects than in the United States (on 
cross-country patterns, see Acemoglu and Restrepo 2018e; on the effect of robots 
in the United States, see Acemoglu and Restrepo 2018b; in Germany, see Dauth, 
Findeisen, Suedekum, and Woessner 2018). It also suggests a reinterpretation of 
the famous Habakkuk hypothesis that the faster growth of the 19th-century US 
economy compared to Britain was due to its relative scarcity of labor (Habakkuk 
1962; for a similar argument in the context of the British Industrial Revolution, 
see also Allen 2009). Labor scarcity encourages automation, and the high wages 
it causes help explain why this automation process led to rapid productivity and 
further wage growth.

Consider next the effect of the introduction of new tasks on the wage bill, 
which is captured by an increase in N in our framework. This expands the set 
of tasks in which humans have a comparative advantage, and its effect can be  
summarized as:

Effect of new tasks on labor demand = Productivity effect 
	 + Reinstatement effect.

The reinstatement effect captures the change in the task content of production, but 
now in favor of labor as the increase in N reinstates labor into new tasks. This change 
in task content always increases the labor share. It also improves productivity as new 
tasks exploit labor’s comparative advantage. The resulting productivity improve-
ment, together with the change in task content, ensures that labor demand always 
increases following the introduction of new tasks.
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Finally, as we claimed previously, the implications of factor-augmenting tech-
nologies are very different from those of automation and new tasks, because they do 
not change the task content of production. In particular,

Effect of factor-augmenting technologies on labor demand = Productivity effect
	 + Substitution effect.

With factor-augmenting technological improvements, either labor or capital 
becomes more productive in all tasks, making the productivity effect proportional 
to their share in value added.

Factor-augmenting technologies also impact labor demand via the substitution 
effect introduced above, which changes the labor share but does not alter the task 
content of production. Available estimates of σ place this parameter to be less than 
but close to 1, which implies that the substitution effects of factor-augmenting tech-
nologies are small relative to their productivity effects. 

In summary, in contrast to automation and new tasks that can generate signifi-
cant displacement and reinstatement effects, factor-augmenting technologies affect 
labor demand mostly via the productivity effect and have a relatively small impact 
on the labor share. As a result, they are unlikely to generate a lower labor demand 
from technological advances: capital-augmenting technologies always increase labor 
demand, and labor-augmenting technologies do the same for plausible parameter 
values, in particular, so long as σ > 1 – sL (Acemoglu and Restrepo 2018c).6 

Tasks, Production, and Aggregate Labor Demand
We now embed the model of tasks and production in an economy with multiple 

industries and investigate how technology changes aggregate labor demand by 
characterizing the behavior of the (economy-wide) wage bill. In our multisector 
economy we have:

Wage bill = GDP × ​​ ∑ 
i∈

​ 
 

  ​​​ Labor share sector i × Share of value added in sector i.

The multisector perspective offers an additional margin for adjustment in 
response to automation, which we refer to as the composition effect. Following auto-
mation in sector i (an increase in I for that sector) we have:

Effect of automation in i on aggregate labor demand = Productivity effect
	 + Displacement effect 
	 + Composition effect.

6 Many other technologies share the feature that they do not impact the task content of production. For 
example, improvements in the quality or productivity of equipment in any subset of already-automated 
tasks in (N − 1, I) (what, in Acemoglu and Restrepo 2018d, we call a “deepening of automation”) will 
have an impact on labor demand identical to capital-augmenting technologies. These technologies do 
not change the allocation of tasks to factors (as a new piece of equipment is replacing an older one), and 
so they affect labor demand mostly through the productivity effect.
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The first two effects are the same as above—the productivity effect represents the 
impact of automation in sector i on GDP, while the displacement effect represents 
the change in the task content of production sector i (which affects the labor share 
within this sector). These effects are scaled by the size of sector i, since larger sectors 
will have larger aggregate effects.

The composition effect, which was absent when we were focusing on the 
effect of automation in a one-sector economy, captures the implications of sectoral 
reallocations (changes in the share of value-added across sectors). For example, 
automation in sector i may reallocate economic activity towards sector j (depending 
on demand elasticities and input-output linkages). This reallocation contributes 
positively to aggregate labor demand when sector j has higher labor share than the 
contracting sector i, and negatively when the opposite holds.

A similar decomposition applies to new tasks. Following the introduction of 
new tasks in sector i (an increase in N for that sector), we have:

Effect of new tasks in i on aggregate labor demand = Productivity effect
	 + Reinstatement effect 
	 + Composition effect,

where the new feature is again the composition effect.
The mechanization of agriculture in the United States illustrates how these 

forces jointly determine the behavior of aggregate labor demand. Data from Budd 
(1960) show that between 1850 and 1910, the replacement of manual labor by horse-
powered reapers and harvesters in agriculture coincided with a sharp decline in 
the labor share of value in this sector, from 33 to 17 percent—a telltale sign of the 
displacement effect created by mechanization. Meanwhile, despite rapid mechaniza-
tion of agriculture, at the time making up one-third of the US economy, two forces 
combined to generate an increase in aggregate labor demand. First, and in part 
as a consequence of mechanization, value-added and employment were reallocated 
from agriculture to the industrial sector. This created a powerful composition effect, 
as industry was (and still continues to be) much more labor intensive than agricul-
ture. In addition, the labor share within the industrial sector rose further during 
this process, from 47 percent in 1850 to 55 percent by 1890. This change in industry 
labor share signals the presence of a powerful reinstatement effect created by the 
introduction of new labor-intensive jobs in this sector. This interpretation is consis-
tent with significant growth in new factory jobs in farm equipment (Olmstead and 
Rhode 2001), cotton milling (Rasmussen 1982), and subsequently clerical occupa-
tions in trade and manufacturing industries (Goldin and Katz 2008; Michaels 2007).

Finally, the effects of factor-augmenting technologies in a multi-industry 
context can be analyzed similarly. Although they too generate composition effects 
and may affect aggregate labor demand via this channel, factor-augmenting tech-
nologies still have no impact on the task content of production. Absent powerful 
composition effects, they continue to affect labor demand mostly via their produc-
tivity effect.
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Sources of Labor Demand Growth in the United States

We now use our framework to shed light on the factors that have shaped 
the evolution of US labor demand since World War II. To do this, we develop a 
decomposition of observed changes in the total wage bill in the economy. Our 
decomposition requires data on industry value added, factor payments, and labor 
shares. The change in aggregate wage bill between two periods can be decomposed 
(as we show in the online Appendix) as:

Change in aggregate wage bill = Productivity effect + Composition effect 
	 + Substitution effect + Change in task content.

The productivity effect is the sum of the contributions from various sources of 
technology to value added and thus GDP. Correspondingly, in our empirical exer-
cise we measure this effect using changes in (log) GDP per capita. 

The composition effect captures changes in labor demand resulting from  
reallocation of value added across sectors. As discussed in the previous section, this 
is related to the gap between the labor share of contracting and expanding sectors. 
In our empirical exercise, we measure it as the sum of the change in the value-added 
share of an industry weighted by its labor share (if all sectors had the same labor 
share, this term would be equal to zero). The composition effect includes not only 
the sectoral reallocation brought by new technologies but also changes in value 
added across sectors resulting from structural transformations and sectoral realloca-
tion due to preferences (for example, Herrendorf, Rogerson, and Valentinyi 2013; 
Hubmer 2018; Aghion, Jones, and Jones 2017), differences in factor intensities (for 
example, Acemoglu and Guerrieri 2008), differential sectoral productivity growth 
(for example, Ngai and Pissarides 2007), or international trade in final goods (for 
example, Autor, Dorn, and Hanson 2013). 

The substitution effect is an employment-weighted sum of the substitution 
effects of industries, and thus depends on industry-level changes in effective factor 
prices and the elasticity of substitution σ (as shown in the earlier expression for 
the labor share). To estimate the substitution effect in an industry, we choose as 
our baseline Oberfield and Raval’s (2014) estimate of the elasticity of substitution 
between capital and labor, σ = 0.8.7 In addition, we utilize information on sectoral 
factor prices from the Bureau of Economic Analysis, Bureau of Labor Statistics, and 
the national income and product accounts. To convert observed factor prices into 
effective ones, we start with a benchmark where ​​A​ i​ 

L​​/​​A​ i​ 
K​​ grows at a common rate 

equal to average labor productivity, which we take to be 2 percent a year between 

7 We show in the online Appendix that the results are very similar for reasonable variations in σ. Note 
also that the relevant σ is the elasticity of substitution between capital and labor at the industry level. 
This is greater than the firm-level elasticity, estimated to be between 0.4 and 0.7 (for example, Chirinko, 
Fazzari, and Meyer 2011) because of output substitution between firms. Note also that our framework, in 
particular the central role of changes in the task content of production, makes it clear that this elasticity 
of substitution cannot be estimated from aggregate data. 



Automation and New Tasks: How Technology Displaces and Reinstates Labor     15

1947 and 1987 and 1.46 percent a year between 1987 and 2017. The motivation for 
this choice is that, if all technological progress were labor-augmenting, this would 
be the rate of growth in ​​A​ i​ 

L​​ required to match the behavior of labor productivity.8

The change in task content is given by an employment-weighted sum of the 
changes in task content of production of industries. We estimate industry-level 
change in task content as the residual change in labor share (observed directly in 
the data) that cannot be explained by the substitution effect. Namely,

Change in task content in i = Percent change in labor share in i 
	 − Substitution effect in i.

Intuitively, with competitive factor and product markets, the change in task content 
of production and the substitution effect are the only forces affecting the labor 
share of an industry. Hence, changes in task content can be inferred once we have 
estimates of the substitution effect.

Under additional assumptions, we can also separate the change in task content 
into its two components: the displacement and reinstatement effects. Assume that an 
industry will not simultaneously undertake automation and introduce new tasks (this 
is implied, for example, by the directed technological change reasoning in Acemoglu 
and Restrepo 2018a, where depending on factor prices, an industry will engage in one 
type of innovation or the other). Then, when the labor share of an industry declines 
beyond what one would expect based on factor prices, we estimate a positive displace-
ment effect resulting from automation in that industry. Conversely, when the labor 
share in an industry rises beyond what one would expect based on factor prices, we 
estimate a positive reinstatement effect, attributed in our model to the introduction 
of new tasks. Motivated by this reasoning, we compute the displacement effect as the 
five-year moving average of the change in task content for industries with a negative 
change, and the reinstatement effect as the five-year moving average of the change 
in task content for industries with a positive change. The five-year time window is 
chosen to minimize the influence of measurement error in industry labor shares. To 
the extent that there are simultaneous introduction of new automation technologies 
and new tasks in a given industry within a five-year period, our estimates will be lower 
bounds both for the displacement and reinstatement effects. 

Sources of Labor Demand: 1947–1987
We first apply this decomposition to data from the four decades following 

World War II, from 1947 to 1987. For this period, we have data from the Bureau of 

8 Our estimates for the growth rate of ​​A​ i​ 
L​​/​​A​ i​ 

K​​ should be interpreted as upper bounds, since in general 
growth in GDP per worker will be driven not just by labor-augmenting technological changes. Because in 
our main exercise σ < 1, this implies that we are also understating the importance of displacement effects 
in reducing the task content of production. Nevertheless, reasonable variations on the growth rate of 
​​A​ i​ 

L​​/​​A​ i​ 
K​​ have small impacts on our decomposition results, as we show in the online Appendix.
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Economic Analysis for 58 industries on value added and labor shares.9 We combine 
these with data from the national income and product accounts on quantities of 
capital and labor in each industry to obtain measures of factor prices. We consoli-
date the data into 43 industries that covered the private sector and can be tracked 
consistently over time and across sources.

Figure 2 presents the evolution of the labor share for six broad sectors: construc-
tion, services, transportation, manufacturing, agriculture, and mining. Except for 
mining and transportation—two small sectors accounting for 10 percent of GDP—
there are no significant declines in labor shares in these broad sectors in this time 
period. In fact, the labor share in manufacturing and services increased modestly 
during this period. The bottom panel of the figure shows the evolution of the share 
of value added of these sectors and confirms the secular reallocation from manufac-
turing towards services starting in the late 1950s.

Figure 3 presents our decomposition using the 43 industries in our sample. 
We have divided the wage bill by population, so that changes in population do not 
confound the effects we are focusing on. The top panel in Figure 3 shows that wage 
bill per capita grew at 2.5 percent per year during this period. The rapid and steady 
growth of the wage bill during this period is largely explained by the productivity 
effect (2.4 percent per year). The substitution and composition effects are small, 
and during this period changes in the task content of production are small as well.

The middle panel of Figure 3 shows that, even though the overall change 
in the task content of production during this period is small, there is consider-
able displacement and reinstatement. Between 1947 and 1987, the displacement 
effect reduced labor demand at about 0.48 percent per year, but simultaneously, 
there was an equally strong reinstatement effect, equivalent to an increase in labor 
demand of 0.47 percent per year. The bottom panel of Figure 3 depicts a similar 
pattern in manufacturing, where the overall change in task content was also small, 
while displacement and reinstatement effects were substantial. In sum, our find-
ings suggest that during the four decades following World War II there was plenty 
of automation, but this was accompanied by the introduction of new tasks (or 
other changes increasing the task content of production in favor of labor) in both 
manufacturing and the rest of the economy that counterbalanced the adverse labor 
demand consequences of automation. 

Sources of Labor Demand: 1987–2017 
For the 1987–2017 period, we use data from the Bureau of Economic Analysis 

for 61 industries covering the private sector and complement them with data from 

9 Our measure of labor demand is given by the wage bill in the private sector and thus excludes self-
employment income. This avoids the need for apportioning self-employment income between labor 
and capital. Elsby, Hobijn, and Sahin (2013) explore this issue in detail and conclude that labor income 
from self-employment has either declined or remained constant as a share of total labor income over this 
period. This implies that labor share inclusive of self-employment income likely declined by even more, 
and thus, if anything, focusing on the labor share in the private sector understates the overall decline in 
labor demand.



Daron Acemoglu and Pascual Restrepo     17

the Bureau of Labor Statistics on factor prices. The top panel of Figure 4 pres-
ents the evolution of the labor share for the same six broad sectors used above. In 
contrast to the 1947–1987 period, there is a sizable decline in the labor share in 
manufacturing and construction. The drop in the labor share for mining continues 
at a similar pace. The bottom panel of the figure shows the continued reallocation 
of economic activity from manufacturing to services.

The top panel of Figure 5 shows a striking slowdown in the growth of labor 
demand between 1987 and 2017. The wage bill per capita grew at a modest 
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Figure 2 
The Labor Share and Sectoral Evolutions, 1947–1987
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1.33 percent per year during the entire period and essentially stagnated since 
2000. The first factor accounting for the deceleration of labor demand during this 
period is the slowdown of productivity growth (1.54 percent per year compared 
to 2.4 percent in 1947–1987). The second factor contributing to slower wage bill 
growth, especially after the late 1990s, is a significant negative shift in the task 
content of production against labor (of 0.35 percent per year), which caused labor 
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demand to decouple from productivity. Cumulatively, changes in the task content of 
production reduced labor demand by 10 percent during this period.

The middle and bottom panels of Figure 5 show that, relative to the earlier 
period, the change in task content is driven by a deceleration in the introduction 
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of technologies reinstating labor (reinstatement increased labor demand only by 
0.35 percent per year compared to 0.47 percent in 1947–1987) and an accelera-
tion of displacement (displacement reduced labor demand by 0.7 percent per year 
compared to 0.48 percent in 1947–1987). This pattern is particularly pronounced 
in manufacturing, where the displacement effect reduced labor demand at about 
1.1 percent per year or about 30 percent cumulatively. These results are consistent 
with Elsby, Hobijn, and Sahin (2013), who document the important role of within-
industry changes that are uncorrelated with factor prices in accounting for the 
aggregate behavior of the labor share. The change in the balance between displace-
ment and reinstatement also corroborates the findings of Autor and Salomons 
(2018), who find that technological improvements after 1980 have been associated 
with declines in the labor share while those in the previous decades have not been.

Finally, the top panel also shows that the composition and substitution effects 
had a very limited impact on the wage bill. Although there is a sizable shift away from 
manufacturing, which is itself not unrelated to automation in this sector as well as to 
import competition, the resulting composition effects are small because the labor 
share in manufacturing is similar to that in the expanding service industries (see the 
top panel of Figure 4). These findings highlight that unlike the 19th-century mech-
anization of agriculture, there are no powerful composition effects contributing 
to labor demand. Even more importantly, there appears to be no equivalent of the 
powerful reinstatement effects that accompanied the mechanization of agriculture.

In summary, the deceleration of labor demand growth over the last 30 years is 
due to a combination of anemic productivity growth and adverse shifts in the task 
contents of production owing to rapid automation that is not being counterbal-
anced by the creation of new tasks.10 

What Does the Change in Task Content Capture?
A natural concern is that our estimates of the change in task content capture 

something different than what might commonly be understood as displacement 
effects from automation technologies and reinstatement effects of new tasks. Here, 
we provide additional evidence that our estimates are informative about changes in 
the task content of production. We focus on the 1987–2017 period where we have 
measures of automation and can compute proxies for new tasks at the industry 

10 In the online Appendix, we verify that this pattern is robust to different values of the elasticity of 
substitution and to reasonable variations in the rates of factor-augmenting technological changes. 
Furthermore, we computed the changes in factor-augmenting technologies at the industry level that 
would be necessary to explain changes in industry labor shares without any change in task content of 
production. We found that this would require gargantuan changes in factor-augmenting technologies 
and productivity increases—several multiples larger than the observed increases in total factor produc-
tivity during the last seven decades. This exercise underscores the need for major changes in the task 
content of production to account for the evolution of sectoral labor shares and the wage bill. We also 
demonstrate in the online Appendix that the order in which the decomposition is carried out (composi-
tion effects first and within-industry changes next) does not matter for the results. 
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level, and then document the correlation between these measures and our esti-
mates of the change in the task content of production.

We have three measures of industry-level automation technologies. The 
proxies are: 1) the adjusted penetration of robots measure from Acemoglu and 
Restrepo (2018b) for 19 industries, which are then mapped to our 61 industries;  
2) the share of routine jobs in an industry in 1990, where we define routine jobs 
in an occupation as in Acemoglu and Autor (2011) and then project these across 
industries according to the share of the relevant occupation in the employment of 
the industry in 1990 (see also vom Lehn 2018); and 3) the share of firms (weighted 
by employment) across 148 detailed manufacturing industries using automation 
technologies, which include automatic guided vehicles, automatic storage and 
retrieval systems, sensors on machinery, computer-controlled machinery, program-
mable controllers, and industrial robots.11

Table 1 reports the estimates of the relationship between the change in task 
content of production between 1987 and 2017 and the proxies for automation tech-
nologies and new tasks; each row and column corresponds to a different regression 
model. The table shows that with all these proxies there is the expected negative 
relationship between higher levels of automation and our measure of changes in 
the task content of production in favor of labor (see also visual representations of 
these relationships in the online Appendix). These negative relationships remain 
very similar when we add various control variables, including, in column 1, a 
dummy for the manufacturing sector and, in column 2, imports from China (the 
growth of final goods imports from China as in Autor, Dorn, and Hanson 2013; 
Acemoglu, Autor, Dorn, Hanson, and Price 2016) and a measure of offshoring of 
intermediate goods (Feenstra and Hanson 1999; Wright 2014). Consistent with our 
conceptual framework, changes in task content are unrelated to imports of final 
goods from China, but are correlated with offshoring, which often involves the 
offshoring of labor-intensive tasks (Elsby, Hobijn, and Sahin 2013). Controlling for 
offshoring does not change the relationship we report in Table 1 because offshoring 
is affecting a different set of industries than our measures of automation (see the 
online Appendix). 

We also looked at a series of proxies for the introduction of new tasks across 
industries, and how they are correlated with our measure of the change in task 
content for 1987–2017. Our four proxies for new tasks are: 1) the 1990 share of 
employment in occupations with a large fraction of new job titles, according to the 
1991 Dictionary of Occupational Titles compiled by Lin (2011); 2) the 1990 share of 
employment in occupations with a large number of “emerging tasks” according to 
O*NET, which correspond to tasks that workers identify as becoming increasingly 

11 These data are from the Survey of Manufacturing Technologies, and are available in 1988 and 1993 
for 148 four-digit SIC industries which are all part of the following three-digit manufacturing sectors: 
fabricated metal products; nonelectrical machinery, electric and electronic equipment; transportation 
equipment; and instruments and related products (Doms, Dunne, and Troske 1997). For this exercise, 
we computed measures for the change in task content of these four-digit manufacturing industries using 
detailed data from the Bureau of Economic Analysis input-output tables for 1987 to 2007. 
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Table 1 
Relationship between Change in Task Content of Production and Proxies for 
Automation and New Tasks

Raw  
data

Controlling for 
manufacturing

Controlling for 
Chinese import  
and offshoring

(1) (2) (3)

Proxies for automation technologies:
  Adjusted penetration of robots, 1993–2014 −1.404 −0.985 −1.129

(0.377) (0.369) (0.362)
  Observations 61 61 61
  R2 0.18 0.21 0.27

  Share of routine jobs in industry, 1990 −0.394 −0.241 −0.321
(0.122) (0.159) (0.164)

  Observations 61 61 61
  R2 0.14 0.19 0.27

  Share of firms using automation −0.390 −0.397
    technologies, 1988–1993 (SMT data) (0.165) (0.166)
  Observations 148 148
  R2 0.08 0.09

Proxies for new tasks:
  Share of new job titles, based on 1991 DOT* 1.609 1.336 1.602
    and 1990 employment by occupation (0.523) (0.530) (0.541)
  Observations 61 61 61
  R2 0.12 0.23 0.32

  Number of emerging tasks, based on 1990 8.423 7.108 7.728
    employment by occupation (2.261) (2.366) (2.418)
  Observations 61 61 61
  R2 0.14 0.25 0.33

  Share of employment growth between 1990 2.121 1.638 1.646
    and 2016 in new occupations (0.723) (0.669) (0.679)
  Observations 61 61 61
  R2 0.08 0.20 0.26

  Percent increase in number of occupations 0.585 0.368 0.351
    represented in industry (0.156) (0.207) (0.215)
  Observations 61 61 61
  R2 0.14 0.19 0.25

Source: Authors.
Note: The table reports estimates of the relationship between the change in task content of production 
between 1987 and 2017 and proxies for automation technologies and new tasks. Each row and column 
corresponds to a different regression model.  Column 1 reports estimates of the bivariate relationship 
between change in task content of production and the indicated proxy at the industry level. Column 2 
includes a dummy for manufacturing industries as a control. In addition, Column 3 controls for the increase 
in Chinese imports (defined as the increase in imports relative to US consumption between 1991 and 2011, 
as in Acemoglu et al. 2016) and the increase in offshoring (defined as the increase in the share of imported 
intermediates between 1993 and 2007, as in Feenstra and Hanson 1999). Except for the third row, which 
uses the Survey of Manufacturing Technologies (SMT), all regressions are for the 61 industries used in our 
analysis of the 1987–2017 period. When using the SMT, the regressions are for 148 detailed manufacturing 
industries. Standard errors robust against heteroskedasticity are in parenthesis. When using the measure of 
robot penetration, we cluster standard errors at the 19 industries for which this measure is available.
* The DOT is the Dictionary of Occupational Titles.
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important in their jobs; 3) the share of employment growth in an industry accounted 
for by “new occupations,” defined as occupations that were not present in that industry 
in 1990 but are present in 2016; and 4) the percent increase in the number of occu-
pations in an industry between 1990 and 2016. The first two measures are projected 
onto industries using the share of these occupations in industry employment in 1990. 
All four of these measures are meant to capture major changes in the types of activi-
ties performed in occupations (then mapped to industries) or the introduction of 
certain new activities into an industry. We thus expect the correlations between these 
proxies for new tasks and our measure of changes in task content in favor of labor to 
be positive and significant, and they are. These results hold regardless of whether or 
not we include additional controls in columns 2 and 3 of Table 1.

These correlations bolster the interpretation that our estimates of changes in 
task content of production contain valuable information on displacement from 
automation technologies and reinstatement from the introduction of new tasks.

Confounding Factors
Our approach has been predicated on competitive markets and has also 

abstracted from various other changes potentially affecting US labor markets. We 
now briefly discuss these issues.

First, as we have already noted, trade in final goods should have no impact 
on our estimates of the change in the task content of production (because they 
will affect prices and sales, which are captured by our productivity effect, and they 
induce sectoral reallocations, which are part of our composition effects). This is 
confirmed by our results in Table 1. Offshoring, on the other hand, will directly 
change the task content of production because it involves the replacement of some 
labor-intensive tasks by services from abroad (Grossman and Rossi-Hansberg 2008). 
Our estimates in Table 1 are consistent with this, but also show that offshoring does 
not change the quantitative or qualitative relationship between various measures 
of automation and our estimates of the change in the task content of production.

Second, as also noted above, sectoral reallocations resulting from structural 
transformation do not affect the task content of production either and are part of 
our composition effects. The fact that these composition effects are small suggests 
that these sectoral reallocations have not been a major factor in the slowdown in 
labor demand and changes in labor share in national income.

Third, we have abstracted from the presence of workers with different skills, and 
thus a potential question is whether changes in the skill composition of the work-
force would affect our estimates of the change in the task content of production. 
The answer is “no,” provided that industry-level factor payments are well-measured. 
Hence, as long as the increase in the wage bill caused by skill upgrading in a sector 
is factored in, this compositional change does not cause a shift in the task content 
of production. An implication is that secular changes such as population aging and 
increased female labor force participation, though they will affect the composition 
of the workforce and factor prices, should not confound our estimates of changes 
in task content of production.
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Fourth, changes in factor supplies should also have no impact provided that 
our estimates of the substitution effect (which form the basis of our estimates of the 
change in the task content of production) remain accurate. 

In contrast to these factors, deviations from competitive labor or product 
markets would potentially confound our estimates of task content. Particularly 
worth noting are deviations from competitive labor markets. If the supply side of the 
market is determined by bargaining or other rent-sharing arrangements, then our 
approach still remains valid provided that firms are on their labor demand curve 
(for overall labor or for different types of labor in the presence of heterogeneity). 
This is because our analysis only uses information from the labor demand side, 
so whether workers are along a well-defined labor supply curve is not important. 
On the other hand, changes in the extent of monopsony and bilateral bargaining 
and holdup problems forcing firms off their labor demand curve would potentially 
confound our estimates. A similar confounding would result if there are changing 
product market markups. Though these issues are important, they are beyond 
the scope of the current paper and are some of the issues we are investigating in 
ongoing work. 

What Explains the Changing Nature of Technology and Slow Productivity Growth 
Since 1987?

Our results suggest that it is the combination of adverse shifts in the task 
content of production—driven by accelerated automation and decelerating 
reinstatement—and weak productivity growth that accounts for the sluggish growth 
of labor demand over the last three decades and especially since 2000. Why has the 
balance between automation and new tasks changed recently? Why has productivity 
growth been so disappointing despite the acceleration in automation technologies? 
Though we do not have complete answers to these questions, our conceptual frame-
work points to a number of ideas worth considering.

There are two basic reasons why the balance between automation and new 
tasks may have changed. First, the innovation possibilities frontier linking these two 
types of technological change may have shifted, facilitating further automation and 
making the creation of new tasks more difficult (for a formal analysis, see Acemoglu 
and Restrepo 2018a). For example, new general-purpose technologies based on 
advances in hardware and software may have made further automation cheaper, or 
we may have run out of ideas for generating new high-productivity (labor-intensive) 
tasks. We find a second reason for a change in this balance more plausible: that 
is, the US economy may have moved along a given innovation possibilities fron-
tier because incentives for automation have increased and those for creating new 
tasks have declined. Several factors may push in this direction. The US tax code 
aggressively subsidizes the use of equipment (for example, via various tax credits 
and accelerated amortization) and taxes the employment of labor (for example, via 
payroll taxes). A tendency towards further (and potentially excessive) automation 
may have been reinforced by the growing focus on automation and use of artifi-
cial intelligence for removing the human element from most of the production 
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process. This focus has recently been boosted both by the central role that large 
tech companies have come to play in innovation with their business model based 
on automation and small workforces, and by the vision of many of the luminaries 
of the tech world (think of the efforts of Tesla to automate production extensively, 
which turned out to be very costly). Finally, the declining government support for 
innovation may have also contributed by discouraging research with longer hori-
zons, which likely further disadvantaged the creation of new tasks (which bear fruit 
more slowly) relative to automation.

This list of factors may contribute not just to the changing balance between 
automation and new tasks, but also to the slowdown in productivity growth. First, 
because new tasks contribute to productivity, slower reinstatement will be associated 
with slower productivity growth. Therefore, factors tilting the balance against new 
tasks likely translate into lost opportunities for improved productivity. In addition, 
slower wage growth resulting from a weak reinstatement effect indirectly makes auto-
mation less productive—because productivity gains from automation are increasing 
in the effective wage in tasks being replaced, and lower wages thus reduce these 
productivity gains. Second, if innovations in both automation and new tasks are 
subject to diminishing returns (within a given period of time or over time), a signifi-
cant change in the balance between these two types of new technologies will push us 
towards more marginal developments and cause slower productivity growth. Third, 
as we emphasized earlier, productivity gains from automation could be quite small 
for so-so technologies—when automation substitutes for tasks in which labor was 
already productive and capital is not yet very effective. In this light, further automa-
tion, especially when it is induced by tax distortions or excessive enthusiasm about 
automating everything, would take the form of such so-so technologies and would 
not bring much in productivity gains. Finally, in Acemoglu and Restrepo (2018d), 
we suggest there may be a mismatch between the available skills of the workforce 
and the needs for new technologies. This could further reduce productivity gains 
from automation and hamper the introduction of new tasks, because the lack of 
requisite skills reduces the efficiency with which new tasks can be utilized. 

If the balance between automation and new tasks has shifted inefficiently and if 
indeed this is contributing to rapid automation, the absence of powerful reinstate-
ment effects, and the slowdown of productivity growth, then there may be room for 
policy interventions to improve both job creation and productivity growth. These 
interventions might include removing incentives for excessive automation (such as 
the preferential treatment of capital equipment) and implementing new policies 
designed to rebalance the direction of technological change (for a more detailed 
discussion in the context of artificial intelligence, see Acemoglu and Restrepo 2019).

Concluding Remarks

This paper develops a task-based model to study the effects of different tech-
nologies on labor demand. At the center of our framework is the task content of 
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production—measuring the allocation of tasks to factors of production. Automa-
tion, by creating a displacement effect, shifts the task content of production against 
labor, while the introduction of new tasks in which labor has a comparative advan-
tage improves it via the reinstatement effect. These technologies are qualitatively 
different from factor-augmenting ones, which do not impact the task content of 
production. For example, automation always reduces the labor share and may 
reduce labor demand, and new tasks always increase the labor share.

We then show how changes in the task content of production and other contrib-
utors to labor demand can be inferred from data on labor shares, value added, and 
factor prices at the industry level. The main implication of our empirical exercise 
using this methodology is that the recent stagnation of labor demand is explained 
by an acceleration of automation, particularly in manufacturing, and a deceleration 
in the creation of new tasks. In addition, and perhaps reflecting this shift in the 
composition of technological advances, the economy also experienced a marked 
slowdown in productivity growth, contributing to sluggish labor demand.

Our framework has clear implications for the future of work, too. Our evidence 
and conceptual approach support neither the claims that the end of human work 
is imminent nor the presumption that technological change will always and every-
where be favorable to labor. Rather, they suggest that if the origin of productivity 
growth in the future continues to be automation, the relative standing of labor, 
together with the task content of production, will decline. The creation of new 
tasks and other technologies raising the labor intensity of production and the labor 
share are vital for continued wage growth commensurate with productivity growth. 
Whether such technologies will be forthcoming depends not just on our innovation 
capabilities but also on the supply of different skills, demographic changes, labor 
market institutions, government policies including taxes and research and devel-
opment spending, market competition, corporate strategies, and the ecosystem of 
innovative clusters. We have pointed out some reasons why the balance between 
automation and new tasks may have become inefficiently tilted in favor of the 
former—with potentially adverse implications for jobs and productivity—and some 
directions for policy interventions to redress this imbalance.
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M uch of the public attention paid to artificial intelligence concerns its 
impact on jobs. Understanding this impact requires comprehending the 
capabilities of this technology. The majority of recent achievements in 

artificial intelligence are the result of advances in machine learning, a branch of 
computational statistics. Most of the concepts in standard machine learning text-
books (like Alpaydin 2010; and Hastie, Tibshirani, and Friedman 2009) are familiar 
to economists, like regression, maximum likelihood estimation, clustering, and 
nonparametric regression. Other techniques are just entering the econometrician’s 
toolkit: regression trees, neural networks, and reinforcement learning (for discus-
sions in this journal, see Varian 2014; Mullainathan and Spiess 2017; Athey and 
Imbens 2017). Over the past decade or so, advances in computer speed, data collec-
tion, data storage, and algorithms have led to substantial improvements in these 
techniques, such that their use for commercial applications is proceeding rapidly.

Machine learning does not represent an increase in artificial general intelli-
gence of the kind that could substitute machines for all aspects of human cognition, 
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but rather one particular aspect of intelligence: prediction (Agrawal, Gans, and 
Goldfarb 2018). We define prediction in the statistical sense of using existing data 
to fill in missing information. As deep-learning pioneer Geoffrey Hinton (2016) 
said, “Take any old problem where you have to predict something and you have 
a lot of data, and deep learning is probably going to make it work better than the 
existing techniques.”  

Prediction is useful because it is an input into decision-making. Prediction has 
no value in the absence of a decision. In this sense, each prediction task is a perfect 
complement to a decision task. A prediction specifies the confidence of a prob-
ability associated with an outcome under conditions of uncertainty. As an input into 
decision-making under uncertainty, prediction is essential to many occupations, 
including service industries: teachers decide how to educate students, managers 
decide who to recruit and reward, and janitors decide how to deal with a given 
mess. This wide breadth of application means that developments in artificial intelli-
gence represent what Bresnahan and Trajtenberg (1995) called a “general purpose 
technology.” 

Prediction, however, is not the only element of a decision. Effective decision-
making also requires collection and organization of data, the ability to take an 
action based on a decision, and the judgment to evaluate the payoffs associated with 
different outcomes. We characterize the decision task as distinct from the predic-
tion task (Agrawal, Gans, and Goldfarb 2018, 2019). 

We examine four direct effects through which advances in prediction tech-
nology may affect labor in a task-based framework: 1) substituting capital for 
labor in prediction tasks, 2) automating decision tasks when automating predic-
tion increases the relative returns to capital versus labor, 3) enhancing labor when 
automating the prediction task increases labor productivity in related decision tasks 
and thereby increases the relative returns to labor versus capital in those tasks, and 
4) creating new decision tasks when automating prediction sufficiently reduces 
uncertainty as to enable new decisions that were not feasible before.

First, artificial intelligence may directly substitute capital for labor in predic-
tion tasks. Some tasks, like demand forecasting, are already prediction tasks. Where 
humans currently perform these prediction tasks, they are increasingly replaced by 
artificial intelligence. At the same time, other tasks that were not historically viewed 
as prediction tasks are being transformed into prediction-oriented tasks as machine 
learning improves and the quality-adjusted cost of prediction decreases. Many parts 
of the workflow in human resources are being broken down into prediction tasks 
so that they can then be performed by artificial intelligence tools. For example, in 
the broad area of human resources,  recruiting is the task of predicting—based on 
resumes, cover letters, LinkedIn profiles, and interview transcripts—which subset 
of applicants will perform best in the job. Promotion is the task of predicting which 
existing employees will perform best in a higher-level position. And retention is the 
task of predicting which star employees are most likely to leave and which of the 
available incentive options could most effectively be employed to encourage them 
to stay.
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Second, when automated prediction can increase the relative returns to capital 
versus labor in complementary decision tasks, it can lead to the complete auto-
mation of a complementary decision task. For example, human reaction times are 
slower than those for machines. The returns to a machine predicting a potential car 
accident a few seconds or even a fraction of a second before a human would predict 
the accident is higher when the response time of the machine is faster. Thus, auto-
mating the prediction task increases the returns to also automating certain decision 
tasks associated with vehicle control. Sometimes, the artificial intelligence is able to 
make better predictions than a human could because it has access to different data, 
such as feeds from cameras, RADAR, and LIDAR around a car.1 Once the prediction 
task is automated, it increases the returns to automating some of the complemen-
tary tasks, such as those associated with vehicle control. 

Third, automating the prediction task, in some cases, may have no impact on 
the productivity of capital performing a complementary task but may increase the 
productivity of labor. For example, ODS Medical developed a way of transforming 
brain surgery for cancer patients. Previously, a surgeon would remove a tumor and 
surrounding tissue based on previous imaging (say, an MRI scan). However, to be 
certain all cancerous tissue is removed, surgeons frequently end up removing more 
brain matter than necessary. The ODS Medical device, which resembles a connected 
pen-like camera, uses artificial intelligence to predict whether an area of brain 
tissue has cancer cells or not. Thus, while the operation is taking place, the surgeon 
can obtain an immediate recommendation as to whether a particular area should 
be removed. By predicting with more than 90 percent accuracy whether a cell is 
cancerous, the device enables the surgeon to reduce both type I errors (removing 
noncancerous tissue) and type II errors (leaving cancerous tissue). The effect is to 
augment the labor of brain surgeons. Put simply, given a prediction, human deci-
sionmakers can in some cases make more nuanced and improved choices. 

The fourth and final type of direct impact of artificial intelligence on labor 
happens when automated prediction sufficiently reduces uncertainty as to enable 
new decision tasks that did not exist before. The new tasks can be performed 
by capital or labor, depending on the relative costs of each (Agrawal, Gans, and 
Goldfarb 2019). Some tasks that are not economically viable when uncertainty is 
high become viable as prediction technology reduces the level of uncertainty. This 
relates to the reinstatement force in Acemoglu and Restrepo (in this issue) where 
a freeing up of labor as a result of automation increases the returns to technolo-
gies that use labor for new tasks. At this early stage in the development and use of 
machine learning, there are few tangible examples of new tasks that have already 
arisen because of recent advances in prediction technology.

The interaction of these four forces determines the net direct effect of cheaper 
quality-adjusted predictions on labor demand. There are also indirect effects: as 
some tasks become more efficient, demand for upstream and downstream tasks 

1 For an example of artificial intelligence detecting a crash two cars ahead via RADAR, before it was 
humanly possible to predict, see https://www.youtube.com/watch?v=FadR7ETT_1k.

https://www.youtube.com/watch?v=FadR7ETT_1k
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might change. For example, an artificial intelligence that automates translation on 
an online trading platform significantly enhances international trade (Brynjolfsson, 
Hui, and Liu 2018). The application of this technology not only affects translators, 
but also the labor involved upstream and downstream on both sides of the trade.

For individual workers, the relative importance of these forces will depend on 
the degree to which the core skill they bring to their job is predicated on predic-
tion. Workers whose core skill is something other than prediction, such as the brain 
surgeon described above, may find that automated prediction enhances the value 
of their occupation. On the other hand, workers whose core skill is prediction, such 
as human resource workers who screen resumes, may find the value of their occupa-
tion diminished.

In our work with the Creative Destruction Lab at the University of Toronto, 
looking systematically at several hundred artificial intelligence startups in the last 
few years, we have found that these firms often discuss how their technology will 
affect labor markets in specific occupations through substitution, complementarity, 
and demand expansion. We have seen very few companies building unambiguously 
labor-replacing technologies. 

Overall, we cannot assess the net effect of artificial intelligence on labor as a 
whole, even in the short run. Instead, most applications of artificial intelligence 
have multiple forces that impact jobs, both increasing and decreasing the demand 
for labor. The net effect is an empirical question and will vary across applications 
and industries. 

Automating Prediction Tasks

In this section, we describe examples that highlight substitution of human 
prediction by machine prediction in real-world applications. The subsequent two 
sections describe how such substitutions could increase either the relative returns 
to capital or to labor in the decision task and therefore result in automating or 
increasing the demand for labor in the decision task, respectively.  

Prediction in Legal Services
A number of artificial intelligence applications substitute capital for labor by 

automating prediction tasks in legal work, while still leaving the decision tasks to the 
human lawyer. We describe two examples.

Kira Systems uses artificial intelligence technology to scan contracts and 
summarize relevant content. This may involve predicting which party in a partic-
ular lease agreement is liable for what actions or expenses, or it may involve 
scanning all of the contracts signed by a firm to predict which ones would be 
impacted if that firm were involved in a merger or acquisition. It is still up to 
human lawyers to make the decisions (as regulation requires), but Kira’s tech-
nology predicts the relevance of clauses and information in a fraction of the time 
it would take a lawyer or paralegal.
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In addition, artificial intelligence technology is being used to predict likely 
judicial outcomes based on earlier legal judgments. Blue J Legal’s artificial intel-
ligence scans tax law and decisions to provide firms with predictions of their tax 
liability. As one example, tax law is often ambiguous on how income should be 
classified (as discussed in Alarie 2018). At one extreme, if someone trades securities 
multiple times per day and holds securities for a short time period, then the profits 
are likely to be classified as business income. In contrast, if trades are rare and assets 
are held for decades, then profits are likely to be classified by the courts as capital 
gains. Currently, a lawyer who takes on a case collects the specific facts, conducts 
research on past judicial decisions in similar cases, and makes predictions about the 
case at hand. Blue J Legal uses machine learning to predict the outcome of new fact 
scenarios in tax and employment law cases. In addition to a prediction, the software 
provides a “case finder” that identifies the most relevant cases that help generate 
the prediction.

The end result of this process is not certainty. In the securities trading example 
above, the artificial intelligence predicts the likelihood of particular case facts being 
classified as business income or capital gains. As Blue J Legal founder Benjamin 
Alarie (2018) describes it, judges take the input of facts found at trial and output a 
judgment, using legal reasoning as a mapping function from inputs to outputs. In 
contrast, the Blue J Legal artificial intelligence utilizes test-facts that are assumed and 
entered into the system by the user, rather than the case facts found by trial. Instead 
of legal reasoning, the mapping function is a prediction generated by machine 
learning that is based on training data of past cases. Blue J Legal claims 90 percent 
accuracy. Given the uncertainty, a lawyer still makes the ultimate decision.

These examples show how a machine can save time and improve accuracy in 
generating predictions. In legal work, lawyers still make the ultimate decision. Thus, 
it is hard to forecast how the effect of these artificial intelligence technologies will 
show up in the aggregate labor statistics for legal work. They substitute for lawyers’ 
prediction tasks but may create opportunities at the decision-task level because 
better prediction might affect prices and quantities in a way that increases demand 
for legal decision-making overall.

Prediction in Driving
The potential for mass adoption of fully autonomous vehicles generates head-

lines, but prediction technology is already changing driving in a number of ways 
that do not replace human drivers with machines.

For example, vehicle manufacturers use artificial intelligence to warn drivers 
about imminent risks like “there is probably a car in your blind spot” or “there is 
likely a pedestrian behind your car” in the form of a beep or blinking light. The 
machine provides the prediction, but the driver is still responsible for the decision 
of whether to stop, turn, or proceed. 

Vehicle maintenance scheduling is another a prediction problem. Decades 
ago, Rust (1987) developed an empirical model of Harold Zurcher, who was the 
superintendent of maintenance at the Madison (Wisconsin) Metropolitan Bus 
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Company. Using statistical predictions of Zurcher’s decisions, the model could be 
used to substitute for his predictions about when buses would break down. Today, 
advances in sensors and prediction algorithms have led to many new products that 
predict when a vehicle will break down and thus inform the decision of whether to 
bring a vehicle in for maintenance. 

Finally, prediction is changing commercial driving by providing effec-
tive predictions of the most efficient route between two locations at any given 
time. Perhaps the most dramatic example is the case of London taxicabs. For 
decades, earning a taxi license in London meant acquiring “The Knowledge,” 
which involved learning the location of every address in London as well as 
the shortest route between any two addresses. To pass the resulting test took 
two to four years of study with the help of specialist training schools. But now, 
best-route prediction apps like Waze deliver “The Knowledge” to any driver 
with a smartphone, which is part of what enables ride-sharing services such as 
Uber to compete with London taxis. Although the skill of London cabbies did 
not diminish, their competitive advantage was seriously eroded by artificial  
intelligence. 

The end result on employment is unclear. While it is surely negative for the 
incomes of London cabbies, overall it may be positive if more drivers (are allowed 
by regulators to) enter the market. This provides some insight into the types of jobs 
likely to be most negatively affected by artificial intelligence: jobs in which the core 
skill involves a prediction task. 

Predictions in Email Responses
Composing an email response can be formulated as a prediction problem. 

Google developed Smart Reply for its email service, Gmail, using artificial intelli-
gence to scan incoming emails and predict possible responses. Smart Reply doesn’t 
automate sending the email response but rather predicts possible responses and 
provides the user with three suggestions. In 2018, within weeks of Google rolling 
out Smart Reply as a default setting for all of its 1.4 billion active Gmail accounts, 
10 percent of all Gmail responses sent were generated by Smart Reply (as reported 
by Marcelis and MacMillan 2018). This saves the user the time of composing a 
response in cases where one of the three predicted replies are sufficient. However, 
the user must still decide whether to send a predicted response or to compose one 
directly.

In some cases, this kind of artificial intelligence implementation might lead to 
a setting where a worker must still apply judgment about the benefits and costs of a 
particular decision before deciding or taking an action; in others, it might automate 
the full decision. 

To understand how drafting email might affect different types of jobs differ-
ently, we turn to the O*NET database. Sponsored by the US Department of Labor 
through a grant to the North Carolina Department of Commerce, O*NET offers 
detailed descriptions of the tasks involved in almost 1,000 occupations  (https://
www.onetcenter.org). 
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This data includes a task described as “Prepare responses to correspondence 
containing routine inquiries.” The job of Executive Assistants includes this task, 
along with eight other occupations: Correspondence Clerks, Tellers, Reception-
ists and Information Clerks, License Clerks, Legal Secretaries, Insurance Policy 
Processing Clerks, Medical Secretaries, and Loan Interviewers and Clerks. Execu-
tive Assistants would typically draft possible responses for someone else to decide 
whether or not to send, and so a system like Gmail’s Smart Reply fully automates 
the Executive Assistant’s decision. In the other jobs, the worker might make use of 
this technology but still retain the decision task of what to ultimately send. So in 
the former case, the artificial intelligence replaces labor, while in the latter case it 
enhances labor.

In this section, we provided examples in which machine prediction displaces 
human prediction. However, we can say little about the overall effect on jobs, which 
depends on the impact of better prediction on the decision tasks that they inform. 

Automating Decision Tasks

Under certain conditions, automating the prediction task increases the relative 
returns to automating the decision task compared to performing the decision task 
with human labor. In other words, when artificial intelligence is used to automate 
prediction, it can enhance the usefulness of implementing other technologies to 
automate the decision. If both the prediction and the decision are automated, it 
must be possible to specify the desired action to be taken for each realization of 
uncertainty (that is, for each realization of a prediction). For reasons of simplicity, 
the most common type of machine-based decision is binary—say, to reject or accept 
a credit application or to recommend or reject a candidate for a job interview. As 
artificial intelligence improves, it will provide better predictions in more complex 
environments.

We have started to see this type of automation in environments where machine-
learning techniques are applied to mimic human decision-making. For example, a 
machine fitted with sensors is trained by observing the choices made by a human 
operator. With sufficient observations, the machine learns to predict what action 
a human would take given different sensory inputs. As another example, the 
autonomous operation of vehicles on public roads has been advanced by humans 
driving millions of kilometers in vehicles that are able to collect both the percep-
tion data regarding environmental conditions on the road (input) and the action 
data regarding the decisions made by human drivers behind the wheel (output) in 
response to the perception data. In many cases, the response time of an automated 
control system is sufficiently faster than that of a human, so machines are better 
able to take advantage of the higher fidelity predictions generated by artificial 
intelligence compared to predictions generated by humans. Thus, the returns to 
automating the action decision (control of the vehicle) increase upon automating 
the prediction task. In this way, the application of artificial intelligence to automate 
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the prediction task leads to automating the entire driving task resulting in a full 
substitution of labor for capital.

Autonomous driving gets a great deal of attention because so many people 
spend so much time driving. The labor-saving time from automation is therefore 
potentially large. However, this is also an area where removing human operation 
completely involves substantial risks, because the cost of failure can be so high. 
At present, a measure of human supervision is still required due to the prob-
ability of edge cases arising for which the machine has not been appropriately 
trained.

Commercial cleaning illustrates a more pedestrian attempt at automation. 
A&K Robotics takes existing, human-operated cleaning devices, retrofits them with 
sensors and a motor, and then trains a machine learning-based model using human 
operator data so the machine can eventually be operated autonomously. Artificial 
intelligence enables prediction of the correct path for the cleaning robot to take 
and also can adjust for unexpected surprises that appear in that path. Given these 
predictions, it is possible to prespecify what the cleaning robot should do in a wide 
range of predicted scenarios, and so the decisions and actions can be automated. If 
successful, the human operators will no longer be necessary. The company empha-
sizes how this will increase workplace productivity, reduce workplace injuries, and 
reduce costs.

Artificial intelligence also has enabled the automation of vehicles which 
move items from the storage part of a warehouse to the packing and shipping 
department. Much of this automation occurred without machine learning, by 
simply using dedicated tracks for delivery vehicles. However, recent applica-
tions of artificial intelligence enable swarms of robots to predict optimal routes 
and avoid collisions, eliminating the need for human controllers to decide 
on route planning. Under these conditions, warehouse vehicles can be fully 
automated. 

Similarly, vehicle automation is growing in the mining industry, in particular 
for remote operations. In Australia’s Pilbara region, the iron-ore mining sites are 
over 1,000 miles from the nearest major city. Given the remoteness of the region 
and the extremely hot temperatures, human truck drivers are unusually expen-
sive. Mining giant Rio Tinto initially addressed this problem by driving the trucks 
remotely from the offices in Perth, but in 2016 the company went a step further 
and deployed dozens of self-driving trucks. Artificial intelligence made this automa-
tion of the steering decision task possible by predicting hazards in the roads and by 
coordinating the trucks with each other. As with robot cleaning and robots in ware-
houses, with better prediction other technologies made automation of the decision 
tasks possible. Automated prediction was the last step in removing humans from the 
decisions involved. 

Unlike autonomous vehicles on public roadways, in these controlled environ-
ments with far fewer “edge” cases, cheap prediction has already led to widespread 
automation of the decisions. In this way, jobs in which the core bottleneck to auto-
mation is prediction become more likely candidates for elimination. 
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Augmenting Labor on Decision Tasks

Discussions of artificial intelligence often envision a future of full automation. 
Although this may happen in some situations, in this section we discuss examples 
where the automation of prediction through artificial intelligence can improve 
decision-making by humans and consequently the productivity of labor, specifi-
cally by allowing workers to make state-contingent decisions that reduce errors, 
enhancing payoffs. 

Bail Decisions
Judges make decisions about whether to grant bail and thus to allow the 

temporary release of an accused person awaiting trial, sometimes on the condition 
that a sum of money is lodged to guarantee their appearance in court. Kleinberg, 
Lakkaraju, Leskovec, Ludwig, and Mullainathan (2018) study the predictions that 
inform this decision:

Soon after arrest, a judge decides where defendants will await trial, at home 
or in jail. By law, this decision should be based solely on a prediction: What 
will the defendant do if released? Will they flee or commit a new crime? … 
Currently the predictions on which these decisions are based are, in most 
jurisdictions, formed by some judge processing available case information in 
their head. … A judge must trade off these risks [flee or commit a new crime] 
against the cost of incarceration. This is a consequential decision for defen-
dants since jail spells typically last several months (or longer); recent research 
documents large costs of detention even over the long term. It is also costly to 
society: at any point in time the US has over 750,000 people in jail, dispropor-
tionately drawn from disadvantaged and minority populations.

Bail risk-prediction software will not replace people. Judges will continue to weigh 
the relative costs of errors, and in fact the US legal system requires human judges 
to decide. But artificial intelligence could enhance the productivity of judges. 
The main social gains here may not be in hours saved for judges as a group, 
but rather from the improvement in prediction accuracy. Police arrest more than 
10 million people per year in the United States. Based on AIs trained on a large 
historical dataset to predict decisions and outcomes, the authors report simula-
tions that show enhanced prediction quality could enable crime reductions up 
to 24.7 percent with no change in jailing rates or jailing rate reductions up to 
41.9 percent with no increase in crime rates. In other words, if judicial output 
were measured in a quality-adjusted way, output and hence labor productivity 
could rise significantly. 

Emergency Medicine
Prediction technology additionally has the potential to make medicine more 

efficient and effective through the personalization of treatment. In particular, 
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machine learning can identify those patients for which a given treatment will be 
most effective. 

In the United States in particular, many prominent policymakers, economists, 
and medical researchers have argued that doctors test too much. For example, 
doctors appear to test too much for heart attacks among patients who arrive at 
the emergency department of hospitals, in the sense that the average return to 
testing appears to be less than the average cost. Mullainathan and Obermeyer 
(2018) emphasize that prediction tools enable doctors to use the theoretically 
relevant object: marginal benefits and marginal costs. Using machine learning, 
Mullainathan and Obermeyer demonstrate that not only does the system suffer 
from overtesting (many low-risk patients are tested), but it also suffers from under 
testing (many high-risk patients go untested). Using better prediction models when 
patients arrive at the emergency department could substantially increase health 
outcomes for the same spending (or substantially reduce spending for equal health  
outcomes).

Automation of the prediction of who to test does not change the workflow. 
The machine prediction saves only a little time for the doctors, nurses, and staff 
working in the emergency department, who would otherwise make the testing deci-
sion quickly, but it improves efficiency and outcomes, both reducing the number of 
unnecessary tests and increasing necessary ones, thus saving lives. In other words, 
automating the prediction task improves the productivity of emergency medicine 
in the context of heart attacks without much substitution for human work. Further-
more, by helping to overcome problems of under-testing, it increases demand for 
labor in complementary downstream tasks such as surgery, the subject of the next 
section.  

In this section, we highlighted how automation of the prediction task can 
enhance labor in the decision task. The prediction tasks in these examples do not 
require much human labor, and so the net effect could be labor-enhancing with 
better and sometimes more decision tasks done by labor.

Indirect Effects: Augmenting Labor on Other Tasks

When automated prediction leads to better decisions, labor can also be 
augmented through tasks that are upstream or downstream of the improved deci-
sion task. 

Drug Discovery
A company called Atomwise uses artificial intelligence to enhance the drug 

discovery process. Traditionally, identifying molecules that could most efficiently 
bind with proteins for a given therapeutic target was largely based on educated 
guesses and, given the number of potential combinations, it was highly inefficient. 
Downstream experiments to test whether a molecule could be of use in a treatment 
often had to deal with a number of poor-quality candidate molecules.
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Atomwise automates the task of predicting which molecules have the most 
potential for exploration. Their software classifies foundational building blocks of 
organic chemistry and predicts the outcomes of real-world physical experiments. 
This makes the decision of which molecules to test more efficient. This increased 
efficiency, specifically enabling lower cost and higher accuracy decisions on which 
molecules to test, increases the returns to the downstream lab testing procedure 
that is conducted by humans. As a consequence, the demand for labor to conduct 
such testing is likely to increase. Furthermore, higher yield due to better prediction 
of which chemicals might work increases the number of humans needed in the 
downstream tasks of bringing these chemicals to market. In other words, automated 
prediction in drug discovery is leading to increased use of already-existing comple-
mentary tasks, performed by humans in downstream occupations.

Language Translation
Machine language translation offers another example of machine prediction 

affecting a wide variety of downstream decisions. In this setting, artificial intelligence 
predicts how a human would translate a string of characters from one language into 
another. In one of the first attempts to estimate the economic impact of a commer-
cial deployment of artificial intelligence, Brynjolfsson, Hui, and Liu (2018) measure 
the effect of an improvement in the quality of translation by an artificial intelligence 
on the volume of trade conducted on the online platform eBay. The authors find 
that moving to a translation using artificial intelligence resulted in a 17.5 percent 
increase in the volume of trade. This improvement in the prediction task results in 
a significant increase in downstream trade activity, much of which we can assume is 
performed by human labor. Of course, increased trade has many forms of impact 
on economic activity, and so we cannot draw any conclusions on the overall impact 
of this implementation of artificial intelligence on labor in equilibrium.

This section provided examples of the effects of improved prediction on 
workers in other parts of the production chain, beyond the focal prediction and 
decision tasks.  

The Case of Radiology 

Radiology offers an example of how artificial intelligence is leading to the 
automation of an occupation. At an artificial intelligence conference several years 
ago, deep learning pioneer Geoffrey Hinton (2016) publicly asserted, “We should 
stop training radiologists now,” comparing the profession to Wile E. Coyote from 
the Road Runner cartoon, who has run off the cliff but hasn’t yet looked down. 
However, the effect of artificial intelligence on the number of workers in radiology 
turns out, on closer examination, to be ambiguous and nuanced. This occupation 
offers a useful case study that employs several of the themes developed so far.  

Hinton’s remark was motivated by the progress of artificial intelligence tools 
that are increasingly applied to identify abnormalities in medical images. IBM and 



42     Journal of Economic Perspectives

GE commercialized artificial intelligence tools that identify breast, lung, and other 
cancers from medical images. Smaller companies and startups have similar prod-
ucts. For example, Zebra Medical Vision received approval from the Food and Drug 
Administration to predict whether coronary heart disease is present in a CT scan. 
Zebra also develops tools to predict the presence of various medical issues, including 
bone, liver, and lung disease (as discussed at http://www.zebra-med.com). 

A common practice is to embed image-recognition technology using artificial 
intelligence into the software that radiologists use to read scans. The software high-
lights areas predicted to be abnormalities. Radiologists examine the highlighted 
image when interpreting and reporting on the results. This approach uses artificial 
intelligence to augment the diagnosis decisions of humans rather than replace them 
altogether (Wang, Khosla, Gargeya, Irshad, and Beck 2016). In these cases, a human 
radiologist remains in the loop for each scan, but the readings become faster and 
more accurate. If the number of scans stays fixed, then the demand for radiologists 
declines. On the other hand, if readings are faster, more accurate, and cheaper, then 
the number of scans could increase enough to counteract the increased number of 
scans read per radiologist. This scenario belongs in the earlier section where artifi-
cial intelligence automates the prediction task but not the decision.

However, some recent research suggests that machine prediction can meet or 
even surpass human diagnostic accuracy in detecting some types of disease (for 
example, Lee et al. 2017). While the current level of technology suggests a human 
should remain in the loop, it is plausible that over time artificial intelligence will 
lead to full automation of the image interpretation task. In this scenario, if the 
“interpret imaging results” task is done by machine, and to the extent that this task 
takes up a significant fraction of the overall time, then automating this task could 
reduce the demand for radiologists.

But even in this situation, many tasks in the workflow of diagnostic radiologists 
would remain: choosing the exam, directing the technologists, reporting on the 
results, and deciding on an action given the probabilities reported by the machine. 
Many radiologists serve as the “doctor’s doctor,” communicating the meaning of 
images to other patient-facing doctors (Hall 2009). The interpretation of scans is 
often probabilistic, and radiologists have expertise in interpreting probabilities to 
help the patient-facing doctor recommend a course of action. Thus, reporting on 
the results may require a human intermediary between the machine prediction 
and the doctor who requested a test. For example, a human is needed to consider 
payoffs in order to recommend a course of action. What is the cost of conducting 
a biopsy if no disease is present? What is the cost of failing to conduct a biopsy 
if disease is present? In other words, what is the probability of disease threshold 
over which a biopsy (or some other further action) should be conducted? How 
does that vary based on patient characteristics, whether fully codifiable (such as age 
and medical history) or not (such as the doctor’s sense of the patient’s personality 
and preferences)? As the prediction task becomes better, faster, and cheaper, the 
demand for these related, complementary tasks may increase. In other words, it is 
plausible that automating the image prediction task, while reducing the demand for 
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labor to perform that specific task, may increase the overall demand for labor due 
to an increased demand for complementary tasks. 

In Table 1, we list the 29 different tasks that comprise the radiologists’ workflow 
according to the occupational classification database O*NET. Only two of these 
tasks are directly affected by an image recognition AI: #3 and #25. Overall, the 
29 tasks reveal that even if image interpretation becomes fully automated, plenty 
of tasks for humans remain. The key open question is whether those tasks are best 
conducted by a radiologist. Perhaps some of these tasks might be better performed 
by medical practitioners with different expertise? For example, judgment on the 
best course of action for a patient might be best decided by a primary care physician 
or perhaps even a social worker. The supervision of radiology technologists might 
be better managed by more experienced radiology technologists. 

Technology using artificial intelligence will also affect radiology in a variety of 
other ways, apart from predicting abnormalities in scans. For example, radiologists 
often dictate their reports. Past practice was that the recorded reports were sent to a 
(human) transcription service (as in Task #4 in Table 1). But many radiology depart-
ments already use artificial-intelligence-based transcription services to automate the 
transcription task. While this step can reduce costs and reduce wait times for radi-
ologists and patients, the direct effect is the elimination of transcription-related jobs 
(as discussed in Thrall et al. 2018), not radiologists.

The overall message here is that even when considering what may seem at first to 
be a clear-cut case—automation of the prediction related to reading medical image 
scans—the overall effects on jobs can be complex. Humans working in radiology 
who are not radiologists and do not work on scans—such as those providing 
transcription services—may have their jobs automated completely. Radiologists 
perform many other nonprediction tasks, and so artificial intelligence is unlikely to 
automate these tasks; however, it is not clear that radiologists will be the humans who 
perform these tasks if reading scans becomes automated. It is ultimately not obvious 
even whether the number of radiologists will rise or fall, since that will depend on 
whether radiologists perform the nonprediction tasks and whether overall demand 
for radiology services rises as radiology becomes more efficient. 

New Tasks through New Decisions

As artificial intelligence improves prediction, it may allow for new decisions 
to be made where previously it was impossible or too costly to do so. As Herbert 
Simon (1972) emphasized, when rationality is bounded—for example, in terms of 
being able to distinguish adequately between important outcomes in a complex 
environment—economic agents will instead resort to rules. Those rules can take 
various forms: they may be followed by individuals, be part of operational proce-
dures in companies, or be embedded in machines. However, when uncertainty is 
reduced, generic rules may be replaced with probability-driven decisions. This is 
important because state-contingent choices can be consequential for companies. 
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Table 1 
Twenty-nine Tasks Associated with the Occupation of Radiologist  

1. Obtain patients’ histories from electronic records, patient interviews, dictated reports, or by com-
municating with referring clinicians. 

2. Prepare comprehensive interpretive reports of findings. 

3. Perform or interpret the outcomes of diagnostic imaging procedures including magnetic reso-
nance imaging (MRI), computer tomography (CT), positron emission tomography (PET), nuclear 
cardiology treadmill studies, mammography, or ultrasound. 

4. Review or transmit images and information using picture archiving or communications systems. 

5. Communicate examination results or diagnostic information to referring physicians, patients, or 
families. 

6. Evaluate medical information to determine patients’ risk factors, such as allergies to contrast 
agents, or to make decisions regarding the appropriateness of procedures. 

7. Provide counseling to radiologic patients to explain the processes, risks, benefits, or alternative 
treatments. 

8. Instruct radiologic staff in desired techniques, positions, or projections. 

9. Confer with medical professionals regarding image-based diagnoses. 

10. Coordinate radiological services with other medical activities. 

11. Document the performance, interpretation, or outcomes of all procedures performed. 

12. Establish or enforce standards for protection of patients or personnel. 

13. Develop or monitor procedures to ensure adequate quality control of images. 

14. Recognize or treat complications during and after procedures, including blood pressure problems, 
pain, oversedation, or bleeding. 

15. Administer radiopaque substances by injection, orally, or as enemas to render internal structures 
and organs visible on x-ray films or fluoroscopic screens. 

16. Participate in continuing education activities to maintain and develop expertise. 

17. Participate in quality improvement activities including discussions of areas where risk of error is 
high. 

18. Supervise and teach residents or medical students. 

19. Implement protocols in areas such as drugs, resuscitation, emergencies, power failures, or infection 
control. 

20. Schedule examinations and assign radiologic personnel. 

21. Provide advice on types or quantities of radiology equipment needed to maintain facilities. 

22. Participate in research projects involving radiology. 

23. Perform interventional procedures such as image-guided biopsy, percutaneous transluminal  
angioplasty, transhepatic biliary drainage, or nephrostomy catheter placement. 

24. Administer or maintain conscious sedation during and after procedures. 

25. Interpret images using computer-aided detection or diagnosis systems. 

26. Serve as an offsite teleradiologist for facilities that do not have on-site radiologists. 

27. Develop treatment plans for radiology patients. 

28. Treat malignant internal or external growths by exposure to radiation from radiographs (x-rays), 
high energy sources, or natural or synthetic radioisotopes. 

29. Conduct physical examinations to inform decisions about appropriate procedures.

Source: O*NET, https://www.onetonline.org/link/summary/29-1069.10.

https://www.onetonline.org/link/summary/29-1069.10
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For example, Google deployed artificial intelligence developed by its DeepMind unit 
to optimize the use of air conditioners in its data centers. The artificial intelligence 
enables new decisions on energy usage. The end result was a 40 percent reduction in 
energy used in a highly energy-intensive operation (Evans and Gao 2016). 

New tasks may also be performed by humans. As highlighted above in the 
context of drug discovery, artificial intelligence is already having an impact on scien-
tific research. Uncertainty is pervasive in many aspects of research, and so prediction 
technology is likely to have a large effect on the production of science. Cockburn, 
Henderson, and Stern (2019) show that machine learning is used by scientists in 
a wide variety of fields. Figure 1 shows the number of publications in computer 
science and applications journals by artificial intelligence field. The dark blue, pink, 
and green lines show publications in three different artificial intelligence subfields 
of computer science: machine learning, robotics, and symbolic logic. The results 
show a slow and steady increase in publications in all three, with the largest increase 
in machine learning. The most striking result in the figure, however, is the orange 
line. It shows the increase in publications outside of computer science that mention 
machine learning. In other words, it demonstrates that, since 2012, the biggest 
change in artificial intelligence publications did not occur in computer science. 
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It occurred in other fields of science that use machine learning. The same is not 
true for symbolic logic (green and red lines) and it is much weaker for robotics 
(pink and light blue). This use of machine learning as an input into innovation is 
apparent in our own field of economics, in which researchers are increasingly using 
machine learning to improve our statistical models and advance our knowledge of 
economics (Athey 2019).

In this way, the recent advances in machine learning can be seen as an inven-
tion in the method of inventing, as highlighted in Griliches (1957) for the example 
of  hybrid corn. Cockburn, Henderson, and Stern (2019) describe this insight: “The 
challenge presented by advances in artificial intelligence is that they appear to be 
research tools that not only have the potential to change the method of innovation 
itself, but also have implications across a wide range of fields.” Agrawal, McHale, 
and Oettl explain how artificial intelligence may influence the knowledge produc-
tion function (2019a) and model the implications of using artificial intelligence to 
produce a map of the complex combinatorial search space of ideas for the purpose 
of reducing the cost of predicting which combinations of ideas offer the greatest 
promise (2019b). In the context of Atomwise, new tasks may arise if drug discovery 
becomes more efficient and drugs can be better-targeted to narrower populations. 
In other words, in addition to increasing demand for existing tasks, artificial intel-
ligence is likely to create innovations that lead to new industries and new types of 
jobs with new tasks in those industries.

At this early stage in the diffusion of machine learning technology, examples of 
new tasks created by artificial intelligence are scarce and speculative. However, we 
provide three examples that apply artificial intelligence in unique areas that suggest 
the potential for new industries, jobs, and tasks.

At the University of Toronto, Alan Aspuru-Guzik’s research group is developing 
a “self-driving chemistry lab” that enables the discovery of chemicals and materials 
at a fraction of the price of a current lab. Using advances in robotics and machine 
learning, the lab could be deployed in thousands of locations around the world, 
without the need for a local workforce with deep expertise in chemistry. This would 
enable industries in rural areas and developing countries to have access to a wide 
variety of materials. The inventors emphasize that this tool could “provide the scien-
tific community with an easy-to-use package to facilitate novel discovery at a faster 
pace” (Roch et al. 2018, p. 1) and “democratize autonomous discovery” (p. 12). One 
can imagine many new tasks associated with the arrival of an autonomous chemistry 
lab with the capability of on-site discovery. 

The commercialization of space offers another example of how machine 
learning could generate a new industry at a commercial scale. Uncertainty is a key 
challenge to operating assets in space. For example, the risk of destruction from 
debris is a well-established deterrent for deploying commercial satellites (Liou and 
Johnson 2006). The company Seer Tracking has built an artificial intelligence to 
predict the trajectory of space debris. Most directly, this could create a set of (human 
and machine) tasks focused on moving space assets out of the way of incoming 
debris. Perhaps more importantly, it could enable more commercial opportunities 
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in space by reducing the risk that a space asset will be destroyed by debris. In other 
words, the uncertainty associated with space debris may mean that some decision 
tasks are never undertaken. Resolving this uncertainty could enable new commer-
cial opportunities in space.

Another example is the management of chronic disease. One such disease, 
diabetes, leads to hundreds of thousands of deaths annually. Key to preventing 
hospital admissions and severe complications is the control of blood glucose levels; 
however, many diabetes patients have difficulty maintaining a relatively safe level 
of glucose control. Better prediction of current glucose levels could substantially 
reduce complications by enabling response (Ismail 2017). This improved prediction 
could generate a new set of tasks that benefit from lower cost and more accurate 
monitoring. Potential new tasks in managing chronic diseases like diabetes include 
managing the sensors, interpreting the data, and real-time advising on dietary and 
exercise habits. Inherent in these new tasks is the ability to tailor medical decisions 
and treatment to individual patients (Contreras and Vehí 2018). Improved manage-
ment of chronic disease could arise because of the new individual-level decisions 
enabled by better prediction. 

These examples are speculative. The technology is too early and the diffu-
sion is too limited to offer definitive examples of new tasks arising from recently 
automated predictions. At the time of this writing, the most likely consequences of 
artificial intelligence on labor come from existing tasks that are affected from better, 
faster, and cheaper prediction. We already observe real examples of the reduction 
of labor due to automating existing prediction tasks, and we also see examples of 
increased demand for labor due to enhanced demand for certain existing tasks 
that are complements to prediction. Our broader theme is that uncertainty can 
render certain activities economically infeasible and so reduced uncertainty  
can enable new opportunities and new tasks to be implemented by some mixture 
of capital and labor.

Conclusion

Our contribution to the task-based model of technology and labor (as discussed 
in Acemoglu and Restrepo in this issue; Autor and Acemoglu 2011; Acemoglu and 
Restrepo 2019) is to highlight the usefulness of thinking in terms of prediction tasks 
and decision tasks, where decision tasks are perfect complements to prediction tasks, 
in the sense that prediction has no value without a decision. This structure describes 
how artificial intelligence directly substitutes capital for labor in the case of predic-
tion tasks and may indirectly effect decision tasks by increasing or decreasing the 
relative returns to labor versus capital for decision tasks. It may also lead to increases 
in labor tasks upstream or downstream.

For any given worker, a key predictor of whether artificial intelligence will 
substitute for their job is the degree to which the core skill they bring to the job 
involves prediction. Transcription jobs are being automated as the core skill of that 
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labor is predicting which words to type upon hearing a recording. For London 
taxi drivers, when artificial intelligence was employed to predict the optimal route 
through the city’s streets, their jobs were put at risk (though other drivers’ labor 
became augmented). 

Artificial intelligence does not fit easily into existing analyses of the effect of 
automation on labor markets. The reasons are threefold. First, prediction is always 
strictly complementary to other tasks—namely decision-related tasks. Those tasks 
can be existing or newly possible because of better prediction. Second, better 
prediction improves decisions—whether taken by labor or capital—by enabling 
more nuanced decisions through the reduction of uncertainty. Finally, it is not yet 
possible to say whether the net impact on decision tasks—whether existing or new—
is likely to favor labor or capital. We have found important examples of both, and 
there is no obvious reason for a particular bias to emerge. Thus, we caution on 
drawing broad inferences from the research on factory automation (for example, 
Acemoglu and Restrepo 2017; Autor and Salomons 2018) in forecasting the net 
near-term consequences of artificial intelligence for labor markets. 
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O ver the course of the nineteenth century, the United States experienced 
its first “industrial revolution.” A central feature of this revolution was the 
mechanization of production, first through water power and later steam 

power. By the late nineteenth century, the process was well advanced, fostering 
serious concerns about its effects on labor (Giedion 1948; Hounshell 1984). For 
example, David A. Wells (1889, p. 68), a prominent US economist of the time, wrote 
that “the increasing frequency of strikes and industrial revolts ... have been largely 
prompted by changes in the conditions of production resulting from prior labor-
saving inventions and discoveries” and he opined “the depression of industry in 
recent years has been experienced with greatest severity in those countries where 
machinery has been most extensively adopted.” Indeed, the historical process was 
so disruptive that it inspired Edward Bellamy’s Looking Backward, 2000–1887 (1888), 
a utopian science fiction novel, which quickly became the era’s third-largest best-
seller and provoked extensive political and social discussion.

In the first annual report to Congress, Commissioner of Labor Carroll D. 
Wright (US Bureau of Labor 1886) drew attention to the problem of the “tempo-
rary displacement of labor and to conditions of industry and of society which would 
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exist without the presence of power machinery,” illustrating with several examples. 
In small arms production, one worker using conventional hand tools turned and 
fitted one musket stock per ten-hour day, whereas using specialized machines and 
dividing the tasks between them, three workers could turn and fit between 125 and 
150 musket stocks per day, a 40- to 50-fold gain in labor productivity. Similarly, data 
from boot and shoe manufacturers suggested an 80 percent savings in labor for 
machine over handicraft production (US Bureau of Labor 1886, p. 81).

In 1894, Congress requested a fuller investigation, noting “there are works 
now in existence where the very best and highest grade of machinery is used that 
formerly employed cruder methods, and the men in charge have knowledge of the 
old methods as compared with the new; but these men are fast passing away, and the 
difficulty increases each year of securing the information sought …” (US Congress, 
House of Representatives 1894). To this end, it directed the Commissioner of Labor 
to “investigate and report upon the effect of the use of machinery upon labor and 
the cost of production, the relative productive power of hand and machine labor … 
and whether changes in the creative cost of products are due to a lack or surplus of 
labor or to the introduction of power machinery.” 

The resulting “Hand and Machine Labor” (HML) study took five years to 
complete, finally appearing as the thirteenth annual report of the Commissioner 
of Labor (US Department of Labor 1899). 1 The HML study presents its informa-
tion at a level of detail that was highly unusual not only for its time but even ours, 
by analyzing the production of highly specific goods (for example, production of 
circular saw blades with a given number of teeth) at the task level for a matched pair 
of establishments, one of which produced the product by “hand” (or traditional 
artisanal) methods and the other using “machine” methods. Among other data, 
the report specifies the amount of time each task took, the sequence in which these 
were performed, the characteristics of the workers employed, the tool(s) used, 
and notably, the source of inanimate power, if any, including steam power, which 
was the key “general-purpose technology” of that historical period. Brynjolfsson 
and McAfee (2014, p. 6), for example, describe steam power as the first machine 
age’s “most important” technological development, “overcoming the limitations of 

1  The US Bureau of Labor was established in the Department of the Interior by the Bureau of Labor 
Act (23 Stat. 60) on June 27, 1884. The Bureau’s mission was to collect information about employment 
and labor. The Act also created the post of US Commissioner of Labor to direct the Bureau. Carroll 
Wright served as the first US Commissioner of Labor. The Bureau of Labor became an independent 
(sub-Cabinet) department through the Department of Labor Act (25 Stat. 182) on June 13, 1888. As 
indicated by the title of the legislation, the Bureau of Labor was renamed the “US Department of Labor” 
in 1888. The cabinet-level Department of Commerce and Labor was created in 1903 by the Department 
of Commerce Act (32 Stat. 827) on February 14, 1903. The Act authorized a new “Bureau of Labor” 
within the Department of Commerce and Labor, which took over the activities of the preceding “Depart-
ment of Labor.” Finally, in 1913, Congress created a separate cabinet-level Department of Labor, within 
which the “Bureau of Labor” was renamed the Bureau of Labor Statistics. As is clear from this timeline, 
the 1890s “Department of Labor” is a direct predecessor of the modern Bureau of Labor Statistics, which 
is why the National Archives stores the extant records of the 1890s department in its Record Group 
257 (“Records of the Bureau of Labor Statistics”). The timeline above expands on Rockoff’s (2019, 
pp.147–51) discussion.
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muscle power, human and animal” and propelling a “sudden, sharp, and sustained 
jump in human progress.” 

The enormously complex Hand and Machine Labor data were published in 
two large, very dense volumes. We have digitized these data, coding and restruc-
turing them to be tractable to modern econometric techniques. Our analysis here 
focuses on transitions at the task level from hand to machine production, and on 
the impact of inanimate power on labor productivity in machine production. 

By “transitions at the task level” we mean whether particular tasks in hand 
production were no longer present under machine production; whether the task 
content remained the same, even if inanimate power was used under machine 
production; whether task reorganization occurred in the move from hand to 
machine labor; or whether entirely new tasks were present under machine labor. 
Transitions in which the task content remained the same except for the possibility 
of mechanization—we call these 1:1 transitions—were the most common. However, 
highly complex task reorganization did occur, and new task creation substantially 
dominated the abandonment of obsolete hand tasks. Overall, the transition to 
machine labor brought very large gains in productivity. We show in a regression 
analysis of the 1:1 transitions that use of steam power explains a large fraction of the 
productivity gain. Economic historians have been studying the diffusion and impact 
of steam power for a very long time; but as far as we know, our regressions are the 
first to show the productivity effects of steam power at the level of individual produc-
tion tasks in an historical context.

We consider the Hand and Machine Labor data and our findings in the 
context of the modern “task-based approach” to production (Acemoglu and Autor 
2011; Autor 2013; Zeira 1998). This literature develops models allowing technolog-
ical change to reduce returns to specific factors, which is not possible in standard 
models of factor-augmenting technological change. We will focus in particular 
on Acemoglu and Restrepo’s (2018) recent model of automation (also discussed 
in their paper for this symposium). Their model is quite useful in drawing out 
inferences as to how, in response to technical progress, some tasks are abandoned; 
others automated, and new, non-automated tasks created. Substituting “mecha-
nized” for “automated” in their framework, we find a similar pattern in the data 
from the HML study. However, we will also argue that our historical example 
clearly parts company with Acemoglu and Restrepo in that their model abstracts 
from the division of labor. Indeed, there is considerable evidence that the diffu-
sion of steam power enhanced the division of labor (Atack, Bateman, and Margo 
2008), as Thomson (1989) also shows in the transformation of US boot and shoe 
production during this time. The underlying issue is the degree to which workers 
are specialized or not in the tasks they perform, and how this may feed back into 
human capital investment. Indeed, we will suggest that one of the meaningful 
differences between nineteenth-century mechanization and the current techno-
logical revolution based in robotics and artificial intelligence is that they seem 
to have quite different implications for the division of labor and thus for human 
capital investment. 
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The Hand and Machine Labor Study

Although the title of the 1899 study was “Hand and Machine Labor,” Commis-
sioner of Labor Wright cautioned in his introductory remarks that the words were 
not used in their strictest sense, but rather to characterize two different methods 
of production. “Machines” were used in “hand” production although these were 
usually simple hand tools—saws, hammers, chisels, files, knitting needles, screw-
drivers, and the like—what he called “the primitive method of production which was 
in vogue before the general use of automatic or power machines” (US Department 
of Labor 1899, vol. 1, p. 11). Similarly, some tasks in machine production continued 
to be performed by hand using these same simple tools, including adjusting the 
machinery. For Wright, however, a crucial distinction was that, in machine produc-
tion, “every workman has his particular work to perform, generally but a very small 
portion of that which goes to the completion of the article”—that is, division of 
labor was central (p. 11). 

The basic unit of observation in the Hand and Machine Labor study was a 
matched pair of production units: one using hand methods, the other using 
machine methods to make a particular quantity of product. The products chosen 
were highly specific—for example, the output of “Unit 71” was described in the 
report as “SHOES:—100 pairs of men’s medium grade, calf, welt, lace shoes, with 
single soles and soft box toes” (US Department of Labor 1899). Where necessary, 
production was scaled to industry norms by adjusting the time (and thus the cost) 
spent on tasks by the appropriate factor, keeping the number of workers unchanged 
(as we will explain further below). Overall, there are 672 paired units in the HML 
study: 27 in agriculture, 10 in mining and quarrying, and 9 in transportation, leaving 
626 paired units producing manufactures. We focus on these manufactures. 

As mentioned, the data were reported in two parts (and volumes). In Part 1, 
the following was reported for each unit (matched pair of plants producing a highly 
specific product): an industry classification, an exact description of the product, the 
standardized quantity of that product, the year in which the production under each 
method took place, the number of separate tasks of production, the number of 
different workers employed, and the total number of hours of work to produce the 
given quantity, the total labor costs, and the average daily hours of operation of the 
unit. In Part 2, the following information was reported for each mode of producing 
the product: a brief description of the task in the order in which it was performed; 
a list of capital goods or machines used in the task; the type of motive power if 
used; the number of workers assigned to that task; the number, age, gender, and 
occupational titles of the workers employed in the task; the hours of work by each 
employee engaged in the task; and the labor cost of each employee engaged in the 
task along with any miscellaneous comments.

The raw data were collected by trained agents either through direct observa-
tion or from written records, following up (sometimes repeatedly) when necessary to 
resolve inconsistencies and ambiguities. For machine production, the vast majority of 
the observations pertain to activities conducted in the mid-to-late 1890s (1894–98). 
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For a few products, the study was unable to find matching hand production from 
the same year that occurred nearby, presumably because the relevant establishments 
were no longer in existence. In such cases, the agents assiduously sought out histor-
ical records or, in 13 instances, located hand production establishments overseas 
that they deemed similar to those that no longer survived in the United States. All 
machine production data, however, was taken from US establishments. Moreover, 
in the majority of cases, two reports on hand and machine production were secured 
for establishments/manufacturers from different, widely separated, localities to help 
spot errors and omissions with “the better and more complete one then selected for 
presentation” (US Department of Labor 1899, vol. 1, p. 13).

A concrete example illustrates the exceptional (indeed, stupefying) detail in 
the published study. In making men’s medium grade, laced shoes (Unit 71), the 
study compared production by a bespoke shoemaker producing a single pair of 
shoes with that of a factory producing 1,500 pairs, scaling the time (and cost) as 
if each in fact produced 100 pairs of shoes. 2 The shoe size is not specified but is 
(implicitly) assumed to be different for each pair. The data were tabulated, verso 
and recto, across several pages, with task identifiers aligning the rows across the left- 
and right-hand pages and with the numbering sequenced according to the order in 
which the tasks were performed in machine production. 

Hand production of medium grade, laced shoes involved 72 tasks. Selecting 
and sorting the leather was one task in hand production—presumably so that the 
uppers for one pair of shoes could come from the same hide—compared with eight 
separate operations in machine production, for uppers, vamps, quarters, outsoles, 
insoles, lifts, and counters (machine-molded heel reinforcements), all of which had 
to be both sorted and matched. In hand production, the individual shoemaker traced 
each foot to create a cutting pattern and subsequently hand-carved a “last” (a wooden 
form around which each shoe was molded). These steps were crucial for the fit of the 
shoe and would be repeated for each individual customer served by the shoemaker. 
Producing lasts by hand was time-consuming, taking 54 minutes 24 seconds per pair—
almost 92 hours for the production run of 100 different pairs of shoes. By contrast, 
under machine production, the factory skipped these steps, instead purchasing lathe-
turned lasts for left and right feet in standard sizes from outside specialist suppliers, 
which would be used in the fabrication of thousands of pairs of shoes—an example 
of the subsidiary industries predicted to emerge to meet special needs once a certain 
scale of operation was achieved (Marshall and Marshall 1881, p. 52). 

In the machine production of these shoes, the Hand and Machine Labor study 
identified 173 separate tasks. These include not only tasks directly related to the 
manufacture of shoes, like sorting leather, cutting out the vamps (the main part of the 
shoe between the toe and the laces), quarters (the heel portions), toes, soles, insoles, 

2 Exhibits 1 and 2 in the online Appendix available with this paper at the journal’s website reproduce 
sections of the tables for Unit 71 detailing the tasks in the hand and machine production of men’s 
medium grade, laced shoes from the Hand and Machine Labor report (US Department of Labor  
1899).
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and heels and sewing these together around the last to form the shoe and punching 
holes for the laces. Tasks also included finishing the shoes for market by smoothing 
the welts, waxing and polishing, matching pairs, stamping with the maker’s name 
and size, and boxing for shipment. Moreover, other tasks involved keeping the shoe-
making machinery in good order, and maintaining and firing the steam engine that 
powered the various machines—tasks not directly involved with production but vital 
to that production. Some of the tasks, like sorting, required nothing more than a good 
eye. Others, like cutting out the parts, still used basic hand tools (scissors and knives) 
rather than steam-powered die presses. Eighty of the tasks, however, including trim-
ming, making eyelets, nailing heels, polishing and buffing, made use of steam power 
driving specialized machines (US Department of Labor 1899, vol. 2, pp. 544–51).

The study investigators carefully linked each operation in hand production to 
the corresponding operation in machine production via the machine task number. 
Machine tasks that were a part of several hand tasks had lowercase letters appended 
to the machine task number. The data showing the connections from hand tasks to 
machine tasks can be displayed as a “slope chart”3 relating each of the various hand 
tasks for shoe-making on the left to the (far more numerous) machine tasks for 
shoe-making on the right, as in Figure 1. Tasks are numbered in sequence.

Some hand tasks link to multiple machine tasks. Some are performed in quite 
different sequences between hand and machine production—these lines cross over. 
A few hand tasks like “selecting and sorting stock” vanish in machine production (we 
have connected these to “Task 0” in Machine Production on the right hand side). 
Moreover, the white space on the right-hand axis to which no hand production tasks 
connect represent new tasks created by mechanization for which there was no hand 
production analog. In the next section, we discuss these task “transitions.”

The complexity of the Hand and Machine Labor data overwhelmed statisti-
cians at the time. As Carroll Wright (1900) would later remark: “This report answers 
in a measure the many demands for information … but no aggregation can be 
made because it is impossible to carry out calculations through the innumerable 
ramifications of production under hand and machine methods … although such 
a summary would be of the greatest possible value in the study of the question of 
machinery.” Its complexity has also largely prevented analysis by modern economic 
historians until very recently.4 

Before turning to our findings, we highlight four limitations of the Hand 
and Machine Labor data. First, although a wide range of goods and industries are 
covered, the establishments that were included are in no sense a random sample 
either within or across industries. Second, no information was collected on output 
prices, revenues, or costs, except those pertaining to the labor involved directly in 

3 For more on slope charts, see Tufte (1983, p. 143), or https://www.edwardtufte.com/bboard/ 
q-and-a-fetch-msg?msg_id=0003nk. 
4 Stanley Engerman has informed us (via personal communication) that he and Robert Fogel included the 
Hand and Machine Labor study on an unpublished list of key data sources in US economic history that 
the two prepared in the early 1970s. However, in their view the data were far too complex to digitize and 
analyze at that time, which was a reasonable judgment until recent advances in information technologies.

https://www.edwardtufte.com/bboard/q-and-a-fetch-msg?msg_id=0003nk
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the production of the product (and its supervision). Consequently, any analysis of 
productivity, including ours, must rely on the measure provided by the study—the 
amount of time that it took to complete a task—rather than a measure that would 
be more conventional for economists like value added per worker. Third, while the 
agents recorded additional information on the survey form that would have been 
very useful to have for some analyses—for example, the names of the individual 
workers, and the address of the establishment—this information was not included 
in the published study. Moreover, as far as we can determine, the completed survey 
forms have not survived and so this additional information has been lost.5 Finally, 

5 We tracked down copies of the original survey instrument which are now stored in Record Group 
(RG) 257 in the US National Archives (US Bureau of Labor Statistics 1890–1905). The forms asked for 
additional information that was not published, such as the name and location of the establishment, and 
the names of the workers employed in the production of the various articles. 
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Figure 1 
Slope Chart Linking Hand to Machine Tasks for Unit 71

Source: Authors.
Note: Figure 1 relates each of the various hand tasks for shoe-making on the left to the (far more 
numerous) machine tasks for shoe-making on the right. Tasks are numbered in sequence. Some hand 
tasks link to multiple machine tasks. Some are performed in quite different sequences between hand and 
machine production—these lines cross over. A few hand tasks like “selecting and sorting stock” vanish 
in machine production (we have connected these to “Task 0” in machine production on the right-hand 
side). Moreover, the white space on the right-hand axis to which no hand production tasks connect 
represent new tasks created by mechanization for which there was no hand production analog.
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as previously noted, the study reported the labor requirements for a standardized 
scale of production, which enhances comparability. But the number of workers 
employed and the organization of work may not reflect how producers, especially 
hand producers, would have operated at that specific scale under realistic time-cost 
considerations.

Task Transitions and the Role of Steam Power 

We focus on three broad features of the Hand and Machine Labor data: transi-
tions of tasks from hand to machine labor; the overall productivity gains associated 
with machine labor; and the impact of steam power on productivity in machine 
production for the subset of tasks that were common to both hand and machine 
labor (tasks in the 1:1 transition category as discussed below). 

Task Transitions: From Hand to Machine Production
The data from the Hand and Machine Labor study allow us to see the transition 

from hand to machine labor at the task level. The agents collecting the data listed 
tasks in production order under both hand and machine manufacture, adding a 
column linking hand to machine tasks. This allows us to draw a slope chart as in 
Figure 1 and to distinguish six types of transitions from hand to machine tasks:

	 a)	  Hand tasks that were no longer performed under machine labor, or old 
tasks, which we label as 1:0 transitions;

	 b)	 Tasks whose content was deemed to be essentially the same in hand and 
machine production, except that the machine task might be mechanized, 
which we label as 1:1 transitions; 

	 c)	 A single hand task that was subdivided into M machine tasks, which we label 
as 1:M transitions;

	 d)	 N hand tasks that were combined into a single machine task, which we label 
as N:1 transitions; 

	 e)	 N hand tasks were mapped into M machine tasks, with both N and M greater 
than one, which we label as N:M transitions; and, lastly, 

	 f)	 Tasks present under machine production but not hand production, or “new” 
tasks, which we label as 0:1 transitions.

Table 1 presents summary statistics on each different kind of task transition 
across production units in the study. Table 1A presents these statistics from the 
point of view of the origin, hand labor, and Table 1B from the point of view of the 
destination, machine labor. Instead of counts of transitions, we focus on the share 
of tasks for each type of transition. We normalize within production units either by 
the total number of tasks (equal weights) or by weighting each task by its share of 
total production time (time weights); in either case, our estimates of average shares 
are equally weighted across units. Both panels also show the proportion of tasks that 
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were mechanized, whether by steam or water, similarly weighted. The sample used 
to compute Table 1 covers 610 of the original 626 manufacturing units.6 For the 
most part, our discussion of Table 1 focuses on the equally weighted (rather than 
the time-weighted) statistics in Table 1.

Although some hand tasks were abandoned in the transition to machine labor, 
these comprised a small share of hand tasks and of the time spent in hand labor. 
The largest category of transitions by far was 1:1—that is, the agents were able to 
match a singleton task in hand production with a singleton task in machine produc-
tion whose content was deemed to be the same, except that in machine production 
of the product, the task was far more likely to be mechanized. As can be seen from 

6 We excluded units from foreign countries, those that used horses, and which were otherwise missing 
data necessary for our analyses.

Table 1 
Tasks Transitions, Hand to Machine Labor

Transition
Share of tasks,  
equal weights

Share of tasks, 
time weights

Share using 
steam power, 
equal weights

Share using 
water power, 
equal weights

Share using 
steam power, 
time weights

Share using 
water power, 
time weights

A: Hand Labor
1:0 0.044 0.030 0.003 0.002 0.002 < 0.001
1:1 0.673 0.604 0.014 0.017 0.009 0.020
1:M 0.134 0.192 0.023 0.005 0.008 0.006
N:M, N > 1, M > 1 0.040 0.054 < 0.001 0.010 < 0.001 0.003
N:1 0.108 0.121 0.010 0.018 0.031 0.019
Total 1.000 1.000 0.014 0.014 0.011 0.016

B: Machine Labor
1:1 0.458 0.563 0.436 0.029 0.461 0.033
1:M 0.146 0.172 0.558 0.058 0.538 0.068
N:M, N>1, M>1 0.024 0.038 0.593 0.070 0.518 0.068
N:1 0.037 0.070 0.757 0.051 0.764 0.060
0:1 0.334 0.158 0.360 0.014 0.333 0.020
Total 1.000 1.000 0.444 0.034 0.477 0.040

Source: Computed from a digitized version of the Hand and Machine Labor study, see text and US 
Department of Labor (1899).
Notes: The unit of observation is a task as described by the staff of the Hand and Machine Labor study. 
The basic sample size in Panel A is 7,152 hand tasks from 610 production units. The basic sample size 
in Panel B is 12,473 machine labor tasks from 610 production units. 1:0 transitions are the hand labor 
tasks that disappeared in the transition to machine labor. 1:1 transitions are hand labor tasks that have a 
unique counterpart in machine production. In a 1:M transition, a single hand labor task subdivides into 
M machine tasks. In an N:M transition, N hand labor tasks transition into M machine labor tasks, with 
N > 1 and M > 1. In an N:1 transition N hand tasks combine to a single machine task. 0:1 indicates new 
tasks under machine labor. For equal weights, observations count equally in determining the average task 
shares within units. For time weights, observations are weighted by completion time in determining the 
average task shares within units. 
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Table 1B, about 46.5 percent of 1:1 tasks in machine production used inanimate 
power; of these, 94 percent (0.436/0.465) were steam-powered.

As examples of mechanization in 1:1 transitions, consider the relatively large 
number of tasks involving trimming excess leather at various stages (for example, 
operations 33, 117, 133, and 135) or “skiving” leather where it overlapped to 
reducing bulk (operations 17–21, 54, 63, 71, 82, 88–93, and 135) in the produc-
tion of boots and shoes, such as in Unit 71. Many patents were issued for tools 
and machines to facilitate these activities (see, for example, patents issued for 
leather trimming and skiving prior to 1874 (US Patent Office 1874). Under hand 
production, these activities were accomplished with a sharp (sometimes special-
ized) knife, guided by hand and eye. Under machine production, however, the 
knives were built into powered machines (for example, see US Patent 609868A 
granted 1898; also see the YouTube https://www.youtube.com/watch?v=Jv-
nE1ixiB0 for the mechanics of a belt-driven skiving machine that is more or 
less contemporaneous with the Hand and Machine Labor study). These oper-
ated at high speed, allowing little chance of recovery if the product was wrongly 
placed, and with considerable risk to the operator. The operation of the trimming 
machine (and trimmer), for example, is described as follows (in Goldmark 1912,  
p. 65): 

[It] consists of a sharp knife edge, operating constantly against a sharp edged 
revolving top. The man who works the machine stands, holding upside down 
somewhat below the level of his eyes, the partly made, still unsoled shoe. He 
turns it skillfully and rapidly on the revolving top, against whose sharp edge 
the second knife-blade operates, cutting off all the surplus crimpled leather. 
The work is extremely rapid and absolutely uniform. But it takes skill and 
close attention. The machine could easily cut off too much, or could cut into 
the upper, if the swift handling of the shoe were not absolutely correct. 

The more complex transitions that involved subdividing hand tasks (1:M) 
or consolidating (N:1) them (or possibly both (N:M)), were less common but by 
no means unusual. Keeping with the example of producing medium grade, laced 
shoes (Unit 71), machine production subdivided the selection of stock into several 
tasks (1, 23, and 35) because the various parts of a pair of shoes no longer came 
from a single hide as they would for hand-made shoes. Selecting various parts by 
look and feel so that the pattern and texture of the leather was similar improved 
the appearance of the finished product, making machine-made shoes look more 
like their hand-made counterparts. Mechanization, however, sometimes led to the 
consolidation of separate tasks. For example, the development of a super heavy-
duty sewing machine (such as patent US 502873, granted to J. E. Bertrand in 
1893) allowed the outsoles to be attached to the welts directly while locking the 
shoe shank in place. This reduced what had been two separate tasks (124a and 
124b) in handicraft production (where the shoemaker used two variations on a 
single tool—an awl, round for locking the shank in place and square to attach 

https://www.youtube.com/watch?v=Jv-nE1ixiB0
https://www.youtube.com/watch?v=Jv-nE1ixiB0
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the outsole) to a single machine operation (that is, a N:1 transition, or consolida-
tion). From the perspective of hand labor, about 28 percent of hand tasks, on 
average, fell into the 1:M, N:M, or N:1 transitions; the corresponding figure from 
the perspective of machine labor was smaller, about 21 percent. As Panel B shows, 
the more complex transitions, especially consolidations, were also more likely to 
be mechanized by steam.

An important finding in Panel B is that new tasks were one-third of all tasks 
in machine labor, a much higher fraction than the share of hand labor tasks that 
were abandoned. Compared with the other tasks performed by machine labor, 
these new tasks were considerably less likely to use steam power, although the 
overall rate of steam use in new tasks, about 36 percent, was still substantial in 
an absolute sense. Many of these tasks were themselves directly related to that 
power source: engineers and firemen, for example, represented 15 percent of 
these new tasks. However, the more important group of new nonpowered tasks 
in machine production were those related to monitoring of the workplace activi-
ties (for example, the task of foreman/supervisor) and inspection of the finished 
product (for example, inspector, examiner, packer, and finisher). These activities 
made up about 20 percent of the 0:1 tasks and were essential to the smooth flow 
of the production line and the quality of the final product given that no single 
worker or group thereof assumed responsibility for the outcome of the production  
process. 

The relative importance of new tasks declines when the data are weighted by 
time, indicating that many of the new tasks were relatively brief in duration. Even 
allowing for this, however, new tasks performed by machine labor accounted for a 
larger share of total production time than the share of time accounted for by old 
tasks in hand labor. We return to this point later in the paper when we consider our 
findings in light of Acemoglu and Restrepo’s (2018) model of automation.

Although we have focused on task shares in Table 1, it is important to 
acknowledge that the absolute number of tasks increased from hand to machine 
labor. This increase is a direct manifestation of the increased division of labor 
that accompanied mechanization. As we described in detail in Atack, Margo, and 
Rhode (2017), it is possible to use the information in the Hand and Machine 
Labor study to compute a summary statistic of the division of labor—specifi-
cally, the proportion of tasks performed by the average worker. Multiplying by 
the number of tasks transforms the statistic into the average number of tasks per 
worker. The median number of tasks per worker in hand production was two, 
whereas in machine production, it was just one. In other words, the division of 
labor in machine production was virtually complete—if the HML study delineated 
a task, one or more workers were assigned to it and, on average, that was pretty 
much all they did, as far as the production of the specific good was concerned. As 
Marshall and Marshall (1881, p. 49) would note, “when the division of [labor] is 
carried very far a man’s whole attention is concentrated on one operation …[and] 
such operations are performed … with a rapidity and an unerring accuracy …” We 
return to the division of labor below. 
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The Productivity Effects of Machine Labor and the Role of Steam Power 
The standard way to measure labor productivity is by the flow of output over 

some period of time (for example, annually) divided by total labor hours over the 
same period. The Hand and Machine Labor study did not do this. Rather, for a stan-
dardized quantity of the specific good, the HML staff computed the amount of time 
each task took and then summed to get the total amount of time. Because a specific 
good is held constant (insofar as this is ever possible) while looking at hand and 
machine production, as is the standardized quantity, the overall productivity gain is 
simply the difference in total time between machine and hand labor. Given that the 
range of products considered were so very different, we do not compute the produc-
tivity gain in absolute units of time (say, hours) but rather calculate the logarithm 
of the ratio of machine to labor time, which is then averaged (equally weighted) 
across units. This average is -1.96. If we take the exponent, it is 0.14 [e–1.96]—that 
is, on average, machine labor reduced total production time by a factor of seven 
(≈ 1/.14).

What accounts for these remarkable gains in productivity? In Atack, Margo, 
and Rhode (2017), we concentrated on the role of division of labor (to which we 
return in the discussion below). In this paper, we shift our attention to mechaniza-
tion—that is, the use of an inanimate power source, in particular, steam power.

Economic historians have long had a keen interest in the diffusion of the steam 
engine and its attendant microeconomic and aggregate effects. These include 
the geography of steam adoption, changes in relative power costs in the face of 
technological innovation, externalities of steam power such as its role in fostering 
urbanization, and its impact on aggregate total factor productivity growth (Atack 
1979; Atack, Bateman, and Weiss 1980; Kim 2005; Temin 1966). More recently, 
there have also been studies of how mechanization, whether steam power or electri-
fication, affected the relative demand for different occupations (de Pleijt, Nuvolari, 
and Weisdorf 2018; Franck and Galor 2017; Gray 2013; Ojala, Pehkonen, and 
Eloranta 2016). By comparison, the Hand and Machine Labor study allows us to 
narrow the focus down to the task level for highly specific goods, comparing hand 
to machine production. This is straightforward to accomplish for the 1:1 overlap 
tasks; for these, we can difference the data at the task level within production units. 

Table 2 reports our productivity regressions. Recall that “productivity” in the 
Hand and Machine Labor study is measured by the amount of time that it takes to 
complete a particular task in sequence in the making of a given amount of a specific 
good. If it is possible to change something to complete the given task more quickly 
than before—for example, use inanimate power—productivity has increased. We 
derive the regression specification from the following equation:

ln T(i, j, k) = α(i, k) + β (  j, k) + γ × (Steam = 1|i, j, k) + δ × (Water = 1|i, j, k) + ε(i, j, k)

The index i refers to the task; the index j, to the type of labor ( j = hand or machine); 
and the index k, to the specific product or equivalently, what the HMLS staff called 
the “unit.” Ln T(i, j, k) is the log of the amount of time that it takes to complete task 
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i for labor type j in unit k; the greater is T, the longer it took to complete the given 
task. The parameter α is a task–unit fixed effect; that is, it is indexed for task i and 
unit k but not for labor type j. In making α dependent on i and k but not j, we are 
assuming that, while some tasks might take proportionately longer than others for 
a given product, these relative differences are the same under both machine and 
hand labor. The parameter β is a labor type–unit fixed effect; it is indexed by j and k 
but not by i. This allows for the possibility that machine labor was more productive 
in general and that the productivity gain differed across specific products. Our main 
interest is in the parameters γ and δ, which are the log effects of steam and water 
power use and which we assume have the same values under machine and hand 
labor. If steam or water power use proportionately reduces the amount of time to 
complete a task, then γ < 0 and δ < 0. 

To estimate this regression, we difference between machine and hand labor 
within units for all variables measured at the task level. We can do this directly 
because for every 1:1 task under machine labor there is an exact match to a coun-
terpart task under hand labor. After differencing, we have:

	 ∆ ln T = ∆β + γ × ∆ (Steam = 1) + δ × ∆ (Water = 1) + ∆ ε

For ease of reading, we suppress the indexes but keep in mind that the unit 
of observation is the task. The dependent variable is the difference between 
machine and hand labor in the log of the amount of time it took to complete a task, 

Table 2 
The Productivity Effects of Steam and Water Power Use in 
Machine versus Hand Production: 1:1 Task Transitions

Dependent variable

Independent  
variable

ln (Time spent in machine task) – 
ln (Time spent in hand task)

(1)

ln (Time spent in machine task) −  
ln (Time spent in hand task)

(2)

ln (Time spent in  
  hand task)

−0.36
(12.29)

∆ (Steam = 1) −1.13
(19.29)

−0.84
(15.67)

∆ (Water = 1) −0.35
(2.86)

−0.28
(2.42)

Adjusted R2 0.52 0.61

Source: Authors.
Note: The sample consists of tasks in the 1:1 transition category for which there 
was complete information on the regression variables (N = 4,257). The dependent 
variable is the difference between machine and hand labor in the log of the amount 
of time that it took to complete the task. The mean value of the dependent variable 
is −1.74. See the text for the derivation of the regression equation. Both regressions 
in the table include unit fixed effects. Standard errors are clustered at the unit level.
Absolute value of t-statistics shown in parentheses.
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(∆ln T). The right-hand side variables are product fixed effects (∆β), the differ-
ences in the steam and water power dummies between machine and hand labor 
at the task level, and the difference in the error terms (∆ε). The mean value of 
the dependent variable is –1.74. If we take the exponent of this mean value, it is 
0.18 [= exp (–1.74)] or approximately 18 percent. That is, on average in the set of 
1:1 transitions, a task under machine labor took 18 percent of the time to complete 
as the counterpart task under hand labor, indicating that labor was much more 
productive in completing the machine task than the equivalent hand task. Note that 
this mean value, –1.74, is smaller in absolute value than the analogous difference 
overall between hand and machine labor, -1.96, implying that the more complex 
transitions in Table 1 were, in an accounting sense, more important in generating 
overall productivity gains than were the 1:1 transitions.

As shown in column 1 of Table 2, the estimates of γ and δ are negative and 
highly significant, indicating the use of steam or water is associated with a reduction 
in time to complete a task. Relative to the mean value of the dependent variable 
(–1.74), the magnitude of the steam power coefficient (–1.13) in column 1 is quite 
large, suggesting a very large impact of steam use. By contrast, the coefficient for 
water (–0.35) is much smaller, although still statistically significant. The impact of 
water was more modest than steam, probably because of water’s seasonality and 
storage constraints that limited its sustained flow. 

Of course we cannot claim that these coefficients are causal; in particular, there 
may be omitted variables that are correlated with ∆ Steam or ∆ Water. One way to 
explore this possibility is to include the log of the amount of time the task took 
under hand labor as a right-hand side variable, as shown in column 2 of Table 2. 
If use of steam or water became more likely in machine labor for tasks for which 
hand labor was particularly unskillful (which we cannot observe directly), we would 
expect the absolute values of the steam and water power coefficients to be smaller 
in column 2 than in column 1. While this is the case, the coefficients of steam and 
water power use remain quite large and highly significant, suggesting that inan-
imate power use was, indeed, a major factor contributing to higher productivity 
under machine labor.

Discussion

We discuss our results in light of the recent paper by Daron Acemoglu and  
Pascual Restrepo (2018, and see also their paper in this symposium), which provides 
a formal task-based model for analyzing the effects of automation. In Acemoglu and 
Restrepo’s model, tasks are ordered on a continuum along the unit interval from 
N – 1 to N  in terms of the productivity of labor relative to capital. At date t = 0, 
capital costs are assumed to be lower than labor costs. Some tasks can be performed 
by either capital or labor, so if capital is sufficiently cheap, these will already be 
“automated” at date t = 0. However, other tasks might still be performed just by 
labor, simply because the technology is not sufficiently advanced for automation to 
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occur. An improvement in technology, then, will induce additional automation to 
the new level of technical feasibility in the unit interval, or to the point where the 
firm is indifferent, on cost grounds, between capital and labor.  

Their model also allows for new tasks to be created that are superior to existing 
tasks. The process by which this occurs is independent from changes in automa-
tion. The assumptions in the model ensure that new tasks will appear at N   *, the 
new right endpoint of the unit interval, while abandoned tasks will come from the 
former left endpoint, up to N  * – 1. The entire unit interval, therefore, moves to the 
right.

The key implications of the Acemoglu and Restrepo framework concern the 
net impacts of automation and new task creation on labor demand. If automation 
occurs, there is a displacement effect—capital replaces labor in some tasks below 
the threshold. There is also a productivity effect. If overall output increases suffi-
ciently, demand for labor in non-automated tasks will increase on net. If, on net, 
new tasks use more labor, labor demand will further increase. However, if new tasks 
use less labor compared with abandoned tasks, the net impact of task replacement 
is negative, reducing any positive net effect that automation might have otherwise 
through productivity gains. 

We cannot use the Hand and Machine Labor data to “test” the Acemoglu 
and Restrepo model literally for three reasons. First, their model orders tasks in 
terms of labor’s comparative advantage at performing them. This is not the same 
as the order that tasks are actually performed in production. Second, we cannot 
re-order the HML tasks in terms of labor’s comparative advantage because this is 
not observed in the HML data. Third, tasks in the Acemoglu and Restrepo model 
are on a continuum, whereas the task descriptions in the HML study are written 
summaries of discrete activities—in effect, subsets of the tasks in the unit interval 
of tasks in the Acemoglu and Restrepo model. Even if the HML staff had somehow 
channeled the logic of an economic model from 125-odd years into the future and 
managed to collect information on labor’s comparative advantage, this would refer 
to the discrete activity, not to points (tasks) on a unit interval. 

Nevertheless, the Acemoglu and Restrepo model is still highly valuable as an 
interpretive framework. First, their displacement effect is obviously present in the 
Hand and Machine Labor data; inanimately powered machines did things that were 
previously done by hand using simple tools. In some cases, the machine task was a 
sped-up version of what hand labor did—a machine-powered sander or polisher, 
for example. But as shown by the N:1 transitions, multiple hand tasks were also 
consolidated into a single machine task, a complicated transition that cannot simply 
be described as a faster version of a single hand labor activity. As Marshall (1890, 
p. 112) observed in his Principles: “[M]achinery constantly supplants and renders 
unnecessary that purely manual skill, the attainment of which was, even up to Adam 
Smith’s time, the chief advantage of division of [labor]. But this influence is more 
than countervailed by its tendency to increase the scale of manufactures and to 
make them more complex; and therefore to increase the opportunities for divi-
sion of [labor] of all kinds.” Moreover, the displacement effect must have been 
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largest for the N:1 transitions, because the N hand tasks took nearly twice as long 
to complete (as a share of total time) than one machine task, a far larger amount 
of “labor-saving” than is evident in the other transitions. The N:1 transitions, as we 
noted earlier, were the most mechanized—the share of machine tasks using steam 
or water power—of all the transitions from hand to machine production. 

Second, the productivity effect was enormous. While detailed data are lacking, 
there is little doubt the average annual hours of operation per establishment in 
manufacturing increased over the nineteenth century (Atack and Bateman 1992; 
Whaples 1990). Yet, as the Hand and Machine Labor study shows, the amount of 
time it took machine labor to complete a product was a mere fraction of the time 
it took machine labor. On an average annual basis, therefore, the increase in total 
output was an order of magnitude larger than the displacement effect per unit of 
output, implying a very large positive impact on labor demand. 

Third, the net effect of the introduction of new tasks on labor demand appears 
to have been positive. This is because the share of time taken up by new tasks in 
machine labor was larger than the share of time associated with hand tasks that 
were abandoned—indeed, five times larger. Among other activities, these new tasks 
included maintenance of steam engines, a foreman supervising large numbers of 
workers (discussed further below), and workers packaging products for distant 
markets.

The upshot is that the transition from hand to machine labor led to a vast 
expansion in the size of the manufacturing labor force, both in absolute number 
and as a proportion of the national aggregate. This was because, not in spite, of an 
equally vast increase in productivity, such that by the end of the nineteenth century, 
output per worker in US manufacturing was twice the level in Britain or Germany 
(Broadberry 1998). As we have noted, a long literature in economic history and 
economics asserts that the diffusion of steam power was a major factor behind the 
increase in productivity, but never, until the regression analysis in this paper, has this 
been demonstrated for individual production tasks.

However, our analysis also shows that steam power was not the full story. In 
our earlier paper, Atack, Margo, and Rhode (2017), we studied the overall differ-
ence in productivity between machine and hand labor at the unit-level, rather than 
task-level. Because we were analyzing differences across units rather than across 
tasks within units, we could include measures of the overall division of labor in 
the relevant regressions. We found that direct measures of the division of labor—
specifically, the fraction of total tasks performed by the average worker and the 
number of tasks—fully account for the positive effects of overall scale, as measured 
by the number of workers. Unlike the regressions in Table 2 of this paper, those in 
our earlier paper do not control directly for steam (or water) power, but instead 
have a dummy variable for hand production. The coefficient of this dummy vari-
able is positive and significant, implying that, once we control for the division of 
labor, other factors associated with machine labor compared with hand labor, such 
as greater use of steam power, contributed to overall productivity gains. Our results 
in Table 2 here are fully consistent with this interpretation.
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The point we wish to make here is that, as useful as it is as an overall framing 
device, the Acemoglu and Restrepo model omits a fundamental feature of histor-
ical industrialization—namely, its extensive division of labor. As far as that model is 
concerned, the individual workers who perform tasks before and after automation 
could be the same people. 

In point of fact, however, they were not the same people. In the tiniest shops 
that are iconic depictions of hand production in early manufacturing, the artisan 
was highly skilled in the sense of performing most or all of the production tasks 
from start to finish, as well as “nonproduction” tasks associated with managing the 
business. In the transition to machine labor, the artisan shop was displaced by the 
factory, which was different in many ways that could perhaps be summarized as 
“more” of everything—more capital, more labor, and more output. Establishments 
grew in size and complexity, an evolution that spawned the rise of a white collar 
labor force to oversee it—a “visible hand” in Alfred Chandler’s (1977) memorable 
phase.

Our concern here is not so much the rise of the modern corporation a la Chan-
dler, but rather what labor historians call “deskilling.” Examples of deskilling are 
everywhere to be found in the data from the Hand and Machine Labor study. We 
have already cited the example of shoemaking; another example is blacksmithing—
previously, this involved making rakes (Unit 30), most of the assorted carriage and 
wagon products (units 140–185), tools, and various other metal goods. The “village 
smithy,” fashioning metal objects like pots, pans, plows, and numerous other 
objects from iron, could be found in small towns and in the countryside all over 
the United States as late as 1850. Atack and Margo (2019) use census data to study 
the relative decline of blacksmithing as a “hand trade” over the second half of the 
nineteenth century. Machine production led to establishments specializing in, for 
example, agricultural implements. These establishments were much larger in terms 
of employment than blacksmith shops, and far more productive in making plows, 
rakes and hoes, and related tools. Faced with such competition, blacksmith shops 
either shifted away from making objects to fixing them by offering repair services, 
or simply disappeared. The job of blacksmithing was once considered sufficiently 
numerous to warrant its own industry classification, but by the very end of the nine-
teenth century it was dropped from the manufacturing census as no longer worth 
the trouble to enumerate.

The point we are emphasizing, however, is not deskilling per se, but rather that 
the extent to which individual workers might be specialized in allocating their labor 
across tasks has important implications. The massive division of labor documented 
front and center in the Hand and Machine Labor study dramatically affected the 
nature of the human capital investment decision facing successive cohorts of Amer-
ican workers contemplating whether to enter the manufacturing sector. Earlier in 
the nineteenth century, the human capital investment problem such workers faced 
was mastering the diverse set of skills associated with most or all of the tasks involved 
in making a product, along with managing the affairs of a (very) small business, 
an artisan shop. The human capital investment problem facing the prospective 
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manufacturing worker in the 1890s was quite different. There was little or no need 
to learn how to fashion a product from start to finish; mastery of one or two tasks 
would do, and such mastery might be gained quickly on the job. The more able or 
ambitious might gravitate to learning new skills, such as designing, maintaining, or 
repairing steam engines, or clerical/managerial tasks, the demand for which had 
grown sharply as average establishment size increased over the century (Katz and 
Margo 2014). 

For many decades in the twentieth century, specialization was economically 
beneficial to workers—the costs of learning skills were relatively modest and the 
return on the investment—a relatively secure, highly paid job in manufacturing—
made that investment worthwhile. The prospect of widespread automation has 
arguably changed this calculus. No single “job” is safe and the optimal investment 
strategy may be very different—a suite of diverse, relatively uncorrelated skills as 
insurance against displacement by robotics and artificial intelligence. This is perhaps 
the sense in which the history of how technology affects jobs is not repeating itself, 
and “this time” really is different.

Concluding Remarks

To understand the effects of automation on jobs, a number of labor econo-
mists have turned away from traditional “black box” models of production and 
their assumptions of relative complementarity or substitutability between capital 
and different types of labor. Instead, production is modeled as a collection of tasks, 
some of which might be performed by labor or automated with capital. Empir-
ical assessments of these models have generally been indirect, in part because 
the data demands are so formidable. Even in today’s world awash in “big data,” 
information on production is rarely recorded at the task level. In the absence 
of such data, analysts must infer the task content of jobs indirectly through 
the use of, for example, the Dictionary of Occupational Titles (US Employment  
Service 1991).

This paper has reported on some preliminary but ongoing analyses of the US 
Department of Labor’s Hand and Machine Labor (US Department of Labor 1899) 
study. The study has been long known by economic historians—but almost never 
used because the data were, until recent advances in information technologies, 
too complex to analyze. Our analysis of the HML data confirms the modern view 
that the “machine age” was transformative. It also reveals, however, that current 
task-based models of automation need elaboration to take into account certain 
effects of mechanization on labor that were historically relevant, like the division 
of labor. 

The modern debate over automation and labor frequently invokes historical 
antecedents, most notably the steam engine during the early industrialization. 
Typically, historical evidence serves as anecdote to provide a context against 
which qualitative predictions can be made. For example, the steam engine was 
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revolutionary in its time, and in retrospect it is clear that it “destroyed” some jobs 
but created many others. However, the extent to which the disruptive effects of the 
mechanization of the past serves as a prologue to the technologies of the present or 
future, or whether the modern technologies of robotics and artificial intelligence 
are fundamentally different in some way, remains an open question. It is intriguing 
to imagine how artificial intelligence might reduce the cost of reassigning and reor-
ganizing tasks, allowing for more efficient dynamic optimization of production 
in response to changing conditions. Models that allow for such shifts of tasks and 
alterations in the division of labor may pay a useful role in understanding the tech-
nological shifts to come. 

■ We thank Daron Acemoglu, Hoyt Bleakley, Zorina Khan, Pascual Restrepo, Elyce Rotella, 
the JEP editors, and seminar participants at New York Stern, University of Michigan, and 
Yale University for helpful comments.
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C hina is the world’s largest user of industrial robots. In 2016, sales of industrial 
robots in China reached 87,000 units, accounting for around 30 percent of 
the global market. To put this number in perspective, robot sales in all of 

Europe and the Americas in 2016 reached 97,300 units (according to data from the 
International Federation of Robotics). Between 2005 and 2016, the operational stock 
of industrial robots in China increased at an annual average rate of 38 percent. 

In this paper, we describe the adoption of robots by China’s manufacturers 
using both aggregate industry-level and firm-level data, and we provide possible 
explanations from both the supply and demand sides for why robot use has risen so 
quickly in China. Our focus is on the manufacturing sector, which is responsible for 
over 80 percent of China’s industrial robot use. 

We begin by documenting the rising importance of China in the global robot 
market. We show that the industrial composition of robot adoption in China 
emphasizes the same industries as other major robot markets like Japan, the 
United States, South Korea, and Germany: automotive and electronics. Also, using 
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administrative data from China, we examine signs of the sharp rise in production 
of robots in China, including some preliminary evidence from robot production 
and research firms and robotics-related innovation patents. We discuss how robot 
use in China’s manufacturing sector is growing against the backdrop of two other 
factors: labor costs and government policies. The rise of robots in China coin-
cides with the declining growth of the working-age population and rising wages. 
In this respect, the robot revolution in China reminds us of how high labor costs 
accompanied the Industrial Revolution in 18th-century Britain (as discussed in 
Allen 2009). At the same time, China’s government has identified the robotics 
industry as a strategically important sector (along with artificial intelligence and 
automation), and has initiated various programs and subsidies to encourage the 
use of robots as a way of transforming and upgrading China’s manufacturing  
industries.  

Research on firm adoption of robots is often hindered by the lack of firm-
level data. Several recent studies have investigated the link between robots and 
jobs using data aggregated at the country or industry level (for example, Graetz 
and Michaels 2018; Acemoglu and Restrepo 2017, 2018). The lack of firm-level 
information has often precluded more in-depth analysis (Seamans and Raj 2018). 
In fact, we have found no prior research on firms’ robot adoption behaviors 
in any country. Thus, a key contribution of this paper is that we have collected 
some of the world’s first data on firms’ robot adoption behaviors with our China 
Employer-Employee Survey (CEES), which contains the first firm-level data that is 
representative of the entire Chinese manufacturing sector. After a brief introduc-
tion and overview of this data, we then discuss some of the firm-level patterns in 
robot adoption. 

We find wide variations in China’s adoption of industrial robots both across 
and within industries. We look at correlations between firms’ decisions to adopt 
robot technology and a selection of variables: government connections that might 
encourage robot purchases; market factors that could influence robot adoption, 
such as labor costs, concern over product quality, and expanding production; and 
whether robot adoption is associated with firms in which the employees are more 
likely to be doing certain tasks. We find that several market and government factors 
are associated with robot adoption, and that firms requiring more manual tasks 
have a greater likelihood of robot adoption. We also investigate whether factors that 
influence a firm’s robot adoption are different from those that influence a firm’s 
general machinery usage. These findings suggest that it may be valuable for future 
research to study how different dimensions of labor costs and job task characteris-
tics affect the use of robots versus general machinery. 

Given the aggressive promotion of robot adoption and production via indus-
trial policies, it seems that the Chinese government does not fear the consequences 
of this disruptive technology. Similarly, in our interviews with employers and 
employees, we do not find that they are nervous about job replacement. In light 
of these perhaps surprising findings, we offer a few possible explanations for why 
China embraces robots, from the perspectives of the government, the employers, 
and the workers.

http://www.china-briefing.com/news/2017/08/03/chinas-ai-industry-identifying-opportunities-foreign-investment.html
http://www.china-briefing.com/news/2017/08/07/ai-china-ai-can-optimize-operations.html
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Robot Adoption and Production in China

Robot Adoption
Annual sales of robots in China have risen dramatically (International Federation 

of Robotics 2017), as shown in Table 1. In 2000, a mere 380 units were sold in China, 
accounting for only 0.4 percent of the world total; China’s share rose to 3.7 percent 
of annual global sales in 2005 and 12.4 percent in 2010. In 2016, sales further rose to 
87,000 units, accounting for about 30 percent of the global market of 294,000 units.

Figure 1 shows the stock of operational robots for the top five robot markets 
in the world—China, Japan, the United States, South Korea, and Germany—which 
accounted for 72 percent of the world’s operational robot units in 2016. China 
became the country with the largest operational robot stock in 2016, with 339,970 
operational units—accounting for 19 percent of the total worldwide stock. 

The distribution of robot usage across industries in China is similar to those of 
the other major markets for robots. In Figure 2, we plot the share of robots across 
industries in the manufacturing sector by major countries. Globally, the leaders 
in robot usage are the automotive and electronics industries (which accounted 
for 44.7 and 23.6 percent of all manufacturing robot usage in the world in 2015), 
followed by the metal (11.5 percent), plastic and chemical (10.8 percent), and 
food and beverage industries (3.7 percent). Textiles, wood and furniture, paper 
production, and glass and ceramics are among the industries in which robot 
adoption is still rare, and these industries are grouped in the “other” category, 
altogether accounting for only 1.3 percent of all manufacturing robots. There is 
some variation across countries. For instance, the share of robots used in South 
Korea for electronics and in Germany for auto production appears higher than 
in the other four countries. Nevertheless, China does not look systematically 
different in terms of industry-level robot adoption. In particular, the top industries 
in China for robot adoption are also automotive (accounting for 44.5 percent of 

Table 1 
Annual Robot Sales in China and the World

Year
World

(1,000 units)
China

(1,000 units)
China’s share

in the world (%)

1995   69.3   0.0   0.0
2000   98.7   0.4   0.4
2005 120.1   4.5 3.7
2010 120.6 15.0 12.4
2011 166.0 22.6 13.6
2012 159.3 23.0 14.4
2013 178.1 36.6 20.5
2014 220.6 57.1 25.9
2015 253.7 68.6 27.0
2016 294.3 87.0 29.6

Source: International Federation of Robotics (2017).
Notes: This table shows the rise of China in the world robot market, 
especially after 2013. 
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Figure 1 
Stock of Operational Robots in Major Countries 2016

Figure 2 
Industrial Composition of Operational Robot Stock in Major Countries 2016

Source: Data is from International Federation of Robotics (2017).
Notes: This figure plots the operational stock of robots in the five major markets. China exceeded Japan 
and became the country with the largest operational robot stock in 2016. 

Source: Data is from International Federation of Robotics (2017). 
Notes: This figure plots the share of robots across industries in the manufacturing sector by countries. 
China is not dramatically different from the other countries, suggesting that the supply of the technology 
matters in explaining which sectors use robots more. 
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all manufacturing robots), electronics (24.7 percent), metals (13.9 percent), plas-
tics and chemicals (11.5 percent), and food and beverages (2.9 percent).

The higher rate of robot adoption in the automotive and electronics industries 
has implications for the future of robots in China. China has been the largest national 
producer of automobile units since 2008: indeed, since 2009, annual production of 
automobiles in China has exceeded that of the United States and Japan combined. 
China also clearly dominates the global electronics industry: over 70 percent of the 
world’s computers and electronics are made in China. These industries in China 
seem likely to keep expanding, which implies that China will become an even more 
significant user of robots.

The variety of robots is also increasing in the Chinese market. Using data on 
38 types of applications from the International Federation of Robotics, we construct 
a Herfindahl–Hirschman index to capture the variety of robots by their applica-
tions.1 For the entire world, this index remained relatively stable at the level of 0.10 
to 0.11 between 2005 and 2015. In contrast, the index for China decreased from 
0.16 in 2005 to 0.10 in 2015, implying that applications of robots broadened within 
a decade. In 2005, the top four applications (handling operations and machine 
tending, plastic molding, welding and soldering, and arc welding) accounted for 
75 percent of the market; in 2015, the share of the top applications (handling oper-
ations and machine tending, welding and soldering, spot welding, and fixing and 
press fitting) dropped to 54 percent of the market. Once again, this change shows 
that the variety of robots in China has increased.

Robot Production and Innovation by Firms 
The rise of robot production in China is no less striking than that of robot 

adoption, although this increase is more recent. In 2012, only about 5,800 robots 
were produced in China (based on our reading of various government reports). By 
2017, however, the number of robots produced in China annually had risen more 
than 20-fold to 131,000, among which 29 percent (37,800 units) were made by local 
(nonforeign) firms. 

Unsurprisingly, the number of firms that produce robots, or do robotics 
research, has been rising fast. To our knowledge, little has been written on China’s 
robot manufacturers and their technology. As a starting point, we examine the 
number of firms with “robotics” in their names by year, using firm registration 
data provided by the State Administration for Industry and Commerce (SAIC). In 
2005, China only had 221 registered robotics firms, but by the end of 2015, the 
number had risen to 6,478. The year 2013 appears to have been a turning point for 
robotics manufacturers: the number of registered firms doubled each year during 
2013–2015. It is unclear how profitable these firms are: after all, most of them are 
newly established. But based on public reports, government subsidies are a major 
driver of the rise of these manufacturers. In 2016, 40 percent of the net profits 
of the four publicly listed robotics firms—SIASUN Robot & Automation, Estun 

1 We calculate the Herfindahl–Hirschman index by squaring the market share of each application and 
then summing the resulting numbers.
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Automation, Guangdong Topstar Tech, and Shanghai Step Electric Corporation—
derived from government subsidies (as reported by Lin 2018).

China is also advancing rapidly in robotic technology. As a first effort of gauging 
China’s progress in robot production technology, we examine innovation patents with 
“robotics” in their titles granted by China’s State Intellectual Property Office (SIPO). 
In 2000, SIPO granted only 54 innovation patents with “robotics” in their titles, but 
the number rose to 319 in 2010 and 1,145 in 2015. The annual growth of the number 
of robotics-related innovation patents was around 40 percent during 2005–2015. 

Labor Force and Government Subsidy  
Although China’s original success as the “world’s factory” was built upon the 

cheap labor of hundreds of millions of manufacturing workers, China has now been 
experiencing the combination of a shrinking labor force and rapidly rising labor 
costs over the last decade (as discussed in this journal by Li, Li, Wu, and Xiong 
2012). In turn, this has led to an increase in both economic pressure and political 
support for growth of the Chinese robotics industry. 

China’s past economic growth was in part driven by a “demographic dividend”—
a rise in the working-age population as a share of China’s total population. However, 
China is rapidly approaching a demographic deficit. China’s working-age popula-
tion (age 15–64) is declining both in absolute size and as a share of China’s overall 
population. The annual increase in China’s working-age population peaked in 
2003 at around 17.7 million, but it then started declining and turned negative 
in 2015. Interestingly, the timing for the rise of robots roughly corresponds to that for 
the declining labor force; that is, the rise of robots started in 2003, when the gains in the  
working-age population started to decline, and accelerated since 2010, rising even 
faster since 2015, when the size of the working-age population declined outright. 

During 2005–2016, the importance of manufacturing employment has been 
gradually increasing. In 2005, among the 746 million individuals in the labor force, 
62 million (8.3 percent) were employed by the manufacturing sector; in 2016, 
among the 776 million workers in the labor force, 103 million (13.3 percent) were 
employed by the manufacturing sector. An important factor underlying this increase 
is that rural workers have moved to the manufacturing sector in urban areas.

Besides the size of the labor force, the skill composition of the labor force is 
also changing, especially due to the large-scale expansion of college enrollments 
from 1999 to 2009, which increased the number of college students by an average of 
18 percent each year (Li, Loyalka, Rozelle, and Wu 2017). In 2005, only 6.6 percent 
of the labor force and 7.6 percent of manufacturing workers had a college educa-
tion. These numbers rose to 18.1 percent for the whole labor force and 15.8 percent 
for manufacturing workers in 2016. Although it is impressive to see that the college 
education share doubled for the manufacturing sector within a decade, this change 
is actually smaller than that for the whole labor force, likely reflecting the difficul-
ties that China’s manufacturers have in attracting workers with college education.

Accompanied by the change in labor force, the wages of urban workers are 
also rising. During 2005–2016, China’s average annual growth rate in real wage was 
10 percent (deflated by China GDP deflator) for those employed by urban units, 
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and the annual wage growth rate for the manufacturing sector was 9.7 percent. 
Manufacturing labor costs per hour in China were estimated to be $3.30 (in US 
dollars) in 2015, which is higher than those in Malaysia, India, Thailand, Indonesia, 
and Vietnam (Giffi, Rodriguez, Gangual, Roth, and Hanley 2016). Thus, to deal 
with the challenges of a labor shortage and rising labor costs, China’s manufac-
turers have experienced pressures to automate, use machinery, and adopt robots. 

In addition, the Chinese government has aggressively promoted the produc-
tion and use of industrial robots in recent years. In 2013, for example, the 
Ministry of Industry and Information Technology (MIIT) released its “Guidance 
on the Promotion and Development of the Robot Industry.” Some goals outlined 
in the report included developing 3–5 world-leading robot companies and 8–10 
supporting industrial clusters; increasing China’s global market share of high-end 
robot products to more than 45 percent; and promoting the use of robots in facto-
ries with the aim of a density of 100 robots per 10,000 workers. These initiatives were 
further bolstered by the launch of the “Made in China 2025” program in the year 
2015, which set national goals of producing 100,000 industrial robots per year and 
achieving a density of 150 robots per 10,000 workers by 2020, which would triple the 
robot density in the manufacturing sector reported for 2015 (State Council 2015). 
In addition, in 2016, the MIIT, the National Development and Reform Commission 
(NDRC), and the Minister of Finance jointly launched the Robotics Industry Devel-
opment Plan (2016–2020) to promote robot applications to a wider range of fields 
including the service sector. This plan sets several targets by 2020, including 100,000 
industrial robots annually produced by domestic technology and annual sales of 
¥30 billion (about $4.4 billion in US dollars) for service robots.

Like Chinese industrial policies implemented in other areas (for example, the 
electric car and solar industries), the most common form of government support 
is subsidies, which appear to be effective (but not necessarily efficient) at steering 
firms into industries they might otherwise ignore.2 To the best of our knowledge, 
no systematic data exist on subsidies from the Chinese government to finance 
the production and use of industrial robots, but numerous media reports have 
commented on the scale and size of these subsidies. At the local level, governments 
have set up some investment capital and allocated funds to support robot usage and 
innovation. Like any other type of policy in China, there is regional variation in poli-
cies supporting the adoption of robot technology related to factors like differences 
in fiscal capacity, regional industrial structure, and priorities of local leaders. As one 
example, in 2015 the government of Guangdong Province put together a fund of 
$150 billion (in US dollars) to encourage firms to invest in automation technology 
and promote robotics innovation (Yang 2017).

Contrasting with the negative sentiment about robots in many countries due 
to their potential to replace jobs, the overall perception of robots in China has 
always been positive. The threat of job replacement is rarely mentioned in the 
government documents promoting robot adoption and production. Instead of 

2 As usual, political economy is likely to matter. Providing subsidies creates more opportunities for rent-
seeking than alternatives like providing training.
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worrying about job replacement, the government emphasizes robot adoption as 
a way to deal with challenges in the labor force. One reason that Chinese see 
robotics (and automation) as a positive phenomenon is that advances in science 
and technology are believed by many to be essential for China’s rise as a world 
power. This perception partly originates from China’s painful early encounters 
with Western powers. Since the Opium War in the 1840s, China has endured 
numerous foreign invasions, which many have attributed to the inferiority of tech-
nology in China. The following discussion of the importance of technology in a 
2016 national plan by the State Council is revealing:

One important reason why China fell into backwardness and took beatings 
in the modern era is that the previous industrial revolutions slipped through 
our fingers, leaving us with weak technology and a weak state. To realize the 
great rejuvenation of the Chinese nationhood that is the Chinese Dream, we 
must make genuine use of science and technology, this revolutionary force 
and lever of power in the highest sense.

During the decade between January 2009 and January 2019, People’s Daily—the 
flagship newspaper of the central government—published 346 reports related to 
industrial robots. In these reports, “industrial/technological/robot revolution” was 
mentioned 206 times, and “job replacement/unemployment” was mentioned 85 
times. When examining the reports mentioning job replacement, we find that the 
sentiment is still generally positive. Below is an example from that paper (He 2016, 
translated from Chinese), which illustrates the reasoning of government officials: 

Since 2014, Dongguan City (a city in Guangdong Province) has implemented 
the “replacement of workers with robots” incentive (funding) policy to pro-
mote the transformation and upgrading of the manufacturing industry. As 
of the end of last year, the number of enterprises applying for these funds 
reached 1,262, with a total investment of over 10 billion yuan and a reduc-
tion of 71,000 jobs. But the practice has proved that it is a big misunder-
standing that the robots will steal people’s jobs and cause unemployment. 
He Yu, deputy mayor of Dongguan City, said that the city has made a serious 
analysis of employment. More than 75 percent of the enterprises that imple-
ment “replacement of workers with robots” either have not changed or have 
increased the number of workers. Like Zheng Zhangteng (a Chinese worker), 
affected by the “replacement of workers with robots” policy, a large number of 
front-line operators are liberated from the heavy and dirty working environ-
ment. After training, they are transferred to technical personnel positions, 
and they have upgraded their careers while upgrading their industries. Even if 
there were a small number of people who left their positions, they were imme-
diately absorbed by other companies. 

Given this background, China seems likely to lead the world in the volume and 
sales of robot adoption and production in the future. Current robot technology is 
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most suitable in auto and electronics industries, and since China dominates global 
sales in both areas, more and more robots will be used in China. With China’s 
declining labor force and rising wages, more of China’s manufacturers will find it 
profitable to adopt robots. Furthermore, government industrial policies can induce 
additional demand. In the next sections, we employ micro-level data to further 
examine the patterns of robot adoption at the firm level. 

The China Employer-Employee Survey

The China Employer-Employee Survey (CEES) is a new longitudinal study of 
manufacturing firms and workers in China. CEES was initiated by two of the authors 
(Hong Cheng and Hongbin Li) together with Yang Du at the Chinese Academy of 
Social Sciences and Albert Park at the Hong Kong University of Science and Tech-
nology. The survey is administered by the China Enterprise Survey and Data Center 
at Wuhan University, which is directed by Cheng and Li. It began in 2015 with a 
survey of firms and workers in the coastal province of Guangdong, which borders 
Hong Kong, and expanded to the interior province of Hubei in 2016. Guangdong 
has been China’s most important industrial province in the past few decades and 
accounted for 13.4 percent of all manufacturing firms and 19.4 percent of all 
manufacturing workers in China in 2015. In 1980, when the central government 
initiated the Special Economic Zones policy, three of the four Special Economic 
Zones were located in Guangdong. In recent years, the manufacturing sector has 
been expanding to the interior provinces like Hubei. In 2015, Hubei accounted for 
4 percent of all manufacturing firms and 6.6 percent of all manufacturing workers.

In this paper, we focus on the 2016 data (covering information on firm behavior 
in 2015), in which we began to include questions on robots in the survey instru-
ment. For the most recent round of the survey, conducted in the summer of 2018, 
we followed up with the previously surveyed firms in Guangdong and Hubei and 
expanded the survey to include three additional provinces: Jiangsu, Liaoning, and 
Sichuan. This data is in the process of being entered and cleaned. We plan to make 
the CEES data available to researchers step by step. The existing data has also been 
used to study the performance of state-owned enterprises (Cheng, Li, and Li forth-
coming) and management practice (Bloom, Cheng, Duggan, Li, and Qian 2018), 
where the authors provide a detailed description of other variables in the data. 

Sampling
In 2016, the China Employer-Employee Survey was conducted in Guangdong 

and Hubei. We used the third National Economic Census, which was conducted 
in early 2014, as our sampling frame. Sampling was conducted in two stages, each 
using probability proportionate-to-size sampling, with size defined as manufacturing 
employment. In the first stage, 20 county-level districts were randomly sampled in 
each province, with probabilities proportionate to manufacturing employment in 
each district. In the second stage, 50 firms were sampled in each district as a target 
sample, again with probabilities proportionate to manufacturing employment in 
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each firm. Enumerators then visited the 50 firms and attempted to survey the first 
36 eligible firms (that have production activities in the sampled district). With this 
approach, the firm sample can be viewed as reasonably representative of manufac-
turing firms in China.

Employees were also randomly selected using stratification. We first asked each 
firm to provide a list of all employees enrolled at the end of the previous year, 
with middle and high-level managers listed separately. Then, we randomly selected 
ten employees in each firm (six to nine for smaller firms), three (two for smaller 
firms) of whom were middle and senior managers. If selected employees could not 
participate (for example, because they were not working on-site during the survey 
period), they were replaced with the closest name on the list of workers. This process 
continued until the targeted number of sampled employees was reached.

After excluding firms that were no longer in operation, there were 1,326 
firms across 26 prefectures in Guangdong and Hubei that were eligible to be 
surveyed. In 2016, we managed to survey 1,115 firms and achieved a response 
rate of 84 percent. The median asset value of surveyed firms was ¥55.7 million 
(roughly $9 million in US dollars). The median number of workers across these 
firms was 160, with a 25th percentile of 55 employees and a 75th percentile of 520. 
About 90 percent of the initially sampled workers participated in the employee 
surveys. This provides us with information on 8,848 workers, among which 3,691 
are production-line workers.

Robot Adoption across Industry and Region
We asked two sets of questions on robot adoption in the survey. First, we asked 

whether a firm utilized robots in its production processes in 2015. According to our 
data, 8.6 percent of the 1,115 firms used robots in 2015. Second, we asked questions 
related to the purchase of robots, namely, how much robots cost, and whether the 
government had subsidized the firm’s purchase. 

The responses reveal considerable variation in the adoption of robot tech-
nology across industries. Indeed, the share of robot units across industries in the 
International Federation of Robotics data versus the probability of using robots by 
industries in our CEES data have a correlation coefficient of 0.97, which provides 
a useful validity check of the quality of CEES data.3 Such differences across indus-
tries also lead to differences in the use of robots by Chinese firms across regions. 
For example, we find that in Guangdong’s Huizhou prefecture, where electronics 
manufacturing is the dominant industry, over 20 percent of sampled firms use 
robots. In contrast, no sampled firms in Hubei’s Qianjiang prefecture use robots, 
likely because firms in this prefecture are generally involved in the garment and 
leather product industries where robot adoption is still rare.

However, our results also show substantial variation in robot usage across firms 
within a given industry. Indeed, we find that province-by-industry fixed effects 

3 This correlation is visualized in an online Appendix available with this paper at the journal website, 
where we also present more background information about the China Employer-Employee Survey, 
including summary statistics of the data for 2015. 



Hong Cheng, Ruixue Jia, Dandan Li, and Hongbin Li     81

(where “industry” refers to the 12 industries defined by the International Federa-
tion of Robotics) can only explain 9 percent of the variation in firm-level robot 
adoption. Therefore, it appears useful to investigate firm-level correlates of robot 
adoption.

Patterns in the Adoption of Robots by Chinese Firms  

In this section, we use a series of regressions to describe the patterns of robot 
adoption by Chinese firms. This evidence is primarily cross-sectional and descrip-
tive. However, we believe it nonetheless sheds light on the rise of robots in China.

As a starting point, we have already noted that firms in the automotive and elec-
tronics sectors are more likely to use robots. Moreover, firm size and capital-labor 
ratio are also correlated with a greater probability of robot adoption. As shown by 
the binned scatter plots in Figure 3A, an increase in log number of workers (x-axis) 
by one standard deviation is associated with the rise in the probability of robot adop-
tion (y-axis) by 8.3 percentage points, after controlling for province and industrial 
fixed effects. Similarly, Figure 3B shows that an increase in log capital-labor ratio by 
one standard deviation is associated with the rise in the probability of robot adoption 
by 3.7 percentage points. These correlations still hold when we run a horse race test 
between firm size and capital-labor ratio, suggesting that both factors are relevant. 

Next, we examine patterns in firms’ robot adoption that reflect factors other 
than industry, firm size, and running a capital-intensive plant. In particular, in 
Table 2, we summarize the correlations between robot adoption and factors we 
care about in regressions that control for province and industry fixed effects, log 
number of workers, and log capital-labor ratio.  In essence, we are comparing firms 
with similar size and capital-labor ratio within the same industry and province. We 
look at 12 different factors, some involving government, some involving market 
factors, and some involving the mix of tasks at the firm. The coefficient in each cell 
of Table 2 is generated by a separate regression. 

Government Policy
One possibility is that China’s firms adopt robots because of government poli-

cies that facilitate or subsidize robot purchases. In the survey, we asked whether 
firms receive subsidies specific to robot adoption. Among all robot-using firms, 
15 percent answered “yes,” suggesting that government industrial policies may have 
contributed to their adoption decisions. 

It is also important to consider whether politically connected firms might be 
more likely to adopt robots either because of their better access to government 
funding or because of their tendency to comply with government policies. To 
examine the potential influence of political connections on firms’ robot adoption 
behavior, we first examine the impact of firm ownership. In our sample, 12 percent 
of firms are state-owned enterprises (which include those with collective owner-
ship). The coefficient reported in cell 1 of Table 2 does not suggest that state-owned 
enterprises are more likely to adopt robots than other firms. If anything, they are 
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Figure 3 
Robot Adoption: Firm Size and Capital-Labor Ratio 

Source: Authors. 
Notes: This figure plots the correlations between firm size, capital-labor ratio and robot adoption, after 
controlling for province fixed effects and industry fixed effects. Log workers and log capital-labor ratio 
are standardized so that 1 (and –1) means one standard deviation above (and below) average. Each dot 
indicates a bin of firm observations. These correlations also hold when we run a horse race between these 
two factors.
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less likely to do so, as we find a negative correlation between robot adoption and 
being a state-owned enterprise. One possible reason is that they may be less respon-
sive to market forces, which, we will show in the next section, are strongly correlated 
with robot adoption. 

In addition, 35 percent of the firms in our sample have a chief executive officer 
(CEO) who is a member of the Communist Party—another indicator of political 
connectedness. This factor is positively correlated with robot adoption, as shown in 
cell 2 of Table 2. The correlation coefficient is not precisely estimated, but the magni-
tude is sizable: the CEO’s party membership is associated with a 2.4 percentage point 
higher probability of robot adoption. This result becomes stronger after controlling 
for the CEO’s gender, age, and education (not shown here). These results suggest 
that government policies and political factors should be considered when exam-
ining the robot adoption behaviors of Chinese manufacturing firms. 

Market Factors: Labor Cost and Others
We now examine this question: To what extent is the adopotion of robots by 

Chinese firms correlated with market factors, such as the ability to decrease labor 
costs, improve product quality, and expand production? 

Rising labor cost is often cited as a main motivation for robot adoption in China 
(for example, Bland 2016). We test this conjecture by using three measures of firm 

Table 2 
The Correlation between Robot Adoption and Firm Characteristics 
(Dependent Variable: Robot Adoption = 1 if yes, 0 if no)

(1)

SOE

(2)

CEO: Party 
member

(3)

ln (Wage cost) 
std

(4)

Union

(5)
ln (Workers 

leaving
 voluntarily) std

(6)

Quality  
control

coefficient –0.042 0.024 0.031 –0.020 0.027 0.006
s.e. (0.025) (0.018) (0.014) (0.017) (0.013) (0.011)

(7)
Defect  

rate std

(8)

Exporter

(9)
ln (Sales change) 

std

(10)
Manual  
task std

(11)
Routine  
task std

(12)
Abstract  
task std

coefficient 0.003 0.023 0.011 0.015 0.006 -0.005
s.e. (0.009) (0.019) (0.006) (0.007) (0.007) (0.008)

Notes: This table summarizes the correlations between each factor and robot adoption, after controlling 
for province fixed effects, industry fixed effects, log number of workers, and log capital-labor ratio. 
The factors are: being a state-owned enterprise (1); the chief executive officer (CEO) is a member of 
the Communist Party (2); a one-standard-deviation increase in log wage (per worker) (3); labor union 
presence (4); a one-standard-deviation increase in the log of workers leaving voluntarily (5); having 
quality control (6); a one-standard-deviation in the increase of defect rate (7); being an exporter (8); 
a one-standard-deviation increase in sales growth (9); a one-standard-deviation increase in manual task 
(10); a one-standard-deviation increase in routine task (11); and a one-standard-deviation increase in 
abstract task (12). The coefficient in each of the 12 cells is generated by one independent regression. 
Robust standard errors are reported in the parentheses. 
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labor costs: the total wage bill (in logs) of a firm, whether a firm has a labor union, 
and the worker turnover rate. Because we control for firm size, the wage cost vari-
able can be viewed as reflecting the average wage cost of a firm. 

The wage bill is positively correlated with robot adoption, as shown in cell 3 
of Table 2. Specifically, a one-standard-deviation increase in log wage (per worker) 
is associated with an increase in the probability of robot adoption by 3 percentage 
points (relative to the mean of 9 percent). While 60 percent of the firms have labor 
unions, we find no positive correlation between labor union presence and robot 
adoption (see cell 4 of Table 2), a result consistent with the understanding that 
labor unions in China lack independence and do not play a critical role in wage 
bargaining. The lack of strong and independent unions in China may also partly 
contribute to workers’ tolerance of robot adoption.

We also examine how labor turnover affects robot use. Our data shows that volun-
tary turnover is much more common (with a mean of 0.31 of the annual workforce) 
than involuntary turnover (with a mean of 0.13). The data on “voluntary” and “invol-
untary” turnover is based on responses from those who answered the firm-level survey 
(that is, the managers and their team members). In our worker survey answered by 
the employees, we also find that voluntary turnover is more common than involuntary 
turnover. For instance, when being asked why they left their previous jobs, 61 percent 
of the workers answered that they left voluntarily because they got a better job or 
wanted to search for a better job, and another 21 percent left voluntarily for other 
reasons (like returning to their hometown or family matters). Regarding involuntary 
turnover, 14 percent answered that they left because their firms went out of produc-
tion or got restructured, while 2 percent cited downsizing payrolls. 

Voluntary worker turnover is positively correlated with robot adoption, while 
involuntary turnover is not. As shown in cell 5 of Table 2, an increase in log voluntary 
turnover by one standard deviation is associated with an increase of 2.7 percentage 
points in the probability of robot adoption. In contrast (but not shown on the 
table), there is no significant correlation between robot adoption and involuntary 
turnover (with a coefficient of -0.003 and standard error of 0.011). Because involun-
tary turnover is more likely to be the consequence of robot adoption while voluntary 
turnover is more likely to be the cause of robot adoption, these patterns suggest that 
few workers have been displaced as a result of robot adoption.

We also examine other market factors, such as quality control and produc-
tion growth, on the likelihood of robot adoption. Firms may adopt robots to 
meet high quality standards. To examine the role of quality control, we consider 
whether a firm has a quality control strategy in place, the defect rate of products, 
and whether a firm is involved in exporting (assuming exported products are of 
higher quality). We also examine whether a firm is expanding production, as it 
is likely that high-growth firms may find it difficult to recruit a sufficient number 
of workers. For this reason, they may be more likely to employ robots than other 
firms. We use the growth of sales revenue over the past year as a measure of 
production growth.

As shown in cells 6 and 7 of Table 2, we find no evidence suggesting quality 
control is correlated with firms’ robot adoption behavior, while in cells 8 and 9 we 
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find weak evidence for the correlation between production growth and robot adop-
tion. Of course, our variables do not perfectly measure either quality control or 
production growth, and we are looking at cross-section data for a single year rather 
than time-series data. We plan to revisit these hypotheses after we collect more data 
in future years.

Job Tasks
We next examine the extent to which job tasks are associated with firm adop-

tion of robots, as certain tasks might be more suitable for industrial robots to 
complete than others. We assess tasks at a given firm using information collected 
at the worker level. Following the approach of Autor, Levy, and Murnane (2003), 
we asked detailed questions in the survey related to the task characteristics of 
each sampled worker. In our analysis, we employ a principal component anal-
ysis method to measure the degree to which the job/post of a worker requires a 
manual, routine, or abstract task. For each worker’s job, we assign a value of 1 if it 
requires that type of task, and 0 otherwise. We then calculate the firm-level aggre-
gated task measures by taking the average of worker-level task measures.4 

Linking robot adoptions to these firm-level task measures, we find that 
robots are more prevalent at firms where employees are commonly doing 
manual tasks, but not those that require routine or abstract tasks. As can be seen 
in cell 10 of Table 2, the correlation between robot adoption and our manual 
task measure is positive and significant. In terms of the magnitude, an increase 
in the manual task measure by one standard deviation is associated with a 
1.5 percentage point increase in the probability of robot adoption. In contrast, 
the correlations between routine/abstract tasks and robot adoption are small in 
magnitude and not significantly different from zero, as shown in cells 11 and 
12. Although some may assume that robots were likely to replace routine tasks 
a priori, our data do not support this conjecture. One possible reason is that 
robots have taken on the manual, dirty and health-hazardous  tasks, but at least 
so far have not been able to replace more delicate routine tasks in a cost-effec-
tive manner. In addition, because it is difficult for manual workers to express 
themselves in Chinese society, their voice on robot adoption is unlikely to be  
heard.

Results are similar when we include all 12 of these factors in the regressions, as 
shown in Table 3. In column 1 of Table 3, we report a regression with the same depen-
dent variable (a zero-or-one variable indicating the adoption of robots), including all 
the firm characteristics together as independent variables. The patterns are similar to 
those we find in Table 2. In the second column of Table 3, we use the (log of) value of 
robots as an outcome variable and also obtain qualitatively similar results.

4 These aggregate task measures are correlated as one might expect. The manual task measure is posi-
tively associated with the routine task measure, with a correlation coefficient of 0.33. The manual task 
measure is also negatively correlated with the abstract task measure, with a correlation coefficient of 
-0.22. For details of summary statistics see the online Appendix available with this paper at the journal 
website.
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Robots versus Other Machines
Next, do the factors correlated with the robot adoption behavior of firms differ 

from those that are correlated with the general use of machinery? To compare the 
correlations of different factors with the uses of machinery versus those with robot 
adoptions, we estimate a regression with the (log of) the value of machinery as the 
outcome variable and report it in column 3 of Table 3. We also report in column 4 
the significance of the difference between robot adoption and machinery use.

Table 3 
Firm Characteristic, Robot Adoption, and General Machinery Usage

Dependent Variable

(1)
Robot Use 

(0/1)

(2)
ln (Robot 

Value)

(3)
ln (Machine  

Value)

(4)

(3) – (2)

ln (Workers) std 0.039 0.341 1.308 –0.967
(0.020) (0.139) (0.105) (0.174)

ln (Asset/Worker) std 0.022 0.167 0.607 −0.440
(0.009) (0.062) (0.063) (0.077)

SOE −0.023 −0.323 0.034 −0.358
(0.027) (0.168) (0.167) (0.234)

CEO: Party member 0.048 0.291 0.046 0.245
(0.020) (0.123) (0.104) (0.153)

ln (Wage cost) std 0.023 0.071 0.332 −0.261
(0.015) (0.111) (0.091) (0.142)

Union −0.023 −0.140 0.204 −0.344
(0.019) (0.112) (0.106) (0.150)

ln (Workers leaving voluntarily) std 0.027 0.085 −0.007 0.092
(0.013) (0.078) (0.064) (0.095)

Quality control 0.003 −0.009 0.062 −0.071
(0.012) (0.073) (0.106) (0.123)

Defect rate std 0.000 0.002 −0.041 0.044
(0.010) (0.056) (0.031) (0.056)

Exporter 0.033 0.209 −0.153 0.362
(0.020) (0.132) (0.108) (0.160)

ln (Sales change) 0.011 0.061 −0.040 0.102
(0.006) (0.038) (0.043) (0.063)

Manual task std 0.013 0.093 −0.013 0.105
(0.008) (0.051) (0.051) (0.070)

Routine task std 0.000 −0.035 0.072 −0.106
(0.008) (0.050) (0.052) (0.070)

Abstract task std 0.002 0.023 0.154 −0.131
(0.009) (0.068) (0.051) (0.083)

Province, industry fixed effects Y Y Y Y
Observations 911 911 911 911
R2 0.194 0.157 0.650 0.309

Notes: This table compares robot usage with general machinery usage. We find that the factors driving 
machinery usage are not the same as those driving robot adoptions. Besides log workers and log capital-
labor ratio, the other variables are the same as those in Table 2. Column 4 tests the significance of these 
differences. Robust standard errors are reported in the parentheses. 
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There are indeed differences in the correlations between robot and machinery 
usage. First, although robot adoption is positively associated with firm size and 
the capital-labor ratio, the correlations are much smaller than those for general 
machinery. Second, while spending on robots is significantly correlated with the 
Communist Party membership status of the firm’s chief executive officer, a firm’s 
spending on general machinery is not. Third, the role of labor costs is mixed. On 
the one hand, wage costs have a larger impact on the use of general machinery than 
on the use of robots; on the other hand, worker turnover appears more important 
for the use of robots. Finally, replacing manual tasks is more important in explaining 
robot usage than general machinery usage. As reported in column 4, these differ-
ences are not always significant but are large in magnitude, suggesting that it is 
valuable for future research to study how different dimensions of labor costs and job 
task characteristics affect the use of robots as opposed to general machinery.

Conclusions

In this paper, we have sought to describe some key patterns in the rise of robots 
in China. At the aggregate level, the rise of robots has accompanied a decline in the 
growth of the working-age population and an increase in wages, suggesting that the 
rising cost of labor is one underlying driver of robot usage in China. Because China 
is a global leader in the production and consumption of automotive and electronics, 
the two leading industries in robot adoption, China probably will play an even more 
important role in the robot market in the future. The Chinese government’s indus-
trial policies are also likely to affect both robot adoption and production.

Using the China Employer-Employee Survey (CEES) data, we further provide 
firm-level evidence of the rise of robots in Chinese manufacturing firms. We believe 
that the evidence we have found on the roles of government and the market in 
driving the adoption of robot technology is particularly important. These analyses 
are some initial steps towards understanding the causes and consequences of the 
increasing use of robots in Chinese manufacturing. Such consequences include 
effects on firm productivity, complementarity/substitution between humans and 
robots, and other labor market outcomes.

At this stage, the threat of job replacement is not a high-priority concern in 
the mind of China’s government or its citizens. Government policies are motivated 
by the challenges of labor costs and labor shortage, as well as the imperative to 
lead a new wave of Industrial Revolution. For employers, the labor force challenges 
are indeed important considerations for robot adoption, as shown by our analysis. 
For employees, the high voluntary turnover rates and the lack of strong and inde-
pendent unions may partly contribute to their tolerance of robot adoption. It is 
conceivable, however, that the short-run consequences are different from those in 
the long run. We hope to make further progress on these questions by continuing 
to follow China’s manufacturing firms. 
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W hen the financial crisis hit ten years ago and monetary policy interest 
rates fell to their near-zero percent lower bound, policymakers around 
the world turned to fiscal stimulus packages in order to prevent their 

economies from freefalling into another Great Depression. But then, as declining 
GDP and tax revenues led to deteriorating government budget deficits and worries 
about rising sovereign debt, numerous countries abandoned their fiscal stimulus 
packages and instead adopted fiscal consolidation measures. While attempting to 
forecast the impacts of these various fiscal programs, policymakers and academics 
were surprised to discover not only a lack of consensus about the size of the effects 
of fiscal policy, but also a dearth of research on the topic since the 1960s. A small 
army of researchers across many countries turned their attention to this important 
but long-neglected topic. 

This paper takes a snapshot of the state of knowledge about the effects of fiscal 
policy ten years after the global financial crisis, during which time important progress 
has been made on theory, empirical methods, and data. The theoretical innovations 
include the analysis of the effects of sticky prices, hand-to-mouth consumers, lower 
bounds on policy interest rates, currency unions, the type of financing, and antici-
pations on the reactions of macroeconomic variables to fiscal policy. Contributions 
in empirical methods include new ways to identify exogenous variation in policy, 
standardization of methods for computing fiscal multipliers (defined as the ratio 
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of the change in output to the change in spending or taxes that caused it), and the 
incorporation of state dependence. On the data front, researchers now have newly 
constructed historical and cross-sectional datasets, and are also exploiting the rich 
new data created by the variety of policymakers’ fiscal responses to the crisis. These 
advancements offer the potential to estimate the effects of government spending 
with more precision and with a better understanding of how the effects depend on 
the particular context.

In 2011, I surveyed the pre-crisis and early crisis literature in the Journal of 
Economic Literature. In that paper, which focused only on temporary, deficit-financed 
increases in government purchases, I concluded based on the evidence available 
from US data at that time that the multiplier was probably between 0.8 to 1.5, but 
that the data did not reject a range from 0.5 to 2. The current paper refines those 
estimates and broadens the inquiry to consider the effects of tax and transfer policy, 
as well as the effects of fiscal consolidations, in developed countries. However, atten-
tion is still limited to the short- or medium-run effects, because the methods for 
estimating long-run effects are quite different.

My summary of the current state of knowledge about the effects of fiscal poli-
cies can be divided into three categories: government purchases multipliers, tax 
rate change multipliers, and fiscal multipliers in the wake of the financial crisis. 

For multipliers on general government purchases, the evidence from developed 
countries suggests that they are positive but less than or equal to unity, meaning that 
government purchases raise GDP but do not stimulate additional private activity and 
may actually crowd it out. The bulk of the estimates across the leading methods of 
estimation and samples lie in a surprisingly narrow range of 0.6 to 1. However, this 
range widens once one distinguishes country characteristics, such as the exchange 
rate regime, and the type of government spending, such as infrastructure spending. 
The evidence for higher spending multipliers during recessions or times of high 
unemployment is fragile, and the most robust results suggest multipliers of one or 
below during these periods. The evidence for higher government spending multi-
pliers during periods in which monetary policy is very accommodative, such as zero 
lower bound periods, is somewhat stronger. Recent time series estimates for the 
United States and Japan suggest that multipliers could be 1.5 or higher during those 
times. Estimated and calibrated New Keynesian models for the United States and 
Europe also imply higher multipliers under certain conditions. 

For tax rate change multipliers, the estimates implied by the leading methods 
do not agree. Narrative methods (which use historical documents to find exog-
enous changes) for tax rate changes typically yield multiplier estimates that are 
surprisingly large and surprisingly uniform across a number of countries. The bulk 
of the empirical estimates vary between –2 and –3. In contrast, most calibrated and 
estimated New Keynesian dynamic stochastic general equilibrium (DSGE) models 
imply smaller multipliers, typically below unity for both labor and capital tax multi-
pliers. Time series evidence, theory, and estimated New Keynesian DSGE models 
all point to tax multipliers being greater in magnitude during expansions than in 
recessions—that is, these measures suggest that tax multipliers may be procyclical. 
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Fiscal multipliers might be different in the wake of a financial crisis. However, 
the evidence for larger national multipliers on the 2009 Obama stimulus package is 
at best weak. Quantitative New Keynesian models do not find larger fiscal multipliers. 
Multipliers estimated on cross-state data appear larger at first, but shrink once they are 
adjusted to be nationally representative. The latest studies on multipliers during the 
fiscal consolidations in Europe suggest that they were not higher than usual, either.

This paper begins by reviewing how theory highlights the dependence of the 
size of the fiscal multipliers on numerous features of the policy and the economy. 
The next section summarizes strengths and weaknesses of the leading empirical 
approaches to identifying exogenous shifts in fiscal policy. The paper then overviews 
the innovations of the last ten years in estimating fiscal multipliers. One interesting 
finding is that the wide range of multipliers reported earlier narrows significantly 
once methods for calculating multipliers are standardized. The following section 
reviews the leading estimates of spending and tax multipliers, including those based 
on aggregate time series, estimated theoretical models, and subnational units and 
households. It also discusses the complexities of drawing aggregate inferences from 
parameters estimated on household data. The penultimate section asks what we 
know about whether multipliers were higher in the wake of the financial crisis. The 
final section offers some brief conclusions.

What Does Theory Predict about Fiscal Multipliers?

If we simply want to know how much GDP changes if we increase govern-
ment spending by $1 or reduce tax rates by 1 percentage point, why do we need 
theory? Theory tells us that there is not just one government spending or tax multi-
plier. Rather, the effect of fiscal changes on output and other variables potentially 
depends on: 1) the persistence of the change; 2) the type of spending or taxes that 
changed; 3) how the policy was financed; 4) whether it was anticipated; 5) how the 
policy was distributed across potentially heterogeneous agents; 6) how monetary 
policy reacted; 7) the state of the economy when the policy took effect; and 8) other 
features that characterize the economy such as level of development, exchange rate 
regime, and openness. Because policymakers cannot conduct randomized control 
trials, virtually all multiplier estimates are based on time series, narrative, or natural 
experiment identification using samples determined by historical happenstance. 
To understand whether a particular estimate of fiscal effects is suitable for use in 
predicting the effects of a proposed policy, one must understand how the current 
circumstances differ from those present in the sample used to generate that estimate. 

Most researchers and policymakers had their first exposure to the theoretical 
effects of fiscal policy in the Keynesian cross model of undergraduate textbooks, 
which assumes that GDP is demand-determined. This model further assumes that 
the government spending multiplier is the inverse of one minus the marginal 
propensity to consume: thus, a marginal propensity to consume of 0.5 yields a multi-
plier of 2. Because taxes enter the multiplier only through their effect on disposable 
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income in this model, the tax multipliers are smaller than the spending multipliers. 
Expansion of the model to consider the marginal propensity to import, tax rates, 
and monetary policy reduces those simple multipliers. 

Neoclassical models with variable labor supply and capital stock also predict 
positive spending multipliers and negative (distortionary) tax multipliers, but the 
mechanism is completely different from the one at the heart of the traditional 
Keynesian model. In these models, an increase in government spending has a nega-
tive wealth effect, because the government is extracting resources from the private 
sector. This negative wealth effect raises GDP because it causes households to work 
more. Distortionary tax rate changes can have potentially large effects in these 
models, but contrary to the simple Keynesian model, they work through “supply 
side” channels (for example, Baxter and King 1993).

New Keynesian dynamic stochastic general equilibrium (DSGE) models meld 
the insights from the traditional Keynesian and neoclassical approaches in a rigorous 
way (for example, Woodford 2011). The standard representative-agent sticky-price 
New Keynesian model with no financial frictions tends to produce multipliers below 
one for government spending. Models that add sticky wages and workers who are “off 
their labor supply curves” generate larger multipliers. In the last decade, representa-
tive agent models have been expanded to include heterogeneous agents and financial 
market frictions. In these models, either “rule-of-thumb” behavior or wealth held in 
illiquid assets leads agents to have much higher marginal propensities to consume 
than predicted by the permanent income hypothesis. These features can lead to 
spending multipliers above one when spending is deficit financed (for example, Galí, 
López-Salido, and Vallés 2007; Auclert, Rognlie, and Straub 2018). Alternatively, the 
models have explored the effects of fiscal policy when monetary policy deviates from 
the standard Taylor rule (higher interest rates when inflation is high and lower interest 
rates when unemployment is high) because interest rates are constrained by the zero 
lower bound. Both of these extensions result in higher multipliers, often above unity.

Clearly, when one is trying to estimate the effects of a specific fiscal policy, 
one must be aware of which macroeconomic model is being used, along with other 
factors like persistence of a path of government spending, how it is financed, and 
many other characteristics such as the exchange rate regime.

A Summary of Leading Empirical Approaches

Numerous empirical approaches have been used to estimate the effects of 
fiscal policies. I group these approaches into three broad categories: 1) aggre-
gate country-level time series or panel estimates; 2) estimated or calibrated New 
Keynesian dynamic stochastic general equilibrium (DSGE) models; and 3) subna-
tional geographic cross-section or panel estimates. 

The first two categories—time series evidence at the national level and 
estimated/calibrated DSGE models—share the advantage that the estimates 
produced are directly informative about the national-level multipliers that are the 
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focus of most policymakers. The time series approach has the advantage of not 
being tied to a particular structural model. On the other hand, the New Keynesian 
DSGE model approach can be used to perform counterfactuals because it seeks to 
estimate structural parameters.

However, these two approaches share some of the same weaknesses. Identifi-
cation of macroeconomic parameters is always difficult, and the estimation of the 
aggregate effects of fiscal policy is no exception. The time series approach requires 
exogenous variation in policy. The leading approaches to identifying this exogenous 
variation are structural vector autoregressions and natural experiment methods, 
combined with narrative methods that use historical documents to create new data 
series of exogenous changes. Too often, though, the variations that turn out to be 
exogenous yield instruments that are not very relevant—that is, they have low corre-
lation with the fiscal variable they are trying to explain—and the variations that are 
relevant are not always exogenous or are anticipated in advance. 

Although many papers using estimated dynamic stochastic general equilib-
rium models never mention the word identification, identification is as crucial to 
this approach as it is to any other approach seeking to estimate a causal relation-
ship. The New Keynesian DSGE approach identifies the effects of fiscal policy by 
using strong assumptions about the theoretical model structure and the time series 
processes driving the unobserved shocks. But such estimated quantitative models 
are not immune to weak identification (for discussion, see Canova and Sala 2009).

The third approach of estimating across subnational units, such as states or prov-
inces, is more similar to applied microeconomics approaches. These approaches 
typically seek identification using a natural experiment approach or Bartik-style 
instrumental variables (which are based on interacting the distribution of industry 
shares across locations with national industry growth rates).1 These analyses at lower 
levels of aggregation tend to have much stronger identification, in the sense that 
the necessary identifying assumptions are typically more plausible and the instru-
ments are relevant. Moreover, these approaches can be used on a variety of datasets. 
However, this approach does not lead directly to macroeconomic estimates. Why? 
Any cross-sectional estimating equation includes a constant term, which means that 
the macroeconomic effects have been netted out and the parameters estimated 
are only relative effects. Such parameters answer the question: If State A is awarded 
$1 more in defense prime contracts than the average state, by how much does its 
employment change relative to the average state? In order to infer the implied 
national-level effects from such microeconomic estimates, researchers must then 
return to macroeconomic New Keynesian DSGE models, which, as discussed above, 
incorporate their own additional identifying assumptions. There is no “applied 
micro free lunch” for macroeconomists. Identification of macroeconomic effects 
must always depend on macroeconomic identification assumptions.

1 For a description and critical analysis of Bartik instruments, see Goldsmith-Pinkham, Sorkin, and Swift 
(2018).
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To summarize, there are several approaches to estimating the effects of fiscal 
policy. Each has its strengths and weaknesses. Moreover, some of the estimates are 
more appropriate for forecasting the effects of specific policies under certain condi-
tions than others. For these reasons, it is useful to consider estimates across a range 
of different approaches.

Research Innovations and Lessons Learned during the Last Ten Years

Before the financial crisis, only a few isolated researchers studied the macroeco-
nomic effects of fiscal policy and only a few conferences brought these researchers 
together. As a result, different researchers chose different methods and there was no 
agreement on a set of best practices. The situation has changed dramatically since 
the financial crisis, with many conferences devoted to the study of fiscal policies and 
much more interaction among researchers studying fiscal policy. As a result, the 
diffusion of knowledge among researchers has been much faster, and the literature 
has progressed at a very fast pace. In this section, I will highlight some of the new 
innovations and the lessons learned from this literature.

Calculating Multipliers in a Dynamic Environment 
One often sees references to the “wide range” of multiplier estimates. The 

literature has come to realize that differences in reported multiplier estimates are 
often due not so much to differences in identification methods or samples, but 
to the methods used to construct multipliers from the raw estimates. In fact, what 
some researchers call “multipliers” have little to do with the multipliers of interest 
to policymakers. This section begins with some insights gained over the last decade 
regarding the computation of multipliers. I begin with spending multipliers and 
then address a further complication involved with tax multipliers.

Fiscal policy has dynamic effects on output and government budgets. A typical 
fiscal plan will set into motion a path of spending or taxes over time, and then GDP 
will respond dynamically to that path. The multiplier must take into account both the 
multi-year effects of the fiscal plan on the government budget, in order to count the 
costs fully, as well as the multi-year effects on GDP, in order to count the benefits fully.

Computation of fiscal multipliers was not a focus of research in the decades 
before the financial crisis. Indeed, in Ramey and Shapiro (1998), when discussing the 
effects of government spending two decades ago, we did not even mention the word 
“multiplier.” When describing the patterns of the responses of GDP to spending and 
tax shocks, Blanchard and Perotti (2002) used the word “multiplier,” but the quanti-
ties they calculated were not true dynamic multipliers; instead, Blanchard and Perotti 
calculated multipliers as the ratio of the output response at a particular horizon, or at 
its peak, to the impact effect of the shock on government spending. Many subsequent 
papers adopted their method, despite the fact that it did not take into account the 
multi-year path of spending or taxes. Mountford and Uhlig (2009) moved the litera-
ture forward by introducing the policy-relevant multipliers, calculated as the present 



Valerie A. Ramey     95

discounted value of the output response over time divided by the present discounted 
value of the government spending response over time to the shock. In most applica-
tions, different interest rates used for this present discounted value—including the 
use of a zero discount rate—give nearly identical multipliers because the timing of 
the government spending and output responses is very similar. These multipliers are 
often known as present value or cumulative multipliers.

How much do multiplier estimates differ across these various methods of calcu-
lating multipliers? It depends importantly on how much government spending rises 
after the initial impact. Here is one illustration of a situation in which it makes 
a big difference. I estimate a structural vector autoregression (SVAR) model of 
the Blanchard and Perotti (2002) type over the period 1939Q1–2015Q4 using the 
Ramey and Zubairy (2018) dataset. The model contains five endogenous macroeco-
nomic variables: government spending, GDP, and federal tax receipts (with all three 
deflated by the GDP deflator, divided by population, and in logs), along with the 
three-month Treasury bill interest rate and inflation (measured as the log change 
in the GDP deflator). Four lags are included in order to model the dynamics. 
The exogenous shock to government spending is identified using Blanchard and 
Perotti’s (2002) method, which assumes that any part of government spending not 
forecasted by lags of any of the variables included in the model is an exogenous 
shock to government spending.

Figure 1 shows the estimated impulse responses of the log of the government 
spending variable and the log of the GDP variable (notice that the vertical scales 
are not the same). The shaded area shows the 95-percent confidence bands. As the 

Figure 1 
Estimated Impulse Response Functions for a Shock to Government Purchases 

Source: Author.
Note: Estimated impulse responses based on structural vector autoregression (SVAR) estimates using 
quarterly data from 1939Q1– 2015Q4. The shaded area shows the 95-percent confidence bands. See the 
text and online appendix available with this paper at the journal website for more detail.
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graph illustrates, a positive shock to government spending leads both government 
spending and GDP to jump up on impact, but then to continue to rise, peaking 
after about a year. Because the variables are in log form, the impulse responses show 
elasticities, not the dollar changes required by multipliers, so multipliers cannot be 
read directly from the graphs. The standard practice until recently had been to use 
an ad hoc “conversion factor.” That is, researchers who specified models using loga-
rithms converted the elasticity estimates to multipliers by multiplying the elasticity 
estimates by the average of the ratio of GDP to total government spending, over the 
sample. In this illustration, the conversion factor, average Y/G over the sample, is 
4.78. I will critique the use of these conversion factors shortly.

Figure 2 shows the multipliers calculated three different ways. The highest 
multiplier is given by Blanchard-Perotti’s (2002) method for calculating a multi-
plier, which I will call a quasi-multiplier.2 It is calculated as the ratio of the impulse 
response of output at horizon h to the initial jump in government spending at 
horizon 0 (multiplied by the average). Their method, shown by the dashed line, 
essentially traces out a renormalized version of the impulse response of output. In 

2 Note that the Blanchard–Perotti identification method is distinct from the Blanchard–Perotti method 
for calculating multipliers; their method for calculating multipliers could be applied to estimates using 
any identification method.
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Figure 2 
Alternative Definitions of Multipliers: Multipliers by Horizon

Source: Author. 
Note: The dotted and solid lines show multipliers calculated based on the log impulse responses shown 
in Figure 1. The dashed line shows the multiplier given by Blanchard-Perotti’s (2002) method, which 
I call a quasi-multiplier. The solid line shows the the Mountford and Uhlig (2009) present value (PV) 
cumulative multiplier. The line with diamonds shows the PV cumulative multiplier using the impulse 
responses estimated using the Gordon–Krenn specification. See text and online appendix available 
with this paper at the journal website for more details.
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this case, it yields multipliers that peak at 2.2 at quarter 6. The Mountford and Uhlig 
(2009) present value cumulative multiplier, shown by the solid line, uses the ratio of the 
present value of the integral of impulse response of output to the present value of 
the integral of the impulse response of government spending up to each horizon h 
(again multiplied by the average Y/G factor). This multiplier varies between 0.7 and 
1, depending on the horizon. The discounting for this multiplier uses the average 
three-month Treasury bill rate over the sample, 3.6 percent on an annual basis, but 
because of the timing of the shift, the simple cumulative version is almost identical.

Now let us return to the issues raised by the practice of converting elasticities 
with the ad hoc conversion factor, the average of Y/G over the sample. In Owyang, 
Ramey, and Zubairy (2013), we discovered biases that could arise from this practice. 
In our historical sample, Y/G varied significantly, from 2 to 24, with a mean of 8. 
Sims and Wolff (2018a, b) also discovered that this practice tends to bias multipliers 
differentially, making them seem much higher during recessions. The intuition 
is straightforward: because GDP is cyclical but government spending is not, the 
movement of Y/G is procyclical. However, the practice of using a sample average to 
convert elasticities to multipliers makes the multipliers appear more countercyclical 
than they really are. In Owyang, Ramey, and Zubairy, we avoided this problem by 
using the transformations employed by Hall (2010) and Barro and Redlick (2011): 
both the change in government spending and the change in GDP are divided by 
lagged GDP. Another transformation that overcomes the problem is Gordon and 
Krenn’s (2010) approach, which divides both government spending and GDP by a 
measure of potential GDP. 

To illustrate the effect of moving from a specification in logarithms that 
requires the ad hoc conversion factor to one that does not, I re-estimate the struc-
tural vector autogression (SVAR) model, replacing the logarithms of government 
spending, GDP, and taxes with the ratios of each of those variables to the Ramey 
and Zubairy (2018) polynomial trend estimate of potential GDP. The general shape 
of the estimated impulse responses (not shown) is very similar to those from the 
log specification, which were shown in Figure 1. The solid line with diamonds in 
Figure 2 shows the cumulative multiplier estimates based on the impulse responses 
from this alternative (Gordon–Krenn) specification. These multipliers, which do 
not rely on a conversion factor, are lower and range from 0.8 on impact down to 
0.6.3 

Thus, deceptively small changes in the method of calculation can make a very 
big difference in the resulting multipliers. For this application, using Blanchard 
and Perotti’s (2002) quasi-multiplier for government spending on estimated elas-
ticities requiring an ad hoc conversion factor produces a multiplier as high as 2.2. 
That multiplier falls below 0.8 when the fully dynamic Mountford and Uhlig (2009) 
cumulative multiplier is used on estimates based on data using the Gordon and 

3 This bias also affects the multipliers I reported in Ramey (2011a). The cumulative multipliers based on 
the elasticity estimates and conversion factor were 1.2. However, in Ramey (2013), I found evidence that 
private spending fell, which is inconsistent with a multiplier above 1.
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Krenn (2010) transformation. Clearly, such differences could have important conse-
quences for the decisions of policymakers. 

In addition, even the cumulative multipliers do not fully reflect the consequences 
for the government budget. If an increase in government spending raises GDP, then 
we would expect a rise in tax revenues. Thus, even without an exogenous increase in 
tax rates, we would expect the government budget deficit to rise less than the total 
amount of government spending. This insight raises a complication when applying 
these same principles to the computation of tax multipliers. While there is strong 
feedback from GDP to tax revenue, there is little feedback from GDP to government 
spending. As a result, the negative effect of a tax cut on tax revenue is tempered by the 
feedback from the expansionary effect on output. Indeed, Mertens and Ravn (2013) 
were not able to compute a multiplier for corporate tax cuts because their large posi-
tive impact on GDP resulted in no net effect on tax revenues. Because of the presence 
of these “top of the Laffer curve” effects in some applications, most papers report 
multipliers using the tax changes measured as the legislative forecasts of the expected 
cumulative effect on tax revenues, not accounting for dynamic feedback from any 
potential induced GDP changes. 

The Importance of Fiscal Foresight 
An important innovation in the fiscal literature in the last decade is the recogni-

tion that many changes in government spending and taxes are announced in advance. 
In Ramey (2011a), I showed the importance of anticipations for estimating the effects 
of government spending shocks, particularly those involving military spending. For 
example, the responses of key variables such as consumption could change signs if 
researchers ignored the fact that many changes in government spending are antici-
pated by at least several quarters. A number of papers also show that “shocks” identified 
in standard ways are predicted by professional forecasts of government spending. On 
the tax front, House and Shapiro (2006) and Mertens and Ravn (2012) demonstrated 
the importance of distinguishing between changes in taxes implemented soon after 
legislation and changes in taxes implemented with a lag after legislation or phased 
in slowly. Both papers showed that while unanticipated tax cuts have expansionary 
effects on output, phased-in tax cuts depress output during the phase-in period 
because firms and consumers delay their activity until tax rates are lower. Leeper, 
Walker, and Yang (2013) derived the econometric biases that arise when there is this 
type of fiscal foresight. As a result of this work, most of the literature tries to address 
anticipation whenever feasible, either by constructing measures of news (from narra-
tives or bond spreads) or by including professional forecasts of government spending 
to mitigate the problem.

Improvements in Fiscal Shock Identification
Any analysis that seeks to measure a causal effect must confront identification 

issues. An example of the problem that arises here is that if governments increase 
spending in response to a recession, then the simple correlation between govern-
ment spending and GDP will confound the positive causal effect of government 
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spending on GDP with the negative causal effect of GDP on government spending. 
In the past, the standard macro approach used to tease out the exogenous rise 
in government spending was a structural vector autoregression (SVAR). In most 
applications, this approach is based on the assumption that the exogenous part of 
government spending was the part of government spending not forecasted by lagged 
values of spending, GDP, and taxes. Alternatively, to identify exogenous movements 
in taxes, Blanchard and Perotti (2002) used external estimates of the elasticity of tax 
revenue to income, which allowed identification of the component of taxes that was 
not induced by movements in GDP. Several papers have highlighted potential prob-
lems with these widely used methods. First, as discussed above, failing to account 
for fiscal foresight could lead to biased estimates. Second, the tax multiplier esti-
mates were very sensitive to the value of the external tax elasticity estimate used 
(for example, Mertens and Ravn 2014; Caldara and Kamps 2017). These concerns 
led to the development of other identification methods using natural experiments 
and narrative methods. As a result, the standard SVAR identification approach is no 
longer the first resort in the literature on fiscal multipliers. 

In fact, long before structural vector autoregression methods were used, Hall 
(1980) and Barro (1981) used natural experiment methods to assess the effects of 
exogenous increases in government spending. Arguing that changes in US defense 
spending are typically driven by wars rather than the current state of the economy, 
they used war-induced government spending to estimate causal effects of govern-
ment spending in US historical data. Ramey and Shapiro (1998) and numerous 
other follow-up papers built on treating wars as a natural experiment. This method 
works well for US data, but it does not export well to other countries. Most countries 
either do not have the substantial fluctuations in defense spending experienced by 
the United States or they have large variations that are accompanied by war-related 
destruction of the capital stock, which leads to confounding effects.

Other examples of recent fiscal research that use natural experiment methods 
abound. For example, Acconcia, Corsetti, and Simonelli (2014) used the central 
government response to Mafia infiltration as an exogenous change in government 
spending in Italian provinces. Many of the analyses of the Obama stimulus allocation 
of funds across states used natural experiment methods. Two analyses of marginal 
propensities to spend out of the temporary rebates of 2001 and 2008 exploited the 
randomized timing of the mailing of checks to households (  Johnson, Parker, and 
Souleles 2006; Parker, Souleles, Johnson, and McClelland 2013). The application of 
these methods has shed significant light on the effects of fiscal policy, particularly at 
the local and household level. 

Romer and Romer (2010) pioneered the use of narrative methods to identify 
tax changes that are exogenous to the state of the economy. For the post-World War 
II US economy, they read legislative records to identify whether tax changes were 
due either to inherited deficits or to beliefs about their ability to promote long-
term growth. Their method is easily exported to other countries, and it has now 
become the standard method for assessing the effects of tax changes across a wide 
range of countries (for example, Guajardo, Leigh, and Pescatori 2014). Mertens 
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and Ravn (2012) improved their measure by splitting their series into antici-
pated and unanticipated tax changes, so that the effects of fiscal foresight could 
be addressed. Alesina, Favero, and Giavazzi (2019) have added to the narrative 
analysis of fiscal consolidations by creating narrative series of fiscal plans. As they 
emphasize, most fiscal consolidations involve multi-year plans and those effects 
should be studied as a whole rather than as independent year-by-year isolated  
changes. 

An additional innovation in the identification of fiscal shocks has been the 
recognition of the importance of instrument “relevance”—that is, whether the 
proposed instrument is actually correlated with the variable it is supposed to 
instrument. While early alarms about weak instruments were raised for macro 
studies by Nelson and Startz (1990) and for microeconomic studies by Bound, 
Jaeger, and Baker (1995), most macroeconomists began to pay attention to the 
issue only in the last five to ten years. The structural vector autoregression meth-
odology hid the fact that the estimation of multipliers was actually an instrumental 
variables estimation. In Ramey (2016) and Ramey and Zubairy (2018), we showed 
that cumulative multipliers could be estimated in a one-step instrumental vari-
ables method based on local projections: cumulative GDP up to horizon h is 
regressed on cumulative government spending up to horizon h, using an SVAR 
shock or a narrative variable as an instrument. However, that recognition high-
lighted a widespread problem: many of the exogenous measures of fiscal policy 
are not very relevant instruments, at all or in some subsamples. For example, the 
military news variable I first introduced in Ramey (2011a) is a weak instrument 
for the post-1954 period, as are the alternative measures of defense news of Fisher 
and Peters (2010) and Ben Zeev and Pappa (2017). In contrast, the Blanchard 
and Perotti (2002) shock is a strong instrument by its nature, particularly at 
short horizons, since it is simply the one-step ahead forecast error of government  
spending.

In sum, research on the effects of fiscal policy has made significant strides in 
methodology. The literature now exploits many new datasets. It has imported some 
innovations from the applied microeconomics literature, and has extended them 
in important ways that account for anticipations and dynamics. Moreover, those 
estimates are now converted to multipliers defined in a way that is relevant for 
policymakers. 

A Summary of Estimates of Spending and Tax Multipliers

This section summarizes the actual estimates of fiscal multipliers obtained from 
the leading methods. I begin with estimates based on aggregate data. I first review 
the estimated multipliers on government purchases, initially averages and then 
by state-dependence. Next, I move on to the effects of tax changes and transfer 
payments. I then discuss estimates of the effects of the American Recovery and Rein-
vestment Act of 2009 and the fiscal consolidations in Europe.
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Government Spending Multipliers Based on Aggregate Data 
Table 1 shows a sampling of estimates of government spending multipliers, 

grouped by method. Virtually all estimates shown are based on present value or 
undiscounted cumulative multipliers; in some cases, I  updated the original esti-
mates to apply best practices. As shown in Figure 2, the cumulative multipliers 
usually do not vary greatly across horizons up to five years, so there is little differ-
ence between average or peak multipliers. The estimates in Panel A show that the 
estimated multipliers are not very different across the various methods for identi-
fying government spending shocks in time series. Panel B displays estimates based 
on New Keynesian DSGE models. The multiplier estimates from these models are 
similar to those from Panel A. On balance, the table shows that for a variety of 
samples, identification methods, and countries, most of the estimates are around 
one or below. A few estimates are noticeably above one, such as the Ben Zeev and 
Pappa (2017) estimate, but they tend to be less precise and are not statistically 
different from one. Not shown in the table are numerous multiplier estimates based 
on key features of a country. For example, Iltzetzki, Mendoza, and Végh (2010) 
estimate how multipliers change across various important features, such as whether 
an economy has fixed or flexible exchange rates. They find multipliers that vary 
between 0.1 on impact to 1.4 in the long run (with a 90-percent confidence interval 
from around 0.75 to 2.1) for fixed exchange rates and from 0.1 to –0.7 for flexible 
exchange rates. Thus, the range of estimated multipliers may become much wider 
when one begins to distinguish by key country characteristics.

The results shown in Table 1 are for total government spending or govern-
ment consumption. Earlier work by Aschauer (1989), Pereira and Flores de Frutos 
(1999), and others found high returns to public investment. There is surpris-
ingly little recent aggregate evidence on multipliers for public investment. As one 
example, Iltzetzki, Mendoza, and Végh (2010) found multipliers for public invest-
ment that ranged between 0.4 in the short-run to 1.6 in the long-run in their panel 
of countries. 

Even if government spending multipliers are probably one or below on average, 
might they be higher during bad economic times? In estimating fiscal multipliers, 
some key states studied by recent papers are recessions or periods of excess slack 
(typically measured by unemployment rates), constraints on the monetary policy 
accommodation (such as the zero lower bound), and the ratio of public debt to 
GDP.

First consider multipliers during recessions or periods of slack. Auerbach and 
Gorodnichenko (2012), who conducted the pioneering study on this question, used 
a nonlinear time series model in which the parameters changed across expansions 
and recessions. They reported a multiplier of 2.2 in recessions and –0.3 in expan-
sions (based on some simplifying assumptions about the state of the economy not 
changing after the shock). Various other studies have found high multipliers during 
recessions (for example, Auerbach and Gorodnichenko 2013; Fazzari, Morley, and 
Panovski 2015; Caggiano, Castelnuovo, Colombo, and Nodari 2015). However, 
subsequent research has found many of the state-dependent results to be very 
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Table 1 
Estimates of Government Spending Multipliers Using Aggregate Data, No State 
Dependence 
(almost all are cumulative multipliers, typically over horizons between 0 to 20 quarters)

Method/Sample Multipliers Comments

A: Time series analysis
Updated implementation of Blanchard  
and Perotti (2002) identified SVAR
  1939Q1–2015Q4
  1947Q1–2015Q4

0.6 to 0.8
0.6 to 0.7 

The tax response is positive for the 
1939Q1–2015Q4 period, but is essen-
tially 0 for the later periods.

Military news shocks, local projections
Ramey and Zubairy (2018) military news
  1889Q1–2015Q4
  1939Q1–2015Q4
  1947Q1–2015Q4
Ben Zeev and Pappa (2017) news,  
  1947Q1–2007Q4a

0.6 to 0.8
0.7 to 0.8
0.5 to 0.7

1.1 to 2

Tax response is positive for 
1939Q1–2015Q4 period.

SE from 0.04 to 0.06
SE from 0.05 to 0.1 
SE from 0.15 to 0.2

SE from 0.6 to 1

Hall (2019), Barro and Redlick (2011)— 
based on regressions using annual defense  
spending. 0.6 to 0.7

The Barro–Redlick analysis nets out 
effects of changes in tax rates.

Mountford and Uhlig (2009), SVAR  
with sign restrictions 0.65

Deficit-financed increase in govern-
ment spending.

Iltzetzki, Mendoza, and Végh (2013),  
Blanchard–Perotti  identification in SVAR, 
quarterly data, 1960–2007, 44 countries
high-income countries 0.3 to 0.7

Corsetti, Meier, and Müller (2012) 0.7 Based on unconditional model results 
reported in their Figure 1.

Leigh et al. (2010), Guajardo, Leigh, and 
Pescatori (2014), 17 OECD countries, 
1978–2009, narrative method identification of 
spending-based fiscal consolidations 0.3

Alesina, Favero, and Giavazzi (forthcoming). 
Narrative analysis of austerity plans, 16 OECD 
economies from 1978–2014. 0.3

B: Estimated New Keynesian DSGE models
Cogan et al. (2010), estimated Smets–Wouters 
DSGE model on US data 0.6 to 0.7

Based on my visual inspection of 
figures 2, 3, and 4.

Coenen et al. (2012), large-scale macro 
models used by central banks and IMF, United 
States and Europe 0.7 to 1

Based on the two-year cumulative 
multipliers shown in the upper left 
graph in figure 6.

Zubairy (2014), estimated medium-scale 
DSGE model on US data 0.7 to 1.05

Deficit financed, model features deep 
habits.

Leeper, Traum, and Walker (2017), estimated 
DSGE model on US data 0.7 to 1.36

Active monetary policy, table 7

Sims and Wolff (2018a) 1.07 The multiplier above 1 is due to 
estimated complementarity of 
government spending with private 
consumption.

Note:  SVAR is structural vector autoregression. DSGE stands for “dynamic stochastic general equliibrium.”
a These estimates are based on the analysis in Ramey (2016) using Ben Zeev and Pappa’s estimated news 
series.
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fragile to small changes in specification or to improvements in the methods for 
computing the multipliers from the basic estimates (Alloza 2017; Owyang, Ramey, 
and Zubairy 2013; Ramey and Zubairy 2018, and associated online appendix). The 
more robust methods generally fail to produce multipliers above one during reces-
sions or times of slack.

Perhaps these empirical results should not be surprising, given some other 
results of theory and quantitative models. The only theoretical models that predict 
countercyclical markups are ones that include significant frictions. For example, 
Michaillat (2014) presents a stylized model with labor market frictions and finds 
that the aggregate employment effect of government hiring is countercyclical. 
However, the multipliers are always below one. Canzoneri, Collard, Dellas, and Diba 
(2016) present a model with financial frictions that does generate sizeable, though 
fleeting, multipliers during recessions. They find significantly higher-impact multi-
pliers during recessions, near 2, but the cumulative multipliers fall below 1 after 
only a few quarters. Standard new Keynesian models do not predict higher multi-
pliers during recessions. Indeed, Sims and Wolff (2018a) employ a medium-scale 
New Keynesian DSGE model with high-order terms in the approximations and find 
that this otherwise standard model implies mildly procyclical multipliers. 

The situation is different with respect to periods when interest rates are 
near the zero lower bound or when monetary policy accommodates government 
spending increases (such as during World War II in the United States). Numerous 
New Keynesian DSGE models show that multipliers can be higher than one when 
monetary policy is constrained by the zero lower bound on interest rates. At the 
zero lower bound, an increase in government spending provides extra stimulus 
by increasing expected inflation, which lowers the real interest rate (Farhi and 
Werning 2016). Calibrated models such as the ones analyzed by Christiano, Eichen-
baum, and Rebelo (2011) and Coenen et al. (2012) can produce multipliers that 
range between 2 and 3 when the period of monetary accommodation is sufficiently 
long. Some recent empirical work has found some evidence of higher multipliers, 
ranging from 1.5 to 2.5 at the zero lower bound for Japan (Miyamoto, Nguyen, and 
Sergeyev 2018) and around 1.5 for historical samples in the United States (Ramey 
and Zubairy 2018). 

Finally, there is evidence that government spending multipliers may be nega-
tively related to the public debt-to-GDP ratio. For example, Iltzetzki, Mendoza, 
and Végh (2013) find that countries with a government debt-to-GDP ratio above 
60 percent have an impact multiplier of 0 and a long-run multiplier of –3 (esti-
mated less precisely but still statistically below 0). 

In summary, most estimates of government spending multipliers for general 
categories of government spending for averages over samples are in the range of 0.6 
to 0.8, or perhaps up to 1. The evidence for multipliers above one during recessions 
or times of slack is typically not robust. However, some initial explorations suggest 
that government spending multipliers could be higher at times when monetary 
policy accommodates fiscal policy, such as during periods at the zero lower bound 
of interest rates or wartime. 
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Tax and Transfer Multipliers Based on Aggregate Data 
I now turn to the leading estimates of tax and transfer multipliers at the aggre-

gate level. Tax multipliers are generally negative since an increase in taxes lowers 
GDP. Table 2 shows the estimates from time series and New Keynesian DSGE esti-
mates for tax rate changes. In contrast to government spending multipliers, which 
vary only a small amount across horizons, many estimates of tax multipliers start 
out low on impact but then build. Thus, I report the cumulative multipliers for 
the horizon where they peak. I should also note that most of the multipliers are 
calculated without allowing feedback from induced output changes to revenue but 
several (noted in the table) allow for dynamic feedback. 

Most of the time series estimates based on narrative methods of identification are 
quite high (in absolute value), generally between –2 and –3. These narrative-based 
estimates are striking not only for their magnitudes, but also for their uniformity 
across countries and even across various methods of estimation. These estimates 
are much higher (in absolute value) than the tax multipliers reported by Blanchard 
and Perotti (2002). As discussed above, those estimates were based both on their 
assumed elasticity of tax revenue to output and on their unusual way of computing 
multipliers. Barro and Redlick (2011) estimate multipliers around –1.1. It may be 
that their use of various approximations and constraints on dynamics account for 
their smaller estimate. On the other hand, Mountford and Uhlig’s (2009) estimates 
using sign restrictions are –5.

In contrast, the New Keynesian DSGE model estimates are much lower. Panel B 
of Table 2 shows that most New Keynesian model estimates yield multipliers that are 
below 1 in absolute value. Thus, there is a conflict between the narrative-based time 
series estimates and the New Keynesian estimates.

There is a small literature on whether tax multipliers differ by the state of the 
economy. So far, this literature offers fairly uniform answers. Eskandari (2015) and 
Demirel (2016) find, using the Romer and Romer (2010) narrative tax shocks, that 
tax multipliers are greater during times of low unemployment than times of high 
unemployment. Alesina, Azzalini, Favero, Giavazzi, and Miano (2018) also find 
higher multipliers in expansions using their narrative of fiscal plans across OECD 
countries. These results are consistent with the one New Keynesian analysis of this 
issue using the dynamic stochastic general equilibrium approach. Sims and Wolff 
(2018b) obtain estimates of tax multipliers that are procyclical: for example, their 
capital tax multiplier is 1 in recessions and almost 2 in expansions.

There has been very little work on the aggregate effects of transfers. Romer and 
Romer (2016) used changes in Social Security benefit increases to study the effects 
on macroeconomic variables. They found that permanent increases in benefits led 
to a roughly equal rise in consumption in the short-run, but the effect dissipated 
quickly. Temporary increases in benefits had no significant effect on aggregate 
consumption. Coenen et al. (2012) studied general transfers and directed transfers 
across the various New Keynesian DSGE models used at policy institutions. They 
found that general transfers had multipliers between 0.2 and 0.6, with the higher 
ones occurring with monetary accommodation. In contrast, targeted transfers (to 
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Table 2 
Estimates of Tax Change Multipliers Using Aggregate Data, No State Dependence 
(† denotes multipliers computed using the cumulative actual response of tax revenues or 
deficits in the denominator)

Method/Sample

Largest cumulative 
multiplier within first 

5 years Comments

A: Time Series Methods
Mountford and Uhlig (2009), SVAR with sign restrictions, 
US data –5†

Romer and Romer (2010), narrative series of tax changes 
unrelated to current economy, US data, 1950 to 2007, 
dynamic single equation model or VAR –2.5 to –3

The output effects 
take time to build.

Barro and Redlick (2011), historical annual US data, tax rate 
shocks. –1.1

Mertens and Ravn (2013, 2014), refinement of Romer and 
Romer series used in a proxy SVAR –2.5 to –3†

The peak output 
effects occur in the 
first 18 months.

Cloyne (2013), narrative, UK –2.5

Hayo and Uhl (2013), narrative, Germany –2.4

Guajardo, Leigh, and Pescatori (2014), 17 OECD countries, 
1978–2009, narrative taxed-based consolidations –3

Riera-Crichton, Vegh, and Vuletin (2016), narrative analysis 
of fiscal consolidations in 15 industrialized countries from 
1980 to 2009, with focus on VAT rate changes –3.5

Alesina, Azzalini, Favero, Giavazzi, and Miano (2018), nar-
rative analysis of austerity plans, 16 OECD economies from 
1978 to 2014, taxed-based consolidations
  Based on static primary surplus
  Based on actual response of primary surplus

–1 to –1.6
–2.3 to –3.7†

B: Estimated New Keynesian DSGE models

Coenen et al. (2012), large-scale macro models used by 
central banks and IMF, United States, and Europe. Two-year 
cuts in tax, no monetary accommodation
  Consumption tax
  Labor tax
  Corporate income tax

–0.2 to –0.4
–0.2 to –0.4
0 to –0.15

Zubairy (2014)
  Labor tax
  Capital tax

–0.7 to –1
–0.2

Sims-Wolff (2018b), medium scale New Keynesian DSGE 
model that allows for higher-order terms.
  Consumption tax
  Labor tax
  Capital tax

–0.6
–1

–1.5

Steady-state 
multipliers

Note: SVAR is structural vector autoregression. VAR is vector autoregression. VAT is value added tax. 
DSGE stands for dynamic stochastic general equilibrium.
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households that were financially constrained) yielded multipliers as high as 2 in 
some models when there was monetary accommodation.

In sum, most time series estimates of tax rate change multipliers indicate that 
they are very large, at least –2 to –3. This contrasts with the results from estimated 
New Keynesian dynamic stochastic general equilibrium, where the multipliers 
(in absolute value) are typically below 1 and never higher than 1.5. There is not 
much aggregate time series evidence for sizeable multipliers for temporary trans-
fers, though calibrated New Keynesian models suggest they can be high if they are 
targeted and if monetary policy is accommodative. 

Multiplier Estimates Based on Subnational Data
One of the important innovations in the fiscal multiplier literature, as mentioned 

earlier in this paper, has been the application of applied microeconomics-type iden-
tification methods to the estimation of parameters of use for macroeconomics. 
These include studies of panels or cross-sections of US states or provinces in other 
countries, as well as household-level estimates of marginal propensities to spend out 
of temporary transfers.

Chodorow-Reich (forthcoming) summarizes the panel and cross-section 
multipliers from individual studies, so I refer the reader to his tables. Many of the 
subnational multipliers for government purchases, temporary tax rebates, and 
transfers lie between 1.5 to 2. Thus, they tend to be higher than the aggregate-level 
estimates of multipliers. 

As noted earlier, subnational multipliers are not the same as aggregate multi-
pliers. The relationship between subnational multipliers and aggregate multipliers 
depends on many features, including how the spending is financed, whether there 
are spillovers across regions, whether there is a currency union, and whether the 
aggregate economy is at the zero lower bound. For discussion of some of the theo-
retical considerations when drawing implications from subnational multiplier 
estimates to aggregate estimates, see Nakamura and Steinsson (2014), Farhi and 
Werning (2016), and Chodorow-Reich (forthcoming). In some instances, the subna-
tional multipliers are expected to be higher than the aggregate multipliers, whereas 
in other instances they are expected to be lower. There is no general rule. Dupor 
and Guerrero (2017) conduct an empirical investigation in which they directly 
compare estimates based on a state-level panel to those obtained when the state 
data are aggregated to the national level. They obtain similar multiplier estimates 
across the two datasets, though quite low, between 0 and 0.5.

Multipliers in the Wake of the Financial Crisis 
A number of researchers and commentators have argued that the effects of the 

stimulus from the American Recovery and Reinvestment Act of 2009 and the subse-
quent fiscal consolidations in European countries were much larger than indicated 
by multipliers during average times. A common theme is that the high unemploy-
ment rates and lower bound on interest rates combined to raise the multipliers. But 
as shown in the previous sections, there is no robust evidence of higher multipliers 
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during recessions or times of slack, for either spending or taxes. In fact, all studies 
of state dependence for tax multipliers find higher multipliers during expansions. 
However, there is evidence from historical periods in the United States and from 
Japan, as well as from New Keynesian models, that multipliers can be higher than 
one during periods of monetary accommodation such as the zero lower bound on 
interest rates. Thus, it is possible that multipliers could have been higher after the 
financial crisis.

Consider first the fiscal consolidations in Europe, aimed at reducing govern-
ment deficits and debt. Blanchard and Leigh (2013, 2014) presented evidence 
that countries that implemented bigger fiscal consolidations grew more slowly 
than forecasted by the IMF and other organizations. They concluded that the 
models used by forecasters assumed values of multipliers that were too small. 
Górnicka, Kamps, Koster, and Leiner-Killinger (2018) gathered data on the fore-
casters’ assumed values of multipliers and found that they were very low, around 
0.25. They then calculated that the “true” multipliers were higher, though they 
never exceeded one. 

The conclusions of Górnicka et al. (2018) are consistent with some other anal-
yses of the size of multipliers in the European fiscal consolidations. For example, 
Alesina, Favero, and Giavazzi (2019) use their narrative dataset of fiscal consolida-
tion plans across OECD countries to study whether fiscal multipliers were greater 
in the immediate post-financial crisis years. They find no evidence that multipliers 
were greater. At this point, the evidence does not suggest that multipliers were 
larger than normal for the fiscal consolidations in Europe.

The American Recovery and Reinvestment Act (ARRA) of 2009 was the leading 
stimulus program in the US economy. This program was a mix of spending and 
transfers to states and individuals. As Table 3 shows, none of the New Keynesian 
DSGE models find multipliers above 1 for this program, with the exception of one 
experiment by Coenen et al. (2012) that included two years of monetary accommo-
dation. While interest rates were indeed at the zero lower bound during those years, 
Swanson and Williams (2014) present evidence that yields on one- and two-year 
Treasury bills were unconstrained from 2008 to 2010, “suggesting that monetary 
policy and fiscal policy were about as effective as usual during this period.” 

In contrast, the cross-state estimates of the effects of the American Recovery 
and Reinvestment Act are typically much higher. Chodorow-Reich (forthcoming) 
presents an extremely valuable standardization and synthesis of the leading esti-
mates of the effects of the stimulus act on job creation across US states. This 
literature emphasizes employment effects, mainly because the employment data 
have less measurement error than gross state product. These estimates are based 
on strong applied microeconomic methods. His cross-state natural experiment 
estimates indicate multipliers from 1.7 to 2 for gross state product and $50,000 
per job-year created. Building on Farhi and Werning’s (2016) theoretical analysis, 
Chodorow-Reich (forthcoming) argues that these subnational multipliers are lower 
bounds on the national multipliers during a liquidity trap. Thus, he argues that the 
multiplier from the American Recovery and Reinvestment Act was at least 2. 
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But there is reason to suspect that the state-level estimates of the effects of the 
American Recovery and Reinvestment Act presented by Chodorow-Reich (forth-
coming) are probably overestimates for the national-level multipliers. His cross-state 
estimates answer one question: “How much extra employment was induced in the 
average state by each $1 of ARRA spending by the federal government?” But the ques-
tion relevant for the aggregate effects is a different one: “How much extra aggregate 
employment was generated by each $1 of government spending induced by ARRA spending 
by the federal government?” Chodorow-Reich uses per capita values of spending and 
employment in each state, and his cross-state estimates give equal weight to North 
Dakota and California, which is fine for answering the first cross-state question. But 
if there is heterogeneity in the treatment effects, the estimates will not give estimates 
that are nationally representative.4 The data need to be weighted by population or 
in some other way to obtain nationally representative results. A second issue is that 
Chodorow-Reich’s measure of spending is federal ARRA spending, which again is 
appropriate for measuring the first cross-state question. However, ARRA spending 
stimulated state and local spending more than dollar for dollar (Leduc and Wilson 

4  Most of the literature using cross-sectional estimates has used per capita estimates and has not weighted 
the estimates. However, Dupor and Mehkari (2016) started weighting the estimates and discovered 
that weighted estimates of the American Recovery and Reinvestment Act of 2009 are much lower than 
unweighted estimates.

Table 3 
Multipliers for the American Recovery and Reinvestment Act (ARRA)

Method/Sample

Peak cumulative 
multipliers within 

first 5 years Comments

Cogan et al. (2010) 0.6 to 0.7

Coenen et al. (2012), large-scale macro models used by 
central banks and IMF, US, and Europe
  No monetary accommodation
  1 year monetary accommodation
  2 years monetary accommodation

0.3 to 0.5
0.4 to 0.6
0.5 to 1.8

From figure 7. These are 
the peak instantaneous 
multipliers.

Drautzburg and Uhlig (2015), medium-scale New 
Keynesian DSGE model, with ZLB, credit constraints 0.5

Multipliers become negative 
in the long run because of 
the necessary increase in 
taxation.

Chodorow-Reich (forthcoming), based on cross-state 
estimates and theoretical arguments about the relationship 
between subnational and national multipliers at the ZLB.
  Gross State Product multiplier
  Cost per job year

1.7 to 2
2 job-years per 

$100K

Note: ZLB is zero lower bound. 
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2017). Thus, multipliers that use only the ARRA transfers to the states will overesti-
mate the multiplier per dollar spent across all levels of government. 

Table 4 shows the effects of adjusting the employment response estimates to 
make them more suitable for answering the question about aggregate effects of 
federal government spending. The first row shows Chodorow-Reich’s (forthcoming) 
preferred estimates, which use all three of the leading instruments for estimating 
cross-state effects of the American Recovery and Reinvestment Act: Medicaid 
formulas, Department of Transportation formulas, and a combination of multiple 
agency formulas. The estimates are for job-years created for each $100,000 of ARRA 
spending. Thus, the estimate of 2.01 implies that each $100,000 of ARRA spending 
creates two job-years of employment. The second row of Table 4 shows the results of 
my re-estimating Chodorow-Reich’s model (using his replication files) but weighting 
by initial state population (in December 2008) to make the estimates representative 
of national data. The point estimate falls to 1.15 and the standard error is higher at 
0.72. The third row of Table 4 shows the estimates when spending across the levels of 
government are substituted for the ARRA spending. Here, I use the Chodorow-Reich 
combination of instruments, and I weight by initial state population. The jobs multi-
plier estimate is now 0.89 with a standard error of 0.45. Chodorow-Reich’s method 
for converting jobs multipliers to output multipliers is nearly one-for-one, so the 0.89 
estimate also implies an output multiplier around 0.9. Thus, once the cross-state 
estimates are made nationally representative and include all spending, they look very 
much like the aggregate estimates and lie below unity. 

Two important caveats about these adjusted estimates are in order. First, 
reweighting by population gives very large influence to just a few of the 50 states. 
Second, the great instrument relevance in Chodorow-Reich’s analysis disappears 
once I add state and local spending to American Recovery and Reinvestment Act 
spending. In other words, the instruments that are so good at explaining ARRA 
spending are not very good at explaining total government spending in the state. 

Table 4 
Conversion of Chodorow-Reich Estimates to Nationally Representative Estimates

Cumulative employment multiplier estimates
(number of job-years created per $100K 

of ARRA spending)

Chodorow-Reich (forthcoming) headline estimates  
  (his table 1, column 4)

2.01
(0.59)

Weighted estimates  
  (using December 2008 population of state)

1.15
(0.72)

Weighted estimates based on total spending, 
   including induced spending by states

0.89
(0.45)

Note:  ARRA is American Recovery and Reinvestment Act. Estimates presented in the last two rows are the 
author’s estimates, based on Chodorow-Reich’s programs and data in his forthcoming paper. See the text 
and online appendix for more detail and programs.
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Thus, it appears that the natural experiments exploited by the ARRA literature are 
rich enough to answer questions about the effects of ARRA spending on a cross-
state basis, but not to answer questions about the aggregate effects of government 
spending induced by the ARRA.

In sum, a number of commentators and researchers have argued that multi-
pliers may have been higher than usual after the financial crisis. I interpret most of 
the evidence at this point as suggesting that they were not higher than usual. 

Conclusion

The fiscal literature has made tremendous progress in the ten years since the 
start of the global financial crisis. The range of estimates for average fiscal multi-
pliers has been reduced considerably, particularly for government purchases. On 
average, government purchases multipliers are likely to be between 0.6 and 1. Narra-
tive-based time series estimates point to tax rate change multipliers between –2 and 
–3, though these are significantly greater in magnitude than those predicted by 
New Keynesian DSGE models. However, there is still ongoing debate about specific 
contexts, such as the size of fiscal multipliers during “bad” times and the effects of 
other characteristics, such as exchange rate regimes.

Across industrialized countries, most of the temporary stimulus packages 
enacted from 2007 to 2009 in response to the global financial crisis took the form of 
transfer payments or lump-sum tax rebates (Oh and Reis 2012). Policymakers were 
“flying blind” in that they had little research to guide them at that time. Had they 
known then some of the results now emerging from the literature, they might have 
fashioned the stimulus packages differently, perhaps relying more on tax rate cuts 
and less on expenditures. 

I believe the literature would benefit from progress in three main areas. First, 
the literature needs to catch up to the current policy discussions by focusing more 
on the short-run and long-run effects of infrastructure investment. The few studies 
at the aggregate and subnational levels suggest that these multipliers can be very 
large in some contexts (for example, Leduc and Wilson 2013). Second, researchers 
need to be careful about their implementation decisions. Seemingly small changes, 
such as how multipliers are actually calculated, can make a big difference. Finally, 
researchers should continue to innovate along the lines they have pursued in the 
last ten years, exploiting new datasets, extending theoretical models, and improving 
estimation techniques. As part of this innovation, researchers should continue to 
analyze the link between micro estimates and aggregate effects.

■ I am grateful for helpful comments from Alberto Alesina, Gabriel Chodorow-Reich, Martin 
Eichenbaum, Carlo Favero, Mark Gertler, Francesco Giavazzi, Gordon Hanson, Daniel Leff 
Yaffe, Karel Mertens, Maury Obstfeld, Timothy Taylor, Linda Tesar, Sarah Zubairy, and 
participants at the July 2018 NBER Conference “Global Financial Crisis @10.”
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S ince US government debt as a fraction of GDP reached a trough in the 
mid-1970s, it has been on a generally upward trajectory. As shown in Figure 1, 
it is now approaching levels not reached since World War II, and is projected 

to continue to increase significantly over the coming decade (Congressional 
Budget Office 2018, table 4.1). This is largely the result of a secular expansion of 
government spending—in particular, mandatory spending programs such as Social 
Security, Medicare, and Medicaid (as discussed in Blahous 2013)—with tax revenue 
not rising as rapidly. Between 1968 and 2017, spending on these three categories as 
a share GDP increased by an average annual rate of 2.4 percent, while tax revenue  
as a share of GDP grew by an average annual rate of 0.16 percent (based on Congres-
sional Budget Office 2018, tables E.1 and E.5).

The United States is not alone. Advanced economies as a group have experi-
enced a long-term increase in government debt to GDP, with France and Germany 
singled out as examples in Figure 2. The increase in government debt in most of 
these countries is also the result of tax revenue not keeping pace with the expansion 
of government spending. For example, between 1972 and 2016, central government 
tax revenue as a share of GDP increased in France, in Germany, and, more broadly, 
in the Organisation for Economic Cooperation and Development countries (based 
on World Bank data). 

Rising Government Debt: Causes and 
Solutions for a Decades-Old Trend

■ Pierre Yared is a Professor of Business at Columbia Business School and a Director of the 
Richard Paul Richman Center for Business, Law, and Public Policy at Columbia University, 
New York, New York. His email address is pyared@columbia.edu.
† For supplementary materials such as appendices, datasets, and author disclosure statements, see the 
article page at
https://doi.org/10.1257/jep.33.2.115	 doi=10.1257/jep.33.2.115

Pierre Yared

mailto:pyared@columbia.edu


116     Journal of Economic Perspectives

Large debt buildups can eventually lead to diminished economic activity, either 
by crowding out private capital investment or by forcing an increase in distortive 
taxes and a decrease in public investment to facilitate repayment.1 Moreover, a 
government carrying such a high debt load may be constrained in responding to 
future catastrophes, such as financial crises, natural disasters, or wars (see Obst-
feld 2013; Battaglini and Coate 2016; Romer and Romer 2018). In extreme cases, 
the result is default through explicit debt repudiation or inflation. There are many 
historical cases of default in advanced economies (Reinhart, Reinhart, and Rogoff 
2015). The costs of default include increased stress on financial institutions, lower 
international financing for domestic firms, and decreased export market access (for 
discussion, see Borensztein and Panizza 2008; Hébert and Schreger 2017 and the 
references cited therein).

Has the rise in government debt over the past four decades served a socially 
beneficial purpose that would compensate for the risks of the added debt burden? 
In the first part of this article, I review normative macroeconomic theories in 
which government debt serves three possible functions: it can facilitate tax-
smoothing, provide a safe asset, or sustain dynamic efficiency. I argue that, while 
the increased debt in certain periods may have been an optimal response to specific 

1 For an analysis of the empirical relationship between economic growth and public debt, see Reinhart, 
Reinhart, and Rogoff (2012) in this journal and Eberhardt and Presbitero (2015). 

Figure 1 
Gross Debt of the US Government 
(percent)

Source: Government debt to GDP is gross central government debt as a percentage of GDP from Reinhart 
and Rogoff (2011) for 1790–2010, updated for 2011–2017, with the growth rate in debt to GDP from the 
International Monetary Fund.
Note: I focus on gross central government debt as this measure is available for the broadest cross-section 
of advanced economies. But for the United States, all empirical observations in the paper are robust to 
replacing this gross measure with federal debt held by the public.
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macroeconomic shocks, the broad-based long-run trend in debt accumulation seems 
inconsistent with these theories of optimal government debt policy.

I then review political economy theories of government debt. I argue that an 
increasingly older population, rising political polarization, and rising electoral uncer-
tainty can explain the long-run trend in government debt across advanced economies. 
A resonating theme of these political economy theories is the time-inconsistency of 
government policy. Current governments want to be fiscally irresponsible, while simul-
taneously hoping that future governments will be fiscally responsible. 

Thus, governments across the world have adopted fiscal rules—such as 
mandated deficit, spending, or revenue limits—to curtail future increases in govern-
ment debt. In 2015, 92 countries had fiscal rules in place, a dramatic increase from 
1990, when only seven countries had them (Lledó, Yoon, Fang, Mbaye, and Kim 
2017). Fiscal rules must balance commitment not to overspend with flexibility to 
react to shocks. In the final part of this article, I describe some recent research 
on the optimal design of fiscal rules, elucidating the commitment-versus-flexibility 
tradeoff in theory and in practice. This discussion touches on how rules should be 
conditioned on public information, how they should be enforced, how they should 
be applied at a supranational level, whether they should feature escape clauses, and 
whether they should be based on fiscal policy tools or targets.

Figure 2 
Government Debt in Advanced Economies
(percent)

Source: Government debt to GDP is gross central government debt as a percentage of GDP from Reinhart 
and Rogoff (2011) for 1960–2010, updated for 2011–2017 with the growth rate in debt to GDP from 
International Monetary Fund. GDP is from Feenstra, Inklaar, and Timmer (2015) for 1960–2014, and 
the 2014 GDP weight is assigned to 2015–2017. 
Note: The sample of advanced economies is a balanced panel which includes Australia, Austria, Belgium, 
Canada, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Italy, Japan, Netherlands, New 
Zealand, Norway, Portugal, Spain, Sweden, Switzerland, United Kingdom, and United States. The line for 
advanced economies (excluding the US) represents the GDP-weighted average for each observation year. 
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Optimal Government Debt Policy

Behind any theory of optimal government debt lurks the Ricardian equiva-
lence proposition (Barro 1974). This proposition states that the level of government 
debt is irrelevant and has no effect on real economic activity because government 
borrowing can be undone by private actors. For example if the government cuts 
taxes and borrows today, the private sector anticipates a tax increase in the future 
by the government that needs to repay the debt. As a consequence, the private 
sector uses the tax cut today to save through government bonds to finance a higher 
future tax burden, and the government’s decision to borrow more has no effect on 
consumption, labor, and capital investment decisions.

Ricardian equivalence requires three strong conditions that do not hold in 
practice. First, it assumes that raising tax revenue entails no deadweight loss, which 
is why the timing of revenue-raising does not directly distort consumption, labor, 
or capital investment decisions. Second, households and firms are assumed to be 
financially unconstrained and can thus borrow and lend freely at the same terms 
as the government. Finally, households and firms care about the level of taxes infi-
nitely far into the future. I now turn to theories of optimal government debt that 
relax each of these three conditions and consider whether any of them can justify 
the overall pattern of rising government debt.

Tax-Smoothing: Unanticipated and Anticipated Fiscal Needs
The tax-smoothing argument is the most widely used theory of optimal govern-

ment debt. If lump-sum taxes are ruled out so that raising tax revenue distorts 
economic decisions, whereas selling government bonds does not, then government 
debt allows the government to smooth the deadweight loss from raising tax revenue 
across time (for early examples, see Barro 1979 and Lucas and Stokey 1983; for 
recent examples, see Bhandari, Evans, Golosov, and Sargent 2017 and the refer-
ences cited therein). However, the logic of this argument plays out differently if the 
fiscal needs are unanticipated versus anticipated. Let’s discuss both cases. 

The tax-smoothing argument suggests that a government facing unanticipated, 
temporary spending needs should respond optimally by increasing government 
debt. The logic is that financing these needs through immediate revenue-raising 
would be more costly for the economy in the short-term, and so it is better to issue 
debt to spread these costs into the future, when fiscal needs are lower. 

It’s easy enough to think of several unanticipated temporary fiscal needs that 
have caused government debt to increase across advanced economies. The global 
financial crisis, which started in 2007, put downward pressure on government 
revenues and upward pressure on the potential benefits of fiscal stimulus. In the 
United States, gross central government debt as a fraction of GDP increased from 
64 percent in 2007 to 90 percent in 2010. During the same time frame, government 
debt to GDP in the euro area also increased, not only in countries heavily affected 
by the crisis such as Greece, Ireland, Italy, Portugal, and Spain, but also in countries 
less affected such as Germany and France (based on data in Reinhart and Rogoff 
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2011). Prior to the global financial crisis, the unanticipated wars in Afghanistan 
(2001–present) and Iraq (2003–2011) contributed to rising US government debt. 
US military spending as a fraction of GDP increased from 2.9 percent in 2000 to 3.8 
percent in 2007 (based on World Bank data). 

But while unanticipated temporary fiscal needs resulting from the global finan-
cial crisis and war can explain some of the increase in US debt in certain periods, 
they cannot explain either the long-term trend in government debt since the mid-
1970s across advanced economies or the projected rise in the future. 

Can a combination of tax-smoothing theory and anticipated fiscal needs explain 
the long-term trend in public debt? The difficulty here is that, according to tax-
smoothing theory, a government facing rising future fiscal pressures should pay down 
a larger portion of the debt in the present so as to alleviate forecasted fiscal strain.

Across advanced economies, the reduction in fertility rates and the extension of 
life spans have increased the elderly population, which in turn is leading to a long-
term rise in fiscal pressures. In the sample of advanced economies used for Figure 2, 
the share of the population aged 65 and older has doubled, rising from 9.3 percent in 
1960 to 18.5 percent in 2015 (based on data from the United Nations). Government 
spending on programs to assist the elderly have risen accordingly. Between 1980 and 
2015, cash benefits to the elderly as a fraction of GDP across the OECD increased 
from 4.6 percent to 6.6 percent (as reported in the OECD “Social Expenditure Data-
base”). In the United States, Social Security spending as a fraction of GDP increased 
from 2.6 percent in 1968 to 4.9 percent in 2017, while Medicare spending as a fraction 
of GDP during that time increased from 0.6 percent to 3.7 percent (Congressional 
Budget Office 2018, table E.5). This increase in mandatory spending was anticipated 
by historical US government forecasts which, on average, predicted larger increases 
than were realized (Congressional Budget Office 2017, table 2).

Rising government spending driven by promised payments to the elderly is 
likely to continue. These future commitments dwarf on-balance-sheet government 
debt. Hamilton (2014, table 5) estimates that in 2012, future Social Security and 
Medicare obligations were 4.8 times the size of on-balance-sheet debt. The Euro-
pean Central Bank (Lojsch, Rodríguez-Vives, and Slavík 2011, tables 4 and 11) 
estimates that in 2007, future pension entitlements in the euro area were five times 
the size of on-balance-sheet debt. 

In the face of these well-anticipated demographic changes, tax-smoothing 
theory would have prescribed a general decumulation—not accumulation—of 
government debt during the past several decades. Moreover, tax-smoothing theory 
would have predicted lower debt accumulation in countries anticipating greater 
strain due to an aging population. Nevertheless, the cross-sectional data illustrated 
in Figure 3 shows the opposite: countries experiencing a greater increase in popu-
lation aging, such as Japan, have accumulated more debt as a percentage of GDP 
than those experiencing a lower demographic strain, such as Canada. In sum, the 
long-term secular trend in government debt accumulation in the United States 
and across advanced economies cannot reflect an optimal policy response to either 
unanticipated or anticipated fiscal needs. 
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Safe Asset Provision 
A second theory of optimal government debt considers the role of public 

debt when the private sector cannot borrow or lend freely at the same terms as 
the government (for early examples, see Woodford 1990; Aiyagari and McGrattan 
1998; Holmström and Tirole 1998; for  recent examples, see Azzimonti and Yared 
forthcoming and the references cited therein). This theory builds on the fact 
that governments can borrow more cheaply than the private sector. As a result, 
when the government issues bonds, it slackens financial constraints on borrowers 
who now receive additional resources from the government (through tax cuts or 
government loans). In addition, the safe asset provision theory suggests that if 
financial constraints become tighter, an optimal policy response increases public 
debt to counteract the shrinking supply of safe assets for creditors, while simul-
taneously providing more liquidity to increasingly constrained borrowers. The 
safe asset role of optimal debt arises in various contexts: in the aftermath of the 
global financial crisis, during financial deregulation, under changing income 
risk, and during rising cross-border capital flows. I now examine whether these 

Figure 3 
Change in Government Debt and Change in Elderly Population
(percentage point change)

Source: See Figure 2 for the government debt to GDP data source. Percent of population aged 65 and 
over is from the United Nations. 
Note: The sample represents advanced economies, and is the same as for Figure 2. The regression 
represented by the fitted line yields a coefficient of 11.85 (standard error = 2.38), N = 22, and R2 = 0.55. 
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considerations in the context of the safe asset provision theory can justify the 
observed long-term trend in government debt in advanced economies.2 

For example, the safe asset provision theory can certainly offer a justification 
for the increase in public debt in response to the global financial crisis. However, in 
the previous decades from 1980 and 2007, financial conditions did not tighten, but 
in general loosened through a global process of financial deregulation (for discus-
sion, see Philippon and Reshef 2012). This deregulation came hand in hand with an 
increase in private sector leverage. The US economy, for example, saw household 
debt as a percent of income rise from 62 percent in 1980 to 123 percent in 2007 
(Ahn, Batty, and Meisenzahl 2018). The safe asset provision theory suggests that 
such a relaxation of financial constraints should have been met with a decrease, as 
opposed to an increase, in public debt.

The safe asset provision theory also suggests that public debt should increase 
in response to rising income risk, because households and businesses facing greater 
income risk develop a stronger precautionary motive to save, driving down interest 
rates. The optimal policy response increases the supply of public debt to satisfy the 
increased demand for safe assets, as Azzimonti, de Francisco, and Quadrini (2014) 
illustrate in a quantitative model.

But evidence from US administrative data suggests that household income 
risk actually declined in the decades after 1980 (for example, Sabelhaus and Song 
2010; Guvenen, Ozkhan, and Song 2014), while business-level analyses of trends 
in risk have found mixed results (for example, Comin and Philippon 2005; Davis, 
Haltiwanger, Jarmin, and Miranda 2006 and the references cited therein). From 
this perspective, the safe asset provision theory thus offers little support for an 
increase in public debt. 

The safe asset provision theory also applies in the context of the dramatic 
expansion of cross-border flows in the last four decades, a response to the reduc-
tion of international barriers in trade and finance. This trend accelerated in the 
aftermath of the Asian financial crisis of 1997 and the introduction of China 
into the World Trade Organization in 2001, when many nations began substan-
tially increasing their US dollar reserves. The ensuing large capital inflows into 
advanced economies—a phenomenon known as the “global saving glut”—led to a 
deterioration of net foreign asset position for some advanced economies and to a 
decline in global interest rates (Bernanke 2005). For example, between 1995 and 
2015, US net foreign assets decreased from –5 percent of GDP to –42 percent of 
GDP (based on data from Lane and Milesi-Ferretti 2018).

2 For this discussion, I am implicitly considering the implications for an economy with heterogeneous 
households consisting of borrowers and lenders. An alternative approach considers hand-to-mouth 
homogeneous households in an open economy. Because the government’s objective in this case is to 
smooth private consumption over time through taxes and transfers matched with fluctuating government 
borrowing from abroad, the analysis of this environment is isomorphic to a tax-smoothing framework. 
For further discussion on the isomorphism between tax-smoothing and consumption-smoothing frame-
works, see Barro (1979) and Aiyagari, Marcet, Sargent, and Seppälä (2002).
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From the perspective of safe asset provision theory, the optimal policy response 
to greater globalization and capital inflows is ambiguous. These phenomena should 
reduce the cost of public borrowing for two reasons: 1) an increase in asset demand 
by foreigners reduces interest rates and the cost of issuing public debt; and 2) global-
ization expands the market for safe assets, thereby reducing the marginal interest 
rate response to additional public debt issuance. But on the other side, additional 
borrowing by the domestic private sector (in response to lower interest rates) means 
that domestic borrowers suffer more from marginal interest rate increases induced 
by higher public debt.3

Beyond this theoretical ambiguity, there are other reasons that the long-term 
trend in public debt across advanced economies does not appear to be an optimal 
policy response to globalization. First, government debt in advanced economies 
had been on an upward trajectory well before the onset of the global saving glut 
in the late 1990s, as shown earlier. Second, prior to the late 1990s, the degree of 
cross-border public debt holdings had been relatively stable, suggesting that the 
globalization of public debt markets was limited up until that point. For example, 
in the case of the United States, the fraction of government debt that was held by 
foreigners remained around 15 to 20 percent between 1980 and 1995 and increased 
significantly thereafter, reaching 46 percent in 2009 (Aizenman and Marion 2011, 
figure 7). Finally, the safe asset provision theory would predict that, all else fixed, 
smaller countries respond to globalization by increasing public debt proportion-
ately more than larger countries, because globalization decreases the interest rate 
response to debt issuance by more for small countries. However, the relationship 
between country size and debt issuance for advanced economies during this period 
is actually positive: in the advanced economy sample from Figure 2, the change 
in debt to GDP from 1980 to 2017 has a correlation of 0.41 with (the log of) 1980 
GDP. Two large economies with especially large increases in their public debt-to-
GDP ratios over this time are the United States and Japan. 

Dynamic Efficiency
A final theory, less explored in the research literature, considers the role of 

public debt when the private sector does not internalize the effect of fiscal policy 
infinitely far into the future (for example, Diamond 1965; Blanchard 1985). In 
such an environment, older households do not face the future tax cost of issuing 
government debt today, because any taxes will be repaid by future generations. 
As a consequence, an increase in government debt tilts the lifetime consumption 
profile towards older generations, while also increasing interest rates and crowding 
out capital investment. Under some conditions, the possibility of a bubble in 

3 The three channels highlighted here, together with an ambiguous optimal policy response, emerge if 
one extends the two-period model of Azzimonti and Yared (2017) by introducing foreign asset demand 
(details available upon request). Azzimonti, de Francisco, and Quadrini (2014) also illustrate the second 
channel in a model with symmetric countries individually choosing policy. Another approach to this 
question additionally considers the risk of default and inflation by the government (for example, see 
Farhi and Maggiori 2018).
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government debt arises, whereby one generation is willing to hold government debt 
purely because future generations are also expected to do so.

From this perspective, if an economy is dynamically inefficient and has overac-
cumulated capital, increasing government debt can be optimal. Inefficient capital 
overaccumulation can emerge in equilibrium when agents have finite horizons, 
in which case a bubble in government debt can improve welfare (for discussion, 
see Tirole 1985). However, there is no evidence of capital overaccumulation in 
the United States or advanced economies in the post-World War II  period (Abel, 
Mankiw, Summers, and Zeckhauser 1989).4 

Political Economy Forces behind Rising Government Debt

The absence of a clear normative reason for the trend in government debt 
across advanced economies suggests that political forces are behind this pattern. In 
this section, I review political economy theories of government debt, with a focus 
on rational theories driven by political self-interest. I argue that, over the past four 
decades, changes in specific political factors can explain the long-run trajectory of 
government debt.5

In theoretical terms, the political factors that I describe imply that a govern-
ment behaves similarly to an agent with present-biased and dynamically inconsistent 
preferences, which economists often analyze using a hyperbolic discounting model 
(for example, Laibson 1997). In the context of fiscal policy, quasi-hyperbolic pref-
erences imply that the government at a given date t weighs periods {t, t + 1, t + 2, …} 
according to discount factors {1, βδ, βδ2, …}, for some time preference factor δ ∈ (0, 1) 
and present bias β ∈ (0, 1). This creates a familiar problem of dynamic inconsistency. 
Consider the weight the government assigns to date t + 2 relative to date t + 1. From 
the perspective of date t, this weight is (βδ2)/(βδ) = δ, but from the perspective of 
date t + 1, this weight is βδ < δ. Thus, a government subject to present bias will always 
want to apply the discount factor δ to future time periods, in line with what is socially 
optimal. However, when those time periods actually arrive and become the present, the 
present bias β becomes relevant. The government becomes like a person who always 
wants to start exercising or eating healthier tomorrow, but never wants to start today.

In fiscal policy, any political factor that amplifies the present bias results in 
larger deficits (from higher spending or lower taxes) and changes the long-term 
trend in government debt. In addition, a government with this kind of present bias 

4 Geerolf (2018) reaches the same result when applying the methodology of Abel, Mankiw, Summers, 
and Zeckhauser (1989) to more recent US data. Using a different methodology and data, however, this 
work finds less-strong evidence in favor of dynamic efficiency.
5 In contrast to rational theories, “fiscal illusion” theory emphasizes voters’ behavioral biases and their 
potential inability to understand the long-term costs of deficits (for example, Buchanan and Wagner 1977). 
This theory does not lead voters to demand commitment devices, such as the fiscal rules discussed in the 
next section. Moreover, it is not clear whether the time-series and cross-country patterns in behavioral 
biases—to the extent these could be measured—would explain the empirical evidence on public debt.
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will recognize that it would like to be more patient in the future, but will probably 
be unable to do so, and thus will be interested in implementing fiscal rules as a 
commitment device (as discussed in the next main section of this paper). Examples 
of fiscal policy applications that make use of quasi-hyperbolic preferences include 
Aguiar and Amador (2011) and Halac and Yared (2014, 2018a, 2019).

In the next subsections, I describe several political factors that provide a 
microfoundation for the present bias and the dynamic inconsistency of govern-
ment preferences. I document how these factors have evolved and offer an 
explanation for the long-run trend in government debt. I focus here on long-
run considerations and ignore variation in present bias over the political business 
cycle. For a starting point in that literature, see Ales, Maziero, and Yared (2014, 
and the references cited therein).6

Aging and Heterogeneous Discounting
Households differ in how much they weigh the present relative to the future. 

These differences can be the result of demographics, with older households caring 
less about the future than younger households. This is consistent with survey 
evidence on intergenerational differences in policy preferences, with younger 
households placing a larger value on fiscal responsibility than older households 
(Parker 2012; Wolter, Hansen, Campbell, and Ansolabehere 2013). In a political 
environment in which policy is chosen sequentially without commitment, as is 
common in a representative democracy that has not imposed long-term fiscal rules 
on itself, this heterogeneity implies a present bias together with dynamically incon-
sistent preferences for the government.

Conceptually, heterogeneity in discount rates means that impatient house-
holds wield disproportionate influence in policymaking in the present period. If 
commitment were possible, impatient households would agree in advance to allow 
the patient households to have more political influence in the future, because those 
households value the future more. However, nothing can stop impatient house-
holds from also deciding to influence policy when later time periods become the 
present. Jackson and Yariv (2014, 2015) formalize this idea and show that with 
any heterogeneity in preferences, every nondictatorial aggregation method that 
respects unanimity must be time-inconsistent; moreover, any such method that is 
time-separable must lead to a present bias.

This theory suggests that the greater fraction of old impatient households rela-
tive to young patient households, the more shortsighted is the government, the larger 

6 Alesina and Passalacqua (2016) offer a survey of the literature on the political economy of public debt. 
Even in the absence of the long-run forces that I describe, government debt can deviate from the norma-
tive benchmark if a government is benevolent but lacks commitment to the path of interest rates or to 
repaying debt (for a starting point in that literature, see Chari and Kehoe 1993; Debortoli, Nunes, and 
Yared 2017 and the references cited therein). However, whether this form of lack of commitment on its 
own leads to debt that is higher or lower than is optimal is ambiguous and depends on various economic 
considerations. For this reason, I focus on how lack of commitment combined with additional political 
factors leads to excessive debt.
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are government deficits, and the faster is government debt accumulation. Arguments 
along these lines emerge in the models of Cukierman and Meltzer (1989) and Tabel-
lini (1991).7 This theory explains the long-term trend in government debt in advanced 
economies as a result of an aging population. In addition, this theory is consistent 
with the cross-country trends displayed earlier in Figure 3, where government debt 
has grown faster in countries experiencing a larger increase in the elderly population.

Tragedy of the Commons 
Shortsighted policymaking can also result from a version of the tragedy of 

the commons in which political parties acting independently engage in excessive 
targeted government spending since they do not internalize the shared financing 
costs of government debt. Weingast, Shepsle, and Johnsen (1981) take this approach 
in a static fiscal framework, while Velasco (2000) offers an example of this approach 
in a dynamic framework. 

As an illustration, consider N symmetric parties that can make targeted 
deficit-financed spending appropriations to their constituencies in the present, 
simultaneously and without coordinating. Then each party fails to internalize the 
total cost of additional debt because the burden of this debt is shared equally across 
parties in the future; from the party’s perspective, the cost of one additional unit 
of debt due to targeted spending is 1/N of the total cost. The result is excessive 
spending and government debt accumulation, which would be alleviated if parties 
jointly committed in advance to limiting borrowing. This lack of coordination leads 
the government to be present-biased and time-inconsistent in its fiscal policy. More-
over, this present bias is amplified when there is greater disagreement in spending 
priorities across political parties (Hertzberg 2016).8

Even in the absence of domestic political disagreement, a related coordi-
nation problem can emerge across countries, particularly if these countries are 
highly integrated financially, as in the euro area. Individual countries may fail to 
internalize the impact of their borrowing decisions on the shared interest rates, 
inflation rates, or probability of financial contagion. Azzimonti, de Francisco, 
and Quadrini (2014) discuss excessive borrowing in the context of shared interest 
rates, as do we in Halac and Yared (2018a), while Beetsma and Uhlig (1999), Chari 
and Kehoe (2007), and Aguiar, Amador, Farhi, and Gopinath (2015) do so in the 
context of shared inflation rates. Either way, the result is inefficiently high public 
debt accumulation across countries. These mechanisms also apply to subnational 
governments that can issue their own debt (Dovis and Kirpalani 2017).

The tragedy of the commons predicts that countries with a large number of 
constituencies or deep disagreements in fiscal priorities across constituencies will 

7 Song, Storesletten, and Zilibotti (2012) show that this present bias can be mitigated if current genera-
tions care more about future generations than future generations care about current generations.
8 Hertzberg (2016) captures disagreement as the relative weight placed on targeted-transfers versus mutu-
ally beneficial public goods. This work establishes an equivalence result which, under certain assumptions 
on preferences, links the intertemporal behavior of multiple time-consistent agents suffering from the 
tragedy of the commons with that of a single time-inconsistent agent with quasi-hyperbolic preferences.
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incur larger government deficits, resulting in faster government debt accumulation. 
This prediction is consistent with empirical work that has found that larger deficits 
are associated with countries with more ministers, with greater ideological polariza-
tion in the executive, and with a proportional (as opposed to majoritarian) election 
system (for evidence, see Woo 2003; Persson and Tabellini 2004; Crivelli, Gupta, 
Mulas-Granados, and Correa-Caro 2016). 

Through the lens of this theory, the long-term trend in government debt in 
advanced economies is a result of the increase in political polarization and fragmen-
tation across these economies. Evidence on this rise in polarization in the United 
States comes from many sources. The Partisan Conflict Index of Azzimonti (2018), 
which is based on the number of newspaper articles reporting political disagreement 
in a given month, shows an increase in partisan conflict in the United States since 
the late 1960s. This trend is consistent with evidence from other advanced econo-
mies, which have witnessed a declining influence of centrist political parties. Figure 
4A shows that across advanced economies, the share of the legislative vote going to 
parties of the extreme left or extreme right has been on the rise since the 1960s. 
Figure 4B calculates the probability that any two members of the legislature are from 
different political parties, and by this measure finds a pattern of increasing political 
fractionalization in legislatures since the 1960s in advanced economies. 

Political Turnover 
A large literature focuses on political turnover as an explanation for rising 

government debt; early examples include Persson and Svensson (1989) and Alesina 
and Tabellini (1990), while more recent examples include Battaglini and Coate 

Figure 4 
Polarization and Fractionalization in the Legislature in Advanced Economies

Source: Measures on the y-axis come from Funke, Schularick, and Trebesch (2016). 
Note: The sample represents a balanced panel of advanced economies used for Figure 2 with available 
vote share and fractionalization data. The sample excludes Greece, Iceland, New Zealand, Portugal, 
and Spain, for which data is not available for all years. For Figure 4A, the measure is the percent of the 
popular vote for extreme parties on the far right or the far left for the most recent election in the lower 
legislature. For Figure 4B, the fractionalization measure represents the probability that two members of 
the lower legislature are from different political parties. 
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(2008) and Yared (2010). In this case, present bias results from the interaction of 
two factors: 1) the temporary concentration of political authority in one political 
party, which derives additional benefits from spending while in power by boosting 
its popularity, concentrating government resources on preferred initiatives, or 
increasing wasteful rents; and 2) the inability of parties to make binding (intertem-
poral) commitments to one another. 

Conceptually, the realization (or threat) of political turnover causes the 
current government to be impatient, since the party holding power recognizes 
that it may not have the opportunity to benefit from spending in the future.9 This 
present bias is more severe if the temporary benefits from spending and rent-
seeking while in office are large, if there are more parties competing for power, 
if only a subset of parties can make decisions at any time (as in Battaglini and 
Coate 2008), or if there is more political risk. In addition to overweighing the 
present relative to the future, government preferences are dynamically inconsis-
tent; that is, the party presently in power would prefer that future governments 
be fiscally responsible, but future governments cannot commit to future policy. 
In this sense, the combination of lack of commitment together with political risk 
causes the government to be present-biased and time-inconsistent. Aguiar and 
Amador (2011) offer a formal analysis along these lines. 

This theory predicts that countries with more rent-seeking, political fragmen-
tation, or political risk will incur larger government deficits, resulting in faster 
government debt accumulation. These predictions are in line with empirical cross-
country studies on the determinants of government deficits (for example, Drazen 
2000; Alt and Lassen 2016). 

This theory can explain the long-term trend in government debt in advanced 
economies as a result of rising political uncertainty for parties in power. The margin 
of victory in US presidential elections has been in decline since the mid-1980s, as 
shown in Figure 5A, suggesting that elections have become closer and less predict-
able. Similarly, analysis of US congressional elections has documented a declining 
incumbency advantage since the mid-1980s (for example, Jacobson 2015). This 
trend is consistent with the evidence from advanced economies in Figure 5B, which 
displays a decline in the average popular vote margin in legislative elections for the 
governing party or coalition. 

Assessment
Political economy theories of government debt can qualitatively explain 

the long-term trend in government debt accumulation across advanced econo-
mies. Nevertheless, these theories leave several unanswered questions for future 
research.

9 Persson and Svensson (1989) and Müller, Storesletten, and Zilibotti (2016) argue that the present bias 
may be more severe if the current party in power leans to the right and puts higher relative weight on tax 
cuts versus government spending increases.
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First, it is unclear whether certain political economy models can quantita-
tively match the time-series and cross-sectional patterns in advanced economy 
government debt. Second, political economy theories do not explain why polar-
ization and electoral uncertainty have increased in advanced economies, nor 
how this development may have been caused by certain economic trends or poli-
cies. For example, McCarty, Poole, and Rosenthal (2006) argue that polarization 
and income inequality reinforce each other, and Baker, Bloom, Canes-Wrone, 
Davis, and Rodden (2014) provide evidence that higher government spending, 
taxes, and polarization have contributed to increased policy-related economic 
uncertainty in the United States. Finally, current political economy theories do 
not directly address the change in the composition of government spending, 
which has become increasingly concentrated in old-age government assistance 
programs. A plausible explanation is that increasingly competitive political parties 
both change the composition of government spending and increase government 
debt in their efforts to appeal to an aging constituency.

Fiscal Rules to Constrain Rising Debt

Every political explanation for rising debt discussed in the previous section is 
based on time-inconsistency in government preferences. Current governments want 

Figure 5 
Declining Margin of Victory in Elections

Source: Electoral margin of victory for presidential elections is from US Electoral College. Margin of 
victory for the most recent election in the lower legislature is from Funke, Schularick, and Trebesch 
(2016). 
Note: For the US presidental margin of victory (Figure 5A), the measure is the difference in electoral 
votes received by the winner and the runner-up as a percentage of the sum of votes received by the 
winner and the runner-up. For the legislative margin of victory in advanced economies (Figure 5B), 
the margin is the difference between popular votes received by the legislators in the governing party or 
governing coalition and the votes received by those in the opposition party or coalition, as a percentage 
of the sum of votes received by the two groups. The sample for Figure 5B represents a balanced panel 
of the advanced economies from Figure 2 with available margin of victory data. The sample excludes 
Finland, Greece, Iceland, New Zealand, Portugal, and Spain, for which data is not available for all years.
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to be fiscally irresponsible, while simultaneously hoping that future governments be 
fiscally responsible. Thus, governments across the world have sought to adopt fiscal 
rules—such as mandated deficit, spending, or revenue limits—to restrict future fiscal 
policy and curtail the increase in government debt. Figure 6 illustrates the growing 
number of countries that have imposed fiscal rules. For a complete description of the 
fiscal rule adopted in each country see Lledó et al. (2017). 

Fiscal rules have been adopted at the subnational, national, and supranational 
levels. In some countries, such rules have been an effective force. For example, in 
Switzerland the ratio of government debt to GDP rose from 13 percent in 1990 to 
29 percent in 2003, but after a fiscal rule was adopted that year, the Swiss debt-to-
GDP ratio declined back to 20 percent of GDP by 2016 (based on World Bank data; 
see Pfeil and Feld 2016 for a discussion). In contrast, the United States is currently 
subject to national-level spending caps passed in the Budget Control Act of 2011, 
which were subsequently increased by Congress in 2013, 2015, and 2018. These 
caps do not apply to most mandatory spending items underlying the growth in debt 
(Capretta 2014). For a broader discussion of the effectiveness of national and supra-
national rules at reducing debt, see Wyplosz (2012) and Eyraud, Debrun, Hodge, 
Lledó, and Pattillo (2018). For analysis of subnational rules, see Primo (2007, and 
the references therein) for the US experience, and Grembi, Nannicini, and Troiano 
(2016) for the case of Italy.

In this section, I describe research on the optimal design of fiscal rules. I begin 
with the fundamental tradeoff of fiscal rules between commitment and flexibility. 
My discussion then touches on how fiscal rules should be conditioned on public 
information, how they should be enforced, how they should be applied at a supra-
national level, whether they should feature escape clauses, and whether they should 
be based on fiscal policy tools or targets.

Figure 6 
Number of Countries with Fiscal Rules

Source: Data is from the International Monetary Fund. 
Note: A country is classified as having a fiscal rule if it is subject to an expenditure rule, a revenue rule, a 
budget balance rule, or a debt rule. 
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Commitment versus Flexibility
Fiscal rules entail a fundamental tradeoff. On the one hand, rules provide 

commitment to counteract the present bias in policymaking; on the other hand, 
there is a cost of reduced flexibility because fiscal rules cannot spell out policy 
prescriptions for every possible shock or contingency, and so some discretion may 
be optimal. This commitment-versus-flexibility tradeoff is familiar in macroeco-
nomics. For example, it also arises in discussions of monetary policy rules (for an 
early example, see Rogoff 1985; for recent examples, see Kocherlakota 2016 and 
the references cited therein). It also arises in principal-agent theory in the study of 
delegation (for an early example, see Holmström 1977; for recent examples, see 
Amador and Bagwell 2013 and the references cited therein).

There are two approaches to the theoretical analysis of this tradeoff. One 
approach restricts the structure of a fiscal rule to a form used in practice—such as a 
deficit limit—and evaluates the stringency of an optimal rule (for examples, see Azzi-
monti, Battaglini, and Coate 2016; Halac and Yared 2018a and the references cited 
therein). The other approach does not restrict the structure of a fiscal rule and uses 
mechanism design to characterize simultaneously the structure and the stringency 
of an optimal rule (for example, Amador, Werning, and Angeletos 2006; Halac and 
Yared 2014, 2016, 2018b, 2019). This second approach distinguishes between fiscally 
relevant information on which a fiscal rule can explicitly depend—such as the level of 
public debt or GDP—and relevant information on which a fiscal rule cannot explicitly 
depend—such as the depth of a financial crisis or the wartime needs of the military. 
This latter type of information can be thought of as the government’s private informa-
tion. Such information may be observable but not contractible, or it may be literally 
private information. The latter case arises, for example, if the exact cost of public 
goods is only known to the government, or if the government has superior infor-
mation about the aggregate preferences of heterogeneous citizens (as in Sleet 2004; 
Piguillem and Schneider 2016). In any case, an optimal fiscal rule then is represented 
as a policy prescription that maximizes social welfare subject to the government’s 
private information and degree of present bias.

The advantage of the first approach is that it can be used to assess real world 
rules and evaluate the costs and benefits of partial reform in a framework that 
incorporates a rich set of macroeconomic and political forces. The advantage of the 
second approach is that it can be used to evaluate the costs and benefits of global—
as opposed to partial—reform. This second approach also elucidates how other 
considerations, on top of private information and present bias, may contribute to 
the determination of an optimal rule. These two approaches complement each 
other and provide useful lessons for the optimal design of fiscal rules.10

In the next subsections, I discuss what the tradeoff between commitment and 
flexibility implies for various features of fiscal rules in theory and in practice.

10 The difference between these two approaches is analogous to that between the Ramsey and Mirrlees 
approaches to optimal taxation, a distinction discussed by Mankiw, Weinzerl, and Yagan (2009) in this journal.
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Conditioning on Information 
An optimal fiscal rule relies on fiscally relevant information that is observable 

and contractible, like the level of debt and GDP. Because not all fiscally relevant 
information can be easily observed and verified, this rule may allow some discre-
tion. Amador, Werning, and Angeletos (2006) show that, under certain assumptions 
on the distribution of private information and the government’s preferences, the 
optimal rule takes a simple threshold form, such as the deficit, spending, or revenue 
limits observed in practice. (Without these assumptions, an optimal rule is more 
complex and can involve multiple policy thresholds.) In general, the optimal 
threshold is tighter the smaller is the volatility of the government’s private informa-
tion and the more severe is the government’s present bias, as in both cases the value 
of commitment is increased relative to the value of flexibility. 

Setting optimal fiscal thresholds is challenging. First, there are practical ques-
tions regarding implementation. Recent research has been devoted to examining 
which macroeconomic measures should be used to set a threshold, how to weigh 
the relative importance of these measures, and how to set the numerical targets 
so as to afford sufficient flexibility while simultaneously preventing excessive debt 
growth. For example, Azzimonti, Battaglini, and Coate (2016) analyze the short- 
and long-term costs and benefits of adopting a balanced budget amendment in 
the United States. Alfaro and Kanczuk (2016) compare the performance of a debt-
independent deficit limit to a pure debt limit for Brazil. Eyraud, Baum, Hodge, 
Jarmuzek, Kim, Mbaye, and Türe (2018) offer a general discussion of the chal-
lenges in calibrating fiscal rules. 

Second, there are questions regarding the dynamic determination of optimal 
fiscal rules when some fiscally relevant information is not contractible. In Halac and 
Yared (2014), we show that if the government’s private information is persistent over 
time, an optimal fiscal rule should condition on the extent to which past policies 
agreed with fiscal targets, even if this measure is irrelevant for optimal policy determi-
nation. This implies fiscal thresholds that change in response to past policy decisions, 
unlike the thresholds that would be optimal when the government’s private informa-
tion is independent over time. How to incorporate such considerations into real-world 
fiscal rules in a practical way is an interesting area for future research.

Enforcement
According to the International Monetary Fund, governments comply with their 

fiscal rules only about half of the time (Eyraud, Debrun, Hodge, Lledó, and Pattillo 
2018). Violation of fiscal rules can trigger either a formal or informal enforcement 
mechanism. For example, in the European Union, an Excessive Deficit Procedure—
a sequence of costly fiscal adjustments and potential sanctions—is set in motion 
when a rule is breached (as described in Lledó et al. 2017, p. 81). In Chile, penalties 
for fiscal rule violation have been informal. In Halac and Yared (2017), we describe 
an episode in 2009 in which breach of the fiscal rule by the Chilean administration 
was informally punished by the next administration, which continued to ignore the 
rule. This example highlights a potential self-enforcement mechanism: a current 
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government may follow the fiscal rule because it does not wish to set a precedent of 
rule abandonment to be followed by future governments.

How should fiscal rules be structured under limited enforcement? In Halac and 
Yared (2019), we explore a commitment-versus-flexibility framework where punish-
ments for rule violation are limited and socially costly. We show that under some 
conditions, the optimal rule is a maximally enforced threshold—namely a deficit, 
spending, or revenue limit that triggers the largest feasible penalty whenever violated. 
Whereas graduated punishments would be less socially costly, they would also induce 
less fiscal discipline. Furthermore, we show that fiscal thresholds that are never 
violated by the government may be suboptimal. This is the case if extreme shocks to 
the economy are sufficiently rare and a lax fiscal rule achieves little discipline. Tight-
ening the rule so that it is violated under extreme shocks is then beneficial; as the 
expected cost of punishment following violation is small relative to the gain in fiscal 
discipline in normal times. 

There are several issues to take into account when considering punishments for 
breaking fiscal rules. First, whether or not rules have been broken might be unclear. 
There are numerous examples of how governments can use creative accounting 
to circumvent rules. Frankel and Schreger (2013) describe how euro-area govern-
ments use overoptimistic growth forecasts to comply with fiscal rules. Many US states 
compensate government employees with future pension payments, which increases 
off-balance-sheet entitlement liabilities not subject to fiscal rules (Bouton, Lizzeri, 
and Persico 2016). In 2016, President Dilma Rousseff of Brazil was impeached for 
illegally using state-run banks to pay government expenses and bypass the fiscal 
responsibility law (Leahy 2016). Given this transparency problem, many countries 
have established independent fiscal councils to assess and monitor compliance with 
fiscal rules (Debrun et al. 2013).

A second issue to consider is the credibility of punishments. As an example, 
the Excessive Deficit Procedure against France and Germany in 2003 was stalled by 
disagreement between the European Commission and the European Council; conse-
quently, French and German deficits persisted without penalty (as discussed in Gros, 
Mayer, and Ubide 2004). In Halac and Yared (2019), we argue that in the absence 
of institutionalized penalties, the temporary abandonment of rules combined with 
overspending—as in the Chilean case previously described—can serve as its own 
deterrent for breaking a fiscal rule. Unlike sanctions that are harmful to all parties, 
a punishment in the form of future rule abandonment and overspending may be 
credible, as it benefits the recipients of this overspending. 

A third issue is the response of the private sector to the violation of rules, 
which can also serve as a form of punishment. For example, Eyraud, Debrun, 
Hodge, Lledó, and Pattillo (2018) find that the violation of fiscal rules is associ-
ated with a significant increase in interest rate spreads for sovereign borrowing. 
Such an increase in financing costs immediately penalizes a government for 
breaching a rule. This idea can be formalized in a model of government debt 
and default which features multiple equilibria resulting from self-fulfilling market 
expectations (as in Calvo 1988).
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Coordinated Rules
More than half of the countries with fiscal rules are subject to rules that apply 

at a supranational level: examples include the European Union’s Stability and 
Growth Pact, the West African Economic and Monetary Union, the Central African 
Economic and Monetary Community, and the Eastern Caribbean Currency Union. 
Among European countries under EU fiscal rules, more than a dozen also have 
additional rules at the national level. For example, Germany is constrained by its 
own constitutionally mandated “debt brake,” which imposes a tighter limit on the 
government’s structural deficit than the EU Stability and Growth Pact (Truger and 
Will 2013). 

The main argument for imposing rules at a supranational level relates to the 
tragedy of the commons argument presented earlier. Individual countries in an inte-
grated economic region do not internalize the impact of their borrowing decisions 
on the shared interest rates, inflation rates, or probability of financial contagion. 
Supranational fiscal rules can limit this externality. 

However, supranational fiscal rules come with numerous challenges. First, the 
imposition of uniform thresholds for multiple countries under a supranational rule 
may be inappropriate if countries are likely to differ in the level or volatility of 
their fiscal needs or in the severity of their government’s present bias. Hatchondo, 
Martinez, and Roch (2017) argue that conditioning thresholds on market signals, 
like the interest spread on sovereign borrowing, allows supranational rules to be 
tailored more effectively to individual countries.

Second, the design of rules at a supranational level must account for the 
disciplining effect of interest rates (Halac and Yared 2018a). Excessively tight supra-
national rules not only reduce flexibility, but they promote fiscal irresponsibility by 
reducing regional interest rates and governments’ cost of funding. For example, 
Fernández-Villaverde, Garicano, and Santos (2013) argue in this journal that the 
drop in interest rates that followed European integration led to the abandonment 
of reforms and institutional deterioration in the peripheral European countries. In 
addition, countries that complement supranational rules with more stringent rules 
at the national level—as in the case of Germany in the European Union—exert an 
externality by driving down regional interest rates and reducing fiscal discipline in 
other countries. In Halac and Yared (2018a), we show that when this interest rate 
externality and the resultant international imbalances are large enough, suprana-
tional rules must be made more stringent to reduce imbalances.11

Finally, whether supranational rules are easier or harder to enforce than 
national rules is an open theoretical and empirical question. On one hand, the 
international economic system provides more tools for sanctioning, and the supra-
national sanctioning authority may be less subject to domestic political pressures. 
On the other hand, the enforcement of supranational rules faces a collective action 

11 The same logic can also justify rules that limit current account surpluses (and indirectly budget 
surpluses), such as the Macroeconomic Imbalance Procedure in the European Union (European 
Commission 2016, table 3.2).
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problem, and disagreement over whether enforcement should occur may be an 
impediment, as in the case described previously concerning the enforcement of the 
European Union’s Excessive Deficit Procedure in 2003.

Escape Clauses
Many governments’ fiscal rules feature an escape clause that allows violating the 

rule under exceptional circumstances (Lledó et al. 2017). Triggering an escape clause 
typically involves a review process, which culminates in a final decision by an inde-
pendent fiscal council, a legislature, or citizens via a referendum. In Switzerland, for 
example, the government can deviate from a fiscal rule with a legislative supermajority 
in the cases of natural disaster, severe recession, or changes in accounting method.

The cost of triggering an escape clause deters governments from using them 
too frequently. Moreover, because these costs largely involve a facilitation of infor-
mation gathering to promote efficient fiscal policy, escape clauses are useful even in 
the presence of perfect rule enforcement.

In Halac and Yared (2016), we study fiscal rules that make use of escape 
clauses in a commitment-versus-flexibility framework; Coate and Milton (2017) 
also study this. These papers find that introducing escape clause provisions is 
generally optimal if (privately observed) fiscal shocks are sufficiently volatile, the 
government’s present bias is sufficiently severe, and the resource cost of triggering 
an escape clause is sufficiently low. In such a situation, a rule with an escape clause 
dominates a pure threshold rule by allowing for more flexibility in response to 
extreme economic conditions.

In practice, the use of escape clause provisions can be challenging. The inter-
pretation of events in which escape clauses can be triggered is subjective, and the 
political deliberation surrounding an appropriate fiscal response can be uncertain 
and induce delay. As an example, Primo (2007) discusses the problems in imple-
menting escape clauses in the fiscal rules of US states. Whether these costs can 
outweigh the benefits of using escape clauses is an open empirical question.

Instrument-Based and Target-Based Rules
How should fiscal rules be applied? Should the government face constraints 

directly on instruments of policy, such as spending, or should the fiscal rule 
concern targets of policy, such as deficits? Which instruments and targets ought to 
be addressed? 

In practice, fiscal rules can constrain different instruments of policy, such as 
specific categories of government spending or tax rates. Different instruments may 
call for different thresholds, as the associated commitment-versus-flexibility trad-
eoff may not be the same (as Galperti 2019 explains in the context of personal 
budgeting). For instance, due to volatile geopolitical conditions, military spending 
needs may be less forecastable than other spending needs, and may thus demand 
more flexibility. Capital spending is another category where allowing increased flex-
ibility may be optimal, as the benefits of capital spending accrue well into the future 
and are thus subject to a less-severe present bias. Thus, many countries have “golden 
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rules,” which limit spending net of a government’s capital expenditure. Poterba 
(1995) and Bassetto and Sargent (2006) address the benefits of a “golden rule” in 
the context of US states.

Overall, the evidence suggests that rules that distinguish across categories are 
indeed associated with better fiscal and macroeconomic outcomes (for discussion, 
see Eyraud, Lledó, Dudine, and Peralta 2018). Moreover, it can be optimal to set 
multiple layers of rules, for example specifying a fiscal threshold for individual cate-
gories of taxes and spending as well as on the total level of taxes and spending in the 
form of a (forecasted) deficit rule. Multiple-layer rules are particularly beneficial 
when there are complementarities across different fiscal instruments. 

Similar principles apply to the analysis of target-based rules, which identify 
targets for outcomes of policy, such as the deficit-to-GDP ratio. A target-based rule 
specifies an economic goal, while giving the government greater instrument discre-
tion to respond to changing macroeconomic conditions. However, given the risk of 
macroeconomic surprises, a government may be penalized for rule breach despite 
its best efforts. Therefore, an optimal target threshold should be tight enough that 
it induces the government to rein in its present bias, but not so tight that it is exces-
sively prone to violations due to macroeconomic surprises.

In Halac and Yared (2018b), we develop a theoretical framework to compare 
these different classes of rules, using an extended delegation setting that incor-
porates a noisy observable outcome. We show that target-based rules dominate 
instrument-based rules if the government is sufficiently well informed, so that instru-
ment discretion is beneficial and punishment due to macroeconomic surprises 
is relatively unlikely. We also show how a simple hybrid rule—which allows for an 
instrument threshold that is relaxed whenever a target threshold is satisfied—would 
do better than either of these two classes. Bohn and Inman (1996) analyze fiscal 
rules of US states and find that target-based rules, in the form of end-of-the-year 
fiscal requirements, perform better than instrument-based rules, in the form of 
beginning-of-the-year fiscal requirements. 

Concluding Remarks

Over the past four decades, government debt as a fraction of GDP has been 
on an upward trajectory in advanced economies, and the US government debt to 
GDP is approaching levels not reached since World War II. This paper has argued 
that political economy theories can explain this long-run trend as resulting from 
an aging population, rising political polarization, and rising electoral uncertainty.

Many countries have adopted fiscal rules to rein in growing debts. Most of 
these rules were recently introduced, and time will tell whether they lead to sustain-
able government finances and to a reversal of this decades-old trend. Their success 
depends, in part, on whether they appropriately balance the tradeoff between 
commitment and flexibility underpinning these rules, and whether they address 
other challenges that I have highlighted, such as enforceability.
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This discussion suggests several interesting questions for future research. 
First, while I have focused on fiscal rules as a solution to growing debts, the intro-
duction of fiscal rules should be combined with additional reforms to budgetary 
procedures. How specific procedural rules, such as voting or amendment rules, 
complement or thwart the effect of fiscal rules is an important issue to consider; 
for example, Capretta (2014) suggests reforms to the US budget process that would 
allow Congress to change entitlement policy more easily. Second, a government’s 
deficit bias is not constant, because it evolves over time in response to factors such as 
changing polarization and electoral uncertainty. Understanding how these under-
lying political forces are impacted by fiscal policy and by the introduction of fiscal 
rules is important for governments contemplating rule adoption. Finally, the intro-
duction and implementation of fiscal rules requires a level of political consensus 
and stability, which often occurs when the need for a fiscal rule is less salient. How 
to take advantage of the occasions to adopt and improve fiscal rules when they arise, 
rather than letting them pass and missing the opportunity, is critical for limiting the 
growth of government debt.
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S ometimes governments need to reduce their budget deficits aggressively. 
These policies are labeled “austerity.” Almost always austerity is needed 
because excessive debt has been accumulated, as a result of policy mistakes 

and political distortions (Alesina and Passalacqua 2016; Yared, in this issue). 
The austerity policies embraced by several European countries starting in 

2010 have generated an extraordinarily harsh policy debate. One side has argued 
that austerity is (almost) always a bad idea. From this perspective, even European 
countries that were experiencing serious difficulties in financial markets—either by 
being totally cut off from borrowing like Greece, or by paying high risk premia like 
Portugal, Spain, Ireland, and Italy—should have continued to stimulate their econ-
omies with high levels of government spending. Austerity, the argument continues, 
was self-defeating because the recessions it induced, or extended, only increased 
government debt as a ratio of GDP. Blanchard and Leigh (2014) argued that this 
round of austerity was particularly costly: in other words, fiscal multipliers were 
especially high. The other side argued that postponing austerity would have caused 

Effects of Austerity: Expenditure- and 
Tax-based Approaches

■ Alberto Alesina is Professor of Political Economy, Harvard University, Cambridge, 
Massachusetts. Carlo Favero is Professor of Finance, and Francesco Giavazzi is Professor of 
Economics, both at Bocconi University, Milan, Italy. Alesina and Giavazzi are Research Asso-
ciates, National Bureau of Economic Research, Cambridge, Massachusetts. All three authors 
are Fellows at the Innocenzo Gasparini Institute for Economic Research (IGIER), Università 
Bocconi, Milan, Italy, and also Research Fellows at the Centre for Economic Policy Research, 
London, United Kingdom. Their email addresses are aalesina@harvard.edu, carlo.favero@
unibocconi.it, and francesco.giavazzi@unibocconi.it.
† For supplementary materials such as appendices, datasets, and author disclosure statements, see the 
article page at
https://doi.org/10.1257/jep.33.2.141	 doi=10.1257/jep.33.2.141

Alberto Alesina, Carlo Favero, and Francesco Giavazzi

mailto:aalesina@harvard.edu
mailto:carlo.favero@unibocconi.it
mailto:carlo.favero@unibocconi.it
mailto:francesco.giavazzi@unibocconi.it


142     Journal of Economic Perspectives

debt defaults and bank runs, another round of financial collapses and, possibly, 
the crumbling of the European monetary union with unpredictable and potentially 
disastrous economic and political consequences.

In this paper, we argue that the focus on austerity as such misses an important 
distinction: austerity based upon spending cuts is much less costly than that based 
upon tax increases. In our 2019 book, Austerity: When It Works and When it Doesn’t, we 
documented close to 200 austerity plans in 16 high-income OECD economies from 
the late 1970s until 2014. These plans have been reconstructed consulting original 
documents concerning about 3,500 individual fiscal measures.1 Our analysis of these 
episodes finds a large and statistically significant difference between the effects on 
output of expenditure-based and tax-based austerity plans. On average, an expenditure- 
based austerity plan the size of 1 percent of GDP implies a loss of about 1/4 of a 
percentage point of GDP and lasts less than two years. In contrast, tax-based austerity 
plans of the same size on average generate losses of more than two percentage points 
of GDP and the effect lasts 3–4 years. Of course, these averages conceal a broader 
range of outcomes. We even find a few cases of “expansionary austerity”—namely 
cases in which the output costs associated with an expenditure-based austerity plan 
have instead turned out to be output gains. Examples include Ireland, Denmark, 
Belgium, and Sweden in the 1980s and Canada in the 1990s. There has been vitriolic 
criticism of the possibility that expansionary austerity could ever exist. This dispute 
has sometimes distracted from what we see as the most policy-relevant result: the enor-
mous difference, on average, between expenditure- and tax-based austerity plans. 
Our conclusions are very consistent with the findings of the literature on tax versus 
spending multipliers as reviewed by Ramey in this symposium.

We begin with a brief overview of some reasons why one might plausibly expect 
the effects of spending cuts on output, and eventually on the debt/GDP ratio, 
to differ from those of tax increases. We then turn to three key methodological 
issues that arise in measuring the effects of austerity empirically: 1) endogeneity, 
which in this case involves separating the effects on output of fiscal tightening from 
those of changes in output on the fiscal balance; 2) multiyear horizons, namely 
embracing the fact that austerity plans are almost always multiyear events involving a 
mixture of announcements of future changes in policy and immediate changes; and 
3) the choice of the empirical model needed to design the experiment to measure 
the macroeconomic effects of austerity. In each case, we describe some common 
approaches in the earlier literature and how our own recent work draws upon them.

After having walked the reader through these three aspects of the austerity 
debate, we move to a more detailed discussion of our own findings. Together 
with our overall finding that expenditure-based austerity has on average smaller 
effects on output than tax-based austerity, we look for the channels that might be 
responsible for this result. We find that a main difference between expenditure- and 
tax-based austerity plans is the reaction of private capital investment. We also find 

1 Our data are available in a user-friendly form at http://www.igier.unibocconi.it/fiscalplans.

http://www.igier.unibocconi.it/fiscalplans
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that the smaller negative effect of expenditure-based austerity plans looks much the 
same both before and after the Great Recession. In this discussion, we also review 
how the policy and the academic debates about austerity have evolved over time. In 
a concluding section, we offer some additional thoughts about how our framework 
of expenditure- and tax-based austerity plans relates to issues of redistribution, the 
electoral consequences of austerity, the case of Greece, and whether nations of 
Europe should have been slower after the Great Recession to seek out austerity.

Why Might Expenditure- and Tax-based Austerity Have Different 
Effects?

When analyzing austerity measures, it has been common for both policymakers 
and researchers to consider only the overall change in the fiscal balance, while paying 
much less attention to how that change is achieved. There are a number of reasons 
to suspect that the effects of expenditure-based and tax-based austerity may not be 
the same. The basic workhorse IS–LM model informs much of the public debate 
amongst politicians and the vast majority of the public. This model implies that 
spending cuts are (much) more recessionary than tax increases because spending 
multipliers in the model are (much) higher, in absolute value, than tax multipliers. 

This assumption on the size of multipliers has been called into question in recent 
research, as Ramey (in this issue) points out. Why? Several arguments concerning 
both the demand side and the supply side are in order. First, with expenditure-based 
austerity, forward-looking households will react to the lower path of spending by 
realizing that future taxes will not rise as much as previously expected, or may even 
fall. Thus, the permanent expected income of consumers increases—supporting 
more private consumption. This, however, is not true for hand-to-mouth consumers 
who cut spending one-to-one when their disposable income falls and do not react to 
changes in permanent income. In the case of expenditure-based austerity, investors 
will also perceive their future tax burden reduced, or at least not increased as much 
as in the case of tax-based austerity. These effects will be stronger the more credible 
and long-lasting the expenditure cuts are perceived to be. Tax-based austerity, which 
does not tackle automatic increases in spending programs (like entitlements), will 
generate expectations of additional taxes in the future, thus having the opposite 
effects on consumers and investors.

Second, debt consolidation policies often occur in a state of crisis or close to 
it when investors (and consumers) are worried and uncertain about the future. 
Imagine an economy that finds itself on an unsustainable path with an exploding 
public debt (for instance, as described in Alesina and Drazen 1991; Blanchard 
1990). The longer it waits before launching a fiscal stabilization, the bigger the 
future austerity package will need to be. When the stabilization eventually occurs, 
it removes the uncertainty about further delays, which would have increased its 
costs even more. Croce, Kung, Nguyen, and Schmid (2012) show that increases in 
government expenditure generate tax risks for firms: the extent of this uncertainty 
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depends on the government’s ability to pin down long-run tax dynamics. The 
removal of uncertainty is another force that boosts entrepreneurs’ confidence and 
supports investment spending.

Third, demand-side effects may differ at different points of the cycle. For 
instance, the relative shares of the two types of consumers (forward-looking and 
hand-to-mouth) may vary over the business cycle, with hand-to-mouth consumers 
likely to be more numerous during recessions. 

Fourth, spending cuts and tax increases have different supply-side effects. Tax 
distortions may affect the supply in a variety of ways. In the case of labor taxes, 
the elasticity of prime age males is low, but it is higher for the second earner in 
a family. Faced with higher labor taxes, youngsters may delay their entry into the 
labor market, weighing on their family income, and the elderly may retire sooner, 
putting additional burden on already stressed social security systems.

Fifth, for both these demand-side and supply-side effects, the consequences of 
expenditure- and tax-based plans vary with the persistence of the fiscal adjustment. 
Expenditure-based plans are less recessionary the longer-lived is the reduction in 
government spending, because the longer lasting the spending cuts, the larger 
the expected reduction in taxes for consumers and investors. On the other hand, 
the distortions associated with tax-based plans are larger the longer lasting is the 
increase in the tax burden.2

Austerity policies are rarely implemented in isolation: accompanying policies 
matter. Clearly monetary policy has a role: by lowering interest rates and buying 
government bonds, the central bank can help. This help is harder to come by at the 
zero lower bound, like in the latest round of austerity in Europe. The behavior of the 
exchange rate matters as well, especially for small open economies. Austerity poli-
cies that are more successful in reducing interest rates—for instance, by reducing 
risk premia on domestic bonds—may lead to a devaluation, which may help net 
exports. Austerity programs have often been accompanied by structural reforms, 
like labor or goods market liberalizations, which may affect the growth rate. The 
question is whether systematic differences in accompanying policies can explain 
the different output effects of expenditure-based versus tax-based austerity. We will 
show that the answer to this question is negative. This of course does not mean that 
accompanying policies are irrelevant, but simply that they do not explain the differ-
ences between the two types of austerity policies. 

Measuring the Effects of Austerity: Three Issues

Because different theoretical models imply different multipliers—not only in 
size but sometimes even in sign—empirical evidence is critical in selecting among 

2 To the extent that fiscal adjustments are carried out in the form of multiyear plans, and thus perceived 
to be relatively permanent, a standard neo-Keynesian model implies that spending cuts are less reces-
sionary than tax increases, as shown in Alesina, Barbiero, Favero, Giavazzi, and Paradisi (2017).
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different theories. To this end, the empirical specification and the design of the 
identification strategy should be chosen independently from any specific theoretical 
mechanism behind differential effects of austerity. In this section, we discuss the design 
of empirical evidence on the macroeconomic consequences of fiscal adjustments. 
Such a design is difficult for three reasons: 1) endogeneity, (2) the multiyear nature 
of fiscal adjustments, and 3) that the problem of choosing the empirical model used 
to measure the effects of exogenous shifts in fiscal policy on output growth.

Endogeneity 
The issue of endogeneity arises from the two-way interaction between fiscal 

policy and output growth. Suppose you observe a reduction in the government 
deficit together with an economic boom. It would be preposterous to jump to 
the conclusion that the policies that reduced deficits also generated growth. The 
causality is quite likely to run the other way: different factors (other than fiscal 
policy) increased economic growth, and by doing so led to higher tax revenues 
(for given tax rates), or reduced spending, say for unemployment compensa-
tion or welfare. This question has of course been at the very core of all empirical 
work on the effects of fiscal policy. Identification assumptions are thus needed to 
measure the effects of shifts in fiscal policy on output growth, and such assump-
tions should be as neutral as possible with respect to competing theories.

An early literature addressed this issue by considering episodes of large 
reductions in the cyclically adjusted budget deficit, arguing that this approach 
would, supposedly, mute the reverse effects of the business cycle on the govern-
ment balance. (The cyclically adjusted budget deficit is the deficit a country would 
have if the economy ran at full potential.) For example, Giavazzi and Pagano 
(1990) analyzed three cases of fiscal consolidations, which occurred in the 
1980s, two in Denmark and one in Ireland. They argued that reductions in the 
budget deficit signal that taxes may be lower in the future, with positive effects 
on consumers’ permanent income and thus on consumption. Later, Alesina and 
Ardagna (1998) identified five additional episodes of large fiscal consolidation: 
Belgium 1984–86, Canada 1986–88, Italy 1989–92, Portugal 1984–86, and Sweden 
1983–89. In each case, the cyclically adjusted primary deficit two years after the 
consolidation was at least 4 percentage points of GDP smaller than before the 
adjustment. These episodes were accompanied by growth of private consumption 
and investment in almost every year of the adjustment, sometimes with a year delay  
or so.

One finding of this early literature was that deficit reductions implemented via 
spending cuts were much less costly than those based upon tax increases, and that 
the former were sometimes associated with an expansion of GDP, even on impact. 
For example, McDermott and Wescott (1996) and Lambertini and Tavares (2005) 
show that a fiscal consolidation that concentrates on the expenditure side, and espe-
cially on transfers and government wages, is more likely to succeed in reducing the 
public debt ratio than tax-based consolidation. These results were robust to alter-
native measures of the cyclically adjusted budget deficit (for example, Alesina and 
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Perotti 1996). Using panel data for 19 OECD countries, Perotti (1999) estimates a 
model that predicts expansionary adjustments in “bad times” and contractionary 
adjustments in “good times.” In bad times, when public debt is growing rapidly, 
a tax hike that rules out an even larger tax hike in the future can induce a posi-
tive response of consumption. In this vein, Alesina and Ardagna (2010) study a 
panel of OECD countries from 1970 to 2007. They define a fiscal adjustment as a 
year in which the primary cyclically adjusted budget balance improves by at least 
1.5 percent of GDP. They find that these fiscal adjustments are expansionary only 
when they are spending-based. Moreover, they find that the fiscal adjustments asso-
ciated with higher GDP growth are those in which a larger share of the reduction in 
the primary deficit is accounted for by cuts in current government spending, rather 
than in investment spending. They also find a positive reaction of private invest-
ment spending to government spending cuts.

One problem with this early literature is that cyclically adjusted measures 
of the deficit likely suffer from measurement error (Perotti 2013) in a way that 
means they still suffer from endogeneity. Even if the change in the fiscal balance is 
cyclically adjusted, so that it excludes changes induced by automatic stabilizers, it 
still includes other legislated changes in taxes and spending that are motivated by 
the state of the economy.  

An alternative way of identifying exogenous fiscal adjustments—and one 
that has been increasingly adopted in recent years—is the “narrative approach” 
launched by Romer and Romer (2010). These authors have recovered exogenous 
shifts in taxes from a painstaking analysis of the motivations that US legislatures have 
offered for each of their tax decisions. This approach has been labeled “narrative 
identification.” The motivation underlying each tax decision is assessed consulting 
original sources: budget documents, records of Congressional debates, speeches, 
and so on. The authors define as exogenous—that is, not related to the business 
cycle—all episodes of changes (up and down) in US federal taxes from 1947 to 2007 
that were motivated by the aim of either improving long-run growth or reducing 
an inherited deficit. Economists in the research department of the IMF (Devries, 
Guarjardo, Leigh, and Pescatori 2011) used the narrative methodology to construct 
a panel of exogenous shifts in fiscal variables for 17 OECD countries over the sample 
1978–2009. These data only cover episodes of deficit reduction, but include both 
changes in taxes and expenditures. 

In Alesina, Favero, and Giavazzi (2019), we addressed endogeneity using the 
narrative approach.3 We have documented close to 200 exogenous austerity plans—
that is plans not adopted by considerations related to the business cycle—in 16 OECD 

3 Jordá and Taylor (2016) use narratively identified shifts in fiscal variables as an instrument for studying 
the effects of the changes in the cyclically adjusted fiscal balance. They overlook the difference between 
tax-based and expenditure-based austerity and concentrate on the issue of the recessionary versus 
expansionary effect of fiscal consolidations. These authors also question the validity of the narrative 
fiscal instrument used by Guajardo, Leigh, and Pescatori (2014) and propose an alternative econometric 
strategy. We discuss their criticism and their proposed strategy in the online Appendix available with this 
paper at the journal website.
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economies (Australia, Austria, Belgium, Canada, Denmark, Finland, France, 
Germany, Ireland, Italy, Japan, Portugal, Spain, Sweden, the United Kingdom, and 
the United States) from the late 1970s until 2014. To construct this time series of 
exogenous shifts in fiscal variables, we took the Devries et al. (2011) dataset as a 
starting point and extended it in many important dimensions. First, we added the 
period 2010 to 2014, which is of course critical given the large amount of austerity 
plans that occurred in those years. Second, going back to the original sources, we 
complemented their data so as to keep track of the implementation of austerity 
plans over time—an issue whose importance we address in the next section. Third, 
we disaggregated these austerity plans depending on their composition. Our main 
disaggregation is between austerity plans mostly based on expenditure cuts and 
plans mostly based on tax hikes. But in addition, spending measures were further 
disaggregated between cuts in transfers and cuts in other government consumption 
(and investment). The measures on the tax side were broken down into indirect 
and direct taxes. While doing this, we double-checked the Devries et al. (2011) clas-
sifications and introduced some modifications.

Multiyear Austerity
Much of the literature on fiscal policy in general, and austerity in particular, 

has evaluated the effects of individual shifts in taxes or spending on a year-by-year 
(or even quarter-by-quarter) basis. Especially when this approach is applied to 
austerity policies, it overlooks two important facts. One is the multiyear nature of 
fiscal adjustments. Virtually all austerity programs are multiyear plans announced 
in advance and sometimes revised along the way. Because expectations matter for 
consumers’ and investors’ decisions, these announcements and the multiyear nature 
of these plans need to be taken into account. The other point is that decisions about 
how much to cut spending and how much to raise taxes are interconnected and 
cannot be assumed to be independent of one another. Typically, a legislature first 
decides by how much the deficit should be reduced (in the case of EU countries, 
this target has to be agreed upon with the European Commission). Given this target, 
its allocation between spending cuts and tax hikes is then decided through political 
bargaining in the legislature.

For example, the round of austerity which took place in Europe around 2010–
2014 typically took the form of three-year plans of deficit reduction, announced 
by various countries in agreement with the EU or the “Troika” (the European 
Commission, the European Central Bank, and the International Monetary Fund). 
In some cases, these signposts were a precondition for receiving financing from the 
EU and the IMF, as happened in Greece, Portugal, and Ireland. In other cases, they 
were the conditions needed to avoid the “excessive deficit procedure,” a status that 
implies automatic deficit reduction targets. In these agreements, the Troika did not 
care much about the composition of deficit reduction policies: they just cared about 
the bottom line in terms of multiyear deficit targets. 

We used our narrative data to construct multiyear austerity plans. For each 
of the austerity plans, the total fiscal adjustment over time was divided into three 
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categories: 1) measures announced and implemented immediately; 2) announce-
ments of measures to be implemented in future periods; and 3) measures which had 
been legislated in the past but are implemented in the current year. (For simplicity 
of exposition here, we use only two time periods, one for the present and one for 
the future, but in our empirical work we consider three-year plans.) Of course, not 
all austerity plans need involve all three of these components. For each of these 
three categories, we estimate separately the increase in taxes and the cut in expen-
ditures. Tax increases are measured by the expected revenue effect of each change 
in the tax code, either due to a change in tax rates or in the tax base, as a percent 
of GDP the year before the tax change is introduced. Ideally, one would want to 
distinguish between changes in the tax base and the tax rate because they may have 
different economic effects (Riera-Crichton, Vegh, and Vuletin 2016), but this was 
not feasible with our data. Spending cuts are changes in expenditure relative to the 
level that would have occurred absent the change in policy, as is standard. We then 
calculate, for each plan, which component dominates, whether spending cuts or tax 
increases. In the data, very few plans are close to being half and half, and our results 
are robust to dropping them. Note that considering tax hikes and expenditure cuts 
as independent would overlook the fact that they are linked by the decided target 
of deficit reduction. In any event, our results are robust (although more difficult to 
interpret) if tax hikes and spending cuts were considered as independent variables 
(for details, see Alesina, Favero, and Giavazzi 2019).

We call the first category of measures (those announced and immediately 
implemented) unexpected policy changes, where the total adjustment, or primary 
deficit reduction e, is given by the sum of tax increases τ and spending cuts g  
(that is, ​​e​ i,t​ 

u ​​ = ​​τ​ i,t​ 
u ​​ + ​​g​ i,t​ 

u ​​). Of course, we recognize that even a measure announced 
and implemented immediately could have been anticipated based upon the 
legislative discussions that preceded its adoption (​​e​ i,t,t–1​ 

a  ​​  = ​​τ​ i,t,t–1​ 
a  ​​ + ​​g​ i,t,t–1​ 

a  ​​). For the 
second category (announcements of policies to be adopted in the future), we make 
the admittedly restrictive assumption that these announcements are believed by 
economic agents, even though we of course also take account of changes when 
they happen. An important improvement in this line of research would be a better 
characterization of expectations of the public and different degrees of credibility 
of policy announcements. Finally, we consider policy announced at time t, to be 
implemented in the following years (​​e​ i,t,t+1​ 

a ​​   = ​​τ​ i,t,t+1​ 
a ​​  + ​​g​ i,t,t+1​ 

a ​​ ). 
Consider a specific example: the fiscal consolidation in Belgium in 1992–94. 

The first column of Table 1 shows in 1992, 1993, and 1994 new immediate overall 
reductions in the primary deficit equivalent respectively to 1.85, 0.52, and 0.38 
percent of GDP in the previous year are announced and carried out. The second 
column says that no previously announced austerity was carried out in 1992, while 
in 1993 and 1994 previously announced measures for, respectively, 0.47 and 0.83 
of GDP, were carried out. The third column notes that further deficit reductions 
to be implemented in the following year are announced in 1992 and 1993, equiva-
lent respectively to 0.47 and 0.83 percent of GDP. The next three columns show 
tax increases. For instance, for 1992, the tax increase carried out immediately, the 
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zero tax increase that had been preannounced in an earlier year, and the small tax 
increase announced for the future. The final three columns show the spending 
cuts: the immediate spending cuts, the cuts that had been announced in an 
earlier year, and the spending cuts announced for the future. The adjustments in 
1992 and 1994 are counted as expenditure-based (EB) because the sum over all 
measures on the expenditure side are larger ((.82 + 0 + .42  > 1.03 + 0 + .05) and 
(.38 + .28 + 0 > 0 + .55 + 0)), while the adjustment in 1993 is tax-based (TB) because 
(.40 +.05 +.55 > .12 +.42 + .28). 

The Model
To analyze the effects of austerity, one needs an empirical model to generate two 

paths for macroeconomic variables: in the presence and in the absence of the shift 
in fiscal variables.4 The difference between these two paths is the impulse response 
that describes the dynamic reaction of the economy to the policy correction. 

One example is the model used by Romer and Romer (2010) in their study: a 
truncated moving average representation of output growth in terms of (narratively 
identified) tax changes only. In practice, they estimate an ordinary least squares 
regression of output growth on (three-year lags) of exogenous changes in taxes. The 
implicit assumption is that narratively identified changes in taxes are orthogonal to 
all other structural shocks in the economy. The truncation at a three-year horizon 
is not a problem provided the variables excluded are correlated with the included 
narrative adjustments. Their regression also lumps together unexpected shifts in 
taxes and announcements, assuming that the responses of economic agents to the 
two kinds of policy shifts are identical. These assumptions have been relaxed in a 

4 In the online Appendix available at the journal website, we describe several alternative empirical models 
that can be used to simulate the macroeconomic effects of a plan. Along with moving averages and vector 
autoregressions, we discuss an alternative empirical strategy, the local projection method proposed by 
Jordá (2005), which implies computing impulse responses through the estimation of a battery of single 
equations, each of them capturing the effect of an exogenous shift in fiscal variables at a given horizon.

Table 1 
The Multiyear Plan Introduced in Belgium in 1992 (% of GDP)

Adjustment (e) Tax increase (τ) Expenditure cut (g)

Year ​​e​ t​ 
u​​ ​​e​ t−1,t​ 

a ​​  ​​e​ t,t+1​ 
u ​​  ​​τ​ t​ 

u​​ ​​τ​ t–1,t​ a ​​  ​​τ​ t,t+1​ 
a ​​  ​​g​ t​ 

u​​ ​​g​ t−1,t​ 
a ​​  ​​g​ t,t+1​ 

a ​​

1992 1.85 0 0.47 1.03 0 0.05 0.82 0 0.42 EB
1993 0.52 0.47 0.83 0.40 0.05 0.55 0.12 0.42 0.28 TB
1994 0.38 0.83 0 0 0.55 0 0.38 0.28 0 EB

Note: ​​e​ t​ 
u​​ is the unanticipated adjustment implemented in year t; ​​e​ t−1​ 

a  ​​, t is the anticipated adjustment, 
announced in the year t  – 1 and implemented in year t; ​​e​ t,t +1​ 

a  ​​ is the adjustment announced in the year 
t for implementation in the year t + 1; and analogously for the tax increases τ and expenditure cuts g. 
To decide whether something is expenditure-based (EB) or tax-based (TB), we sum over all g and τ 
measures and pick the category whose sum is larger.
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number of subsequent contributions. For example, Mertens and Ravn (2013) find 
that unexpected changes in taxes produce short-run effects on aggregate output 
that are larger than those associated with announcements. Favero and Giavazzi 
(2012) avoid the truncation problem by including narrative shocks in a vector 
autoregression, which includes government expenditure, government receipts, 
output growth, inflation, and the average interest cost of the public debt.

In our view, dynamic models such as vector autoregressions have several advan-
tages. First, the estimated coefficients on the narratively identified shifts in fiscal 
variables measure the effect on output growth of the component of such shifts 
that is orthogonal to lagged included variables: thus, the estimated multipliers are 
not affected by the possible predictability of plans on the basis of past informa-
tion. Second, by including in the vector autoregression changes in revenues and 
spending (as a fraction of GDP), one can track the effect of the narratively iden-
tified shifts in fiscal variables on total revenues and total spending. This allows a 
researcher to check the strength of narratively identified instruments: for instance 
verifying if, following a positive shift in taxes, revenues indeed increase. Finally, 
dynamic models allow a researcher to reconstruct the response of the debt/GDP 
ratio to a fiscal adjustment.

In our book, we detail how to insert narratively identified expenditure- and 
tax-based austerity plans into a fiscal vector autoregressive model (Alesina, Favero, 
and Giavazzi 2019). The parameters estimated in such a vector autoregression can 
then be used to generate two alternative paths for the macroeconomic and policy 
variables, in the presence or absence of the austerity plan. This vector autoregres-
sion can be linear or nonlinear. The nonlinearity allows for the dynamic response 
to a fiscal plan to differ depending on the regime the economy is in when the 
plan is introduced—for example, during an expansion or a recession, or with an 
increasing or stable debt/GDP ratio.5

Finally, how to measure the fiscal multipliers? In this symposium, Ramey discusses 
several alternatives used in the literature. The most common approach considers the 
total output response over time to a given fiscal adjustment (typically 1 percent of 
GDP), as in Romer and Romer (2010). We prefer the option of looking at the total 
output response over time divided by total change in fiscal variables over time, an 
approach suggested by Woodford (2011) and used by Mountford and Uhlig (2009), 
Uhlig (2010), Fisher and Peters (2010), and Auerbach and Gorodnichenko (2013). 
This approach has the advantage of taking into account the response of taxes and 
spending to the fiscal plan, as well as considering the persistence of fiscal shocks.

5 In a multiyear plan, unexpected measures are typically accompanied by the announcement of future 
measures. This means that one cannot simulate the effect of an unexpected measure in isolation (unless 
it is unaccompanied by any other announcement). Doing so would assume that unexpected measures 
and announcements are uncorrelated—which they are not in our data. This problem can be addressed 
by exploiting the in-sample correlation between announcements and unexpected measures. More 
specifically, one can estimate parameters that relate announcements to unanticipated shifts in fiscal 
variables. Then, when simulating the effects of an unexpected measure, one can accompany it with an 
“artificial” announcement constructed using the value estimated in the sample.
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Tax-based versus Expenditure-based Austerity: Results

Several graphs summarize our key results (for details, see Alesina, Favero, and 
Giavazzi 2019). Figure 1 shows the effect on per capita GDP (panel A) and on private 
investment (panel B) of an expenditure-based austerity plan (blue line) and a tax-
based austerity plan (red line). The two continuous lines in the figures show the 
response of GDP (and private investment) to a plan that reduces the deficit-to-GDP 
ratio 1 percent relative to the path that these variables would have followed in the 
absence of the fiscal plan. The figures are based on the simulation of a panel vector 

Figure 1 
The Response to Two Different Austerity Plans

Source: Based on the author’s simulation of a panel vector autoregression approach for about 200 
episodes of austerity across the 16 countries in our sample for the period 1978–2014.
Note: The Figure shows the effect on per capita GDP (panel A) and on private investment (panel B) of 
an expenditure-based austerity plan (blue line) and a tax-based austerity plan (red line). The continuous 
lines show the response to a plan which reduces the deficit-over-GDP ratio of 1 percent relative to the 
path that these variables would have followed in the absence of the fiscal plan. The dotted lines indicate 
the 90 percent confidence intervals. 
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autoregression approach for about 200 episodes of austerity across the 16 coun-
tries in our sample for the period 1978–2014, as mentioned above. The difference 
between the effects of expenditure- and tax-based plans is striking. As we can see 
from the dotted lines indicating the 90 percent confidence intervals, the two types 
of austerity plans are statistically different from one another. Tax-based austerity 
plans lead to deep and prolonged recessions, lasting several years. Expenditure-
based plans on average exhaust their mild recessionary effect within two years after 
a plan is introduced. Of course, these findings represent averages of many plans. We 
provide details on specific episodes and detailed case studies in our book (Alesina, 
Favero, and Giavazzi 2019).6 

The detailed data from our narrative approach also allows us to look at some 
broad categories of spending and taxes. For example, when we distinguish the effect 
of cuts in expenditure on goods, services, and investment from cuts in transfer 
payments (where transfers include both monetary transfers, such as social security, 
and in-kind transfers, such as health expenditures), we find that the results are 
broadly similar, although cuts in transfers imply even lower costs in terms of GDP 
growth than cuts in spending on goods and investment. This finding suggests that if 
one wishes to aggregate transfers with other items of the government budget, they 
ought to be aggregated with spending and not considered akin to negative taxes. In 
constructing our expenditure-based austerity plans, we would have liked to separate 
current government consumption from public investment but there are almost no 
austerity plans where the main component is a cut in public investment. Across 
the austerity plans we consider, when aggregating cuts in government consumption 
and investment, the former component represents around 80 percent of the total 
correction. The spending-based plans we study thus describe austerity programs 
mostly based on cuts in current government spending. The effects of cuts in public 
investment spending is obviously an important question for future research since 
they may have long-term costs that are not considered here.

The component of aggregate demand that mostly drives the heterogeneity 
between the effects of tax- and expenditure-based austerity is private investment. 
Figure 1B reports the responses of private investments to fiscal plans and illustrates an 
even stronger heterogeneity than that observed for output growth. Private consump-
tion instead behaves relatively similarly in the two cases of austerity. Net exports also 
do not behave differently during expenditure- and tax-based episodes. This fact makes 
it unlikely that movements in the exchange rate are an important factor in explaining 
the differences in the effects of expenditure- versus tax-based austerity. 

Figure 2 shows the effects of tax- and expenditure-based austerity plans on the 
debt/GDP ratio. The effects vary depending on the initial level of debt and its cost. 
We consider two situations: a low level of debt (around 60 percent of GDP) and a 
high level of debt (around 120 percent of GDP) at the time the fiscal adjustment 
is implemented. In both cases, the cost of debt service is the same and assumed 

6 Estimating the truncated moving average representation of these variables, as done in Romer and 
Romer (2010), instead of simulating a vector autoregression, gives very similar results.
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to be relatively low. Figure 2 is derived from a vector autoregression that includes 
taxes, government expenditure, net interest expenses on government debt, output 
growth and inflation, along with the narratively identified austerity plans. In the 
scenario with high public debt, an expenditure-based austerity plan (blue line) has 
a stabilizing effect on the debt dynamics, as debt goes down, while a tax-based plan 
(red line) has a destabilizing effect: that is, public debt tends to increase in the first 
years following a tax-based austerity plan. In the scenario with low public debt, the 
expenditure-based adjustment remains stabilizing, while the effect of a tax-based 
plan becomes neutral and not statistically different from zero. 

Summing up: the anti-austerity argument—namely, that the latter creates 
large recessions and is self-defeating because it does not reduce the debt/GDP 
ratio—applies only to tax-based austerity, not to expenditure-based austerity. This 
distinction has been vastly overlooked. To our knowledge, only the government of 
Ireland in presenting its austerity plan in 2010 made an explicit reference to the 
academic literature emphasizing the different effects of tax hikes versus spending 
cuts. The European Commission’s Ireland Stability Programme Update (December 
2009, p.15) explains:

Figure 2 
Public Debt Response to a Fiscal Consolidation Plan with Low and High Initial 
Debt-to-GDP Ratios (Assuming a Low Cost of Debt in Each Case)

Source: : Authors. 
Note: Figure 2 shows the effects of tax- and expenditure-based austerity plans on the debt-to-GDP ratio. 
The effects vary depending on the initial level of debt and its cost. We consider two situations: a high 
debt (around 120 percent of GDP), and a low level of debt (around 60 percent of GDP), at the time 
the fiscal adjustment is implemented. In both cases, the cost of debt service is the same and assumed 
to be relatively low. Figure 2 is derived from a vector autoregression that includes taxes, government 
expenditure, net interest expenses on government debt, output growth, and inflation, along with the 
narratively identified austerity plans.
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In framing Budget 2010, the Government focused on curbing spending as 
expenditure needs to adjust to the revenue base which has been reduced as a 
result of the overall contraction of the economy and the loss of certain income 
streams. In addition, in formulating policy the Government took on board 
evidence from international organizations, such as the EU Commission, the 
OECD and the IMF, as well as the relevant economic literature which indicates 
that consolidation driven by cuts in expenditure is more successful in reducing 
deficits than consolidation based on tax increases. Past Irish experience also 
supports this view and suggests that confidence is more quickly restored when 
adjustment is achieved by cutting expenditure rather than by tax increases. 

Although our work focused on 16 high-income OECD economies, many of 
our results may apply to other countries. Gunter, Riera-Crichton, Vegh, and Vuletin 
(2018) show that this is indeed the case for Latin American countries with a rela-
tively large government sector. They find that fiscal adjustments carried out mainly 
through tax increases might be heavily recessionary in Latin American countries 
with high levels of taxation, such as Argentina and Uruguay (similarly to our OECD 
countries), but be fairly innocuous where initial taxation is low. They also find that 
the output costs of spending cuts are lower the more gradual is the fiscal adjustment.

In the remainder of this section, we address various questions which we suspect 
may have already occurred to the readers: whether the effects of expenditure- and 
tax-based austerity might differ in expansions versus recessions or at the zero lower 
bound, as well as whether the milder effects of expenditure-based, compared to tax-
based austerity, might be more likely when austerity is implemented in combination 
with structural reforms or accommodative monetary policies. None of these possibly 
confounding factors alters our central finding that expenditure-based austerity plans 
are less costly to the economy and more effective in reducing the debt/GDP ratio.

Austerity during Expansions and Recessions
Government spending is likely to have larger expansionary effects in recessions 

than in expansions because, when the economy has slack, an increase in govern-
ment spending is less likely to crowd out private demand. It might seem intuitively 
obvious that, conversely, a cut in government spending should have a larger effect 
in recessions than in expansions. But while this argument seems intuitive, testing it 
proves to be difficult. A central problem is that recessions and booms evolve dynam-
ically. An economy in a recession may already have in place a dynamic recovery 
mechanism, or a growing economy may already be sputtering. 

Auerbach and Gorodnichenko (2012, 2013) allow for the effects of shifts in 
fiscal policy to differ depending on whether they are introduced during an expan-
sion or a recession, using a version of the model of taxes, government spending, and 
output by Blanchard and Perotti (2002) that allows for the estimated parameters to 
be different in expansions and recessions. They find very different tax and expen-
diture multipliers in recessions and in expansions. These authors, however, when 
simulating a shift in fiscal policy do not allow the economy to change state during 
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recessions and booms: they assume that the state of the economy is constant for 
at least the 20 quarters over which multipliers are computed. Ramey and Zubairy 
(forthcoming) note that this is not a reasonable assumption for recessions, which in 
their sample have a mean duration of only 3.3 quarters. Ramey and Zubairy, instead, 
compute multipliers allowing the state of the economy to evolve during their simu-
lation. Using quarterly US data covering wars and deep recessions (1889–2015), 
they find that government spending multipliers are less than one both in recessions 
and in booms. 

Those papers consider both fiscal expansions and contractions. In our own 
work, we instead look only at periods of austerity (Alesina, Favero, and Giavazzi 
2019). We find that, on average, expenditure-based adjustments have consistently 
much lower costs than tax-based ones, and that the costs of the former are close to 
zero regardless of the state of the economy. If austerity begins in a recession, it does 
look a bit more costly than if it starts in a boom, but the difference is small, and it 
does not affect the comparison between expenditure- and tax-based plans. When 
we use the methodology of Auerbach and Gorodnichenko (2012, 2013), we find 
larger negative effects of austerity during recessions, but the difference between 
expenditure- and tax-based episodes remains clear.

Whether expansionary fiscal policies and austerity measures have perfectly 
symmetrical effects with opposite signs remains an open question and a topic for 
future research. (For some evidence of an asymmetric effect of positive and nega-
tive fiscal measures, Barnichon and Matthes (2016) is a useful starting point.) 
However, there is a problem in that the narrative identification of exogenous 
expansionary episodes is difficult. Fiscal expansions typically occur during an 
economic downturn and are motivated by the state of the cycle, thus they are 
endogenous. Conversely, the narrative identification strategy that we adopt tends 
to exclude austerity plans beginning in a boom, because they could be confused 
with stabilization policies. Thus, our estimates of the cost of austerity should be 
considered an upper bound, because austerity starting in booms may be less costly. 
In any case, these considerations do not affect the comparisons between expendi-
ture- and tax-based plans, with the former being more likely to be expansionary 
when started in a boom. 

Austerity at the Zero Lower Bound
Do our results on the comparisons between expenditure- and tax-based plans 

also hold when the policy interest rate set by the central bank is at the zero lower 
bound? This question is difficult to answer because cases of austerity at the zero 
lower bound are essentially those that occurred in Europe in 2010–2014, plus a few 
episodes in Japan. There were many other factors at play in these episodes: the cases 
of European austerity started in the middle of very large recessions and occurred 
at the same time in many highly integrated economies, with some countries also 
facing major banking problems, like Ireland and Spain. Thus, it is hard to identify 
what caused what, given that so many factors were at play at the same time and the 
relatively few data points we have. 
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In order to shed some tentative light on this issue, we split our data into two 
subsamples: 1) euro area countries (Austria, Belgium, France, Finland, Germany, 
Ireland, Italy, Portugal, and Spain) from 1999, when the euro was introduced, 
onwards; and 2) non-euro-area countries (Australia, Denmark, UK, Japan, Sweden, 
United States, and Canada) together with euro area countries before 1999. We do 
this because, as in the case of the zero lower bound, the presence of a common 
currency prevents monetary policy from responding to fiscal developments in a 
specific country, while the presence of year fixed effects allows us to control for the 
fact that the European Central Bank might have responded to fiscal consolidations 
implemented in a large number of countries at the same time. Obviously, our test is 
imperfect, but the result is that we do not find a large difference between consolida-
tions at or away from the zero lower bound. 

European Austerity in 2010–2014
Did the recent episodes of austerity that occurred after the financial crisis—

mostly in Europe in the aftermath of the euro crisis—differ from previous cases? 
Blanchard and Leigh (2014) answer “yes” to this question, considering the results 
of an ordinary least squares regression on a cross-section of 27 advanced econo-
mies. The dependent variable is the difference between actual cumulated real GDP 
growth (year-over-year) during 2010–11 (based on the latest available data) and the 
forecast prepared for the April 2010 IMF World Economic Outlook. The explanatory 
variable is the forecasted change, over the same period, of the general govern-
ment cyclically adjusted fiscal balance measured in percent of potential GDP. They 
interpret the significant coefficient (- 1.09) on the regressor as evidence that fiscal 
multipliers generated by the fiscal adjustments in 2011 were higher than those 
predicted by forecasters.

In our opinion, these results should be interpreted extremely cautiously. To 
begin, we discussed above the limitations of the cyclically adjusted budget balance 
as a measure of fiscal stance. In addition, one-third of the fiscal adjustments consid-
ered in Blanchard and Leigh (2014) were fiscal expansions, not contractions, and 
so asymmetries between the effects of expansions and contractions could invalidate 
the result. Finally, as we show in Alesina, Favero, and Giovazzi (2019), the fiscal 
adjustments expected as of April 2010 were in fact correlated with the change in 
long-term interest rates: the estimated coefficient in the regression run by Blanchard 
and Leigh (2014) could thus simply measure the recessionary effect of the contem-
poraneous rise in the long-term interest rates.

In other words, suppose that harsher austerity was implemented in those Euro-
pean countries that were fiscally weaker and more exposed to a sudden increase 
in the cost of financing the debt because of the high level of debt and because of 
the “doom loop”—in which government debt becomes riskier, bank balance sheets 
become weaker, the government bails out the banks with additional debt, which in 
turn weakens bank balance sheets further, and so on. As a consequence of the Greek 
crisis, eventually the worst-case scenario materialized: not only the feared hike in 
interest rates, but also the amplification via the “doom loop” (Brunnermeier et al. 
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2016). The contractionary effect of the increase of long-term rates was amplified by 
an unusual contraction in lending and caused weakening of banks’ balance sheets, 
which were heavily invested in government bonds. In this case, the stronger reces-
sionary impact of austerity on growth could simply measure the unusual strength 
of the effect of the hike in long-term rates caused by this “doom loop.” If the doom 
loop channel is not included in the model used to produce the forecasts, then the 
forecast error for output is correlated with the shock to interest rates, for which the 
fiscal correction works as an instrument.

If Blanchard and Leigh (2014) are taken at face-value, they would suggest that 
the multipliers assumed by the IMF models, as by the models used by other interna-
tional organizations, were “too small,” around 0.5. However, at least in the case of 
tax-based plans, those multipliers are much smaller than the multipliers revealed by 
our plan-based reduced-form empirical evidence, which hover around 2. 

When we investigate in detail these European episodes of austerity, we 
conclude that one cannot reject the hypothesis that their effects on output were not 
statistically different from previous cases (Alesina, Favero, and Giavazzi 2019). The 
analysis of these episodes also confirms that countries that chose tax-based austerity 
suffered deeper recessions compared to those that decided to adopt expenditure-
based plans. The very large size of recessions in some countries (Greece, Spain, 
Portugal, Italy) are consistent with the large “tax multipliers” which we found for 
previous periods, given the size and composition of some plans adopted in 2010–14. 
Most of these plans included large tax increases. The two countries that adopted 
expenditure cuts almost exclusively (Ireland) or adopted mostly expenditure cuts 
(the United Kingdom) had much smaller and shorter recessions, and, in the case 
of Ireland, this was despite a massive banking problem. The United Kingdom, 
which had kept the pound rather than switching to the euro, was also helped by an 
exchange rate devaluation. 

Accompanying Policies
If expenditure-based plans were systematically accompanied by more accom-

modative policies, then the difference between expenditure- and tax-based plans 
would result from these other policies and have nothing to do with different fiscal 
multipliers. Guajardo et al. (2014) suggest that the stance of monetary policy may 
explain the difference between expenditure- and tax-based measures. In Alesina, 
Favero, and Giavazzi (2015), we show that only a very small fraction of the different 
effect on output of expenditure- and tax-based adjustments can be ascribed to mone-
tary policy. We come to this conclusion by augmenting the model used throughout 
with a monetary policy channel.7 When this channel is closed, in a counterfactual 
that prevents monetary policy from reacting to fiscal adjustments, an important 

7 This channel produces estimates of the impact of monetary policy on output which lie in between the 
typical response obtained on US data (see for example, Christiano, Eichenbaum, and Evans (1999) and 
that obtained on euro area data, which is smaller than that observed for the United States (for example, 
see Peersman and Smets 2001).
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heterogeneity between expenditure- and tax-based austerity plans is still observed. 
Finally, note that the response of monetary policy may be endogenous in the sense 
that the central bank may on purpose react differently to more or less credible 
austerity plans, and credibility of a fiscal plan may be related to its composition.

The same line of analysis applies to the behavior of the exchange rate. If an 
expenditure-based austerity plan reduces interest rates and leads to a devaluation, 
it may in turn sustain output growth. However, a devaluation occurring before the 
beginning of an expenditure-based austerity plan (ignoring the possible significant 
effects of expectations of a plan on exchange rates) may lead to a spurious attri-
bution of low output cost to the plan, since the benefits of the devaluation are 
overlooked. In Alesina, Favero, and Giavazzi (2019), we find no systematic differ-
ence in the behavior of the exchange rate before expenditure- or tax-based austerity 
plans. We also exclude, in a variety of different ways, plans that were preceded by 
significant (or even small) devaluations, and show that our results are robust. Also, 
if the main explanation for the difference between the output effects of expendi-
ture- and tax-based plans were the exchange rate, then the component of aggregate 
demand that should reflect it would be net exports. This is not the case.

Periods of austerity are sometimes accompanied by structural reforms, which 
may include product and/or labor market liberalizations. The latter may stimu-
late growth and, if they were systematically occurring along with expenditure-based 
austerity plans, that could explain our findings. But the answer to this conjecture 
is also “no.” In fact, structural reforms do not occur systematically during periods 
of spending cuts according to our findings. Although, Perotti (2013), Alesina, 
Perotti, Tavares, Obstfeld, and Eichengreen (1998), and Alesina and Ardagna 
(2013) show that amongst all fiscal adjustments, the least costly were those accom-
panied by supply-side reforms and by wage moderation, this is not inconsistent with 
our results. Our robustness check is different: we checked whether the choice of 
expenditure- or tax-based austerity plans can be explained by supply-side reforms, 
and we found that it cannot. 

Further Thoughts

In this final section, we briefly discuss a few additional issues regarding the 
trade-offs between expenditure-based and tax-based austerity. First, redistributive 
effects may differ between austerity achieved through tax hikes or spending cuts. 
There is a common, though untested, perception that spending cuts may raise 
inequality more than tax increases, but clearly this conclusion depends on which 
taxes are raised and which spending items are cut. In the context of high-income 
OECD countries, total government spending is close to 50 percent of GDP. It seems 
quite plausible then that budget cuts of the magnitudes needed to reduce a deficit 
by, say, 3–4 percent of GDP can be achieved without affecting the welfare of the 
really poor. In fact, much of the modern welfare state supports the middle class and 
in some cases even the upper-middle class, which often enjoys almost free health 
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care regardless of income levels, heavily subsidized university education, and (espe-
cially in continental Europe) subsidized services like transportation. In addition, 
issues of redistribution arise not just at a point in time, but also across genera-
tions. For example, an increase in the mandatory retirement age may lead to a 
more equitable distribution of resources across generations. Cuts in current public 
investment, rather than current transfers, also have important redistributive conse-
quences across generations. Passing a large debt burden to future generations will 
have consequences for intergenerational redistribution. Of course, the question of 
how different spending or tax changes might affect redistribution is separate from 
an analysis of whether austerity plans adopted in this or that country had these goals 
in mind.

Second, what are the electoral consequences of austerity? A common view 
amongst commentators is that deficit reduction polices are the kiss of death for the 
governments which implement them. However, the electoral effects of austerity are 
not clear-cut or easy to predict (Alesina, Favero, and Giavazzi 2019). Several govern-
ments (and not only in Germany) have extended their time in office during periods 
of austerity.

Third, although a great deal has been written about the experience of Greece 
during 2010–2014, and the many errors, confusion, messy choices made during 
that time, we have not discussed it specifically here.  In our book we discuss Greece 
in more detail (Alesina, Favero, and Giavazzi 2019); also see the excellent work by 
Gourinchas, Philippon, and Vayanos (2017) and Ardagna and Caselli (2014). As the 
Greek situation unfolded, the “Troika” (the European Commission, the European 
Central Bank, and the International Monetary Fund) paid very little attention to the 
composition of austerity plans, whether in Greece or anywhere else, and demanded 
an extraordinarily heavy dose of both tax increases and spending cuts, which were 
then implemented in a very unclear and hard-to-measure way. Using the (admittedly 
rough) data available for Greece, we used our model of fiscal adjustments, developed 
in Alesina, Favero, and Giavazzi (2019), to simulate the effects of the Greek austerity 
plans. This exercise predicts the Greek recession quite well. It is baffling that the 
Troika seemed surprised by the size of the Greek recession. Indeed, the “surprise” of 
the Troika seems to be a hypocritical attempt at deflecting responsibility.

Fourth, was 2010 too soon to start austerity plans in some European countries? 
It is obviously impossible to know what would have happened if countries across 
Europe had continued to expand their borrowing beyond 2010 and for several years 
afterwards. We suspect that the rosy scenario painted by the anti-austerity side is 
too optimistic. However, our analysis suggests that the effects of austerity would 
have been lighter if it had been focused mostly on the spending side: Ireland and 
(in part) the United Kingdom, did exactly that and had much smaller and shorter 
recessions than Italy, Portugal, and Spain, where a large portion of austerity was on 
the tax side. Spending-based austerity plans that were less front-loaded, but cred-
ible, would probably have worked better, leading to smaller recessions and debt 
stabilization. An earlier intervention by the European Central Bank would have 
been a welcome help, too.
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Finally, one may wonder: if spending cuts are so much less contractionary than 
tax increases, why didn’t policymakers incorporate this knowledge into their deci-
sions? They typically did not, with the exception of the Irish government in 2010 
as we showed above. One possibility is that when the IMF and others argued for 
austerity, the advice failed to distinguish between the expenditure- and tax-based 
policies, implicitly sending the message that it did not much matter how deficits 
were reduced. In addition, policymakers may find it harder to cut spending than to 
raise taxes. Tax hikes are faster to implement and bring revenue more rapidly than 
cuts in government spending programs, and so policymakers might adopt them 
even if they suspect that they may be more recessionary. Moreover, spending cuts 
often affect specific groups, like retirees, students, and public sector unions, who 
are often organized and able to oppose spending cuts with strikes, protests, cuts of 
campaign contributions, and other political activities which go above and beyond 
voting. By comparison, taxpayers as a group are less politically organized. This is 
a vivid example of a situation where the concentrated costs of blocking specific 
spending cuts may loom larger to politicians than generalized costs of higher taxes.

■ We thank the board of editors of the Journal of Economic Perspectives for guidance and 
comments. Pierfrancesco Mei provided excellent research assistantship.
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D uring the last 50 years, labor market outcomes for men without a college 
education in the United States worsened considerably. Between 1973 
and 2015, real hourly earnings for the typical 25–54 year-old man with 

only a high school degree declined by 18.2 percent,1 while real hourly earnings 
for college-educated men increased substantially. Over the same period, labor-force 
participation by men without a college education plummeted. In the late 1960s, 
nearly all 25–54 year-old men with only a high school degree participated in the 
labor force; by 2015, such men participated at a rate of 85.3 percent.

In this article, we examine secular change in the US labor market since the 
1960s. We have two distinct but related objectives. First, we assemble an overview 
of developments in the wage structure, focusing on the dramatic rise in the college 
wage premium. Second, we examine possible explanations for the decline in 
labor-force participation among less-educated men. One hypothesis has been that 
declining labor market activity is connected with declining wages in this popula-
tion. While such a connection indicates a reduction in labor demand, we point out 
that the canonical neoclassical framework, which emphasizes a labor demand curve 
shifting inward across a stable labor supply curve, does not reasonably account for 

1 Hourly earnings declined from $21.40 to $17.50. Throughout this article, we adjust reported wages to 
2017 prices using the Personal Consumption Expenditure deflator.
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this development. This is because wages have not declined consistently over the 
sample period, while labor-force participation has. Moreover, the uncompensated 
elasticity of labor supply necessary to align wage changes with participation changes, 
during periods when both were declining, is implausibly large. 

We then examine two oft-discussed developments outside of the labor market: 
rising access to Social Security Disability Insurance (DI), and the growing share of 
less-educated men with a prison record. Rising DI program participation can account 
for a nontrivial share of declining labor-force participation among men aged 45–54, 
but appears largely irrelevant to declining participation in the 25–44 year-old group. 
Additionally, we document that most nonparticipating men support themselves 
primarily on the income of other family members, with a distinct minority depending 
primarily on their own disability benefits. The literature has not progressed far 
enough to admit a reasonable quantification of the impact of rising exposure to 
prison on the labor-force participation rate, but recent estimates suggest that sizable 
effects are possible. We flag this as an important area for further research. 

The existing literature, in our view, has not satisfactorily explained the decline in 
less-educated male labor-force participation. This leads us to develop a new explana-
tion. As others have documented, family structure in the United States has changed 
dramatically since the 1960s, featuring a tremendous decline in the share of less-
educated men forming and maintaining stable marriages. We additionally show an 
increase in the share of less-educated men living with their parents or other relatives. 
Providing for a new family plausibly provides a man with incentives to engage in labor 
market activity: conversely, a reduction in the prospects of forming and maintaining a 
stable family removes an important labor supply incentive. At the same time, the possi-
bility of drawing income support from existing relatives creates a feasible labor-force 
exit. We suspect that changing family structure shifts male labor supply incentives inde-
pendently of labor market conditions, and that, in addition, changing family structure 
may moderate the effect of a male labor demand shock on labor-force participation. 
Because male earning potential is an important determinant of new marriage forma-
tion, a persistent labor demand shock that reduces male earning potential could 
impact male labor-force participation through its effects on the marriage market. 

Much prior research has addressed US labor market trends over the last half 
century, including several recent reviews of male employment (Moffitt 2012; Council 
of Economic Advisors 2016; Abraham and Kearney 2018). Our aim is not to review the 
literature, but rather to point out where we think consensus has developed and where 
we think important questions remain unanswered. In the synthesis that emerges, the 
phenomenon of declining prime-age male labor-force participation is not coherently 
explained by a series of causal factors acting separately. A more reasonable interpreta-
tion, we argue, involves complex feedbacks between labor demand, family structure, 
and other factors that have disproportionately affected less-educated men. 

The US Wage Structure since 1970

Prime-age men of all education levels experienced robust wage growth in the 
mid-1960s and early 1970s, as shown in Figure 1, which plots trends in (geometric) 
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average hourly earnings by education group.2 This growth ceased after 1973, with 
hourly earnings for all but those with advanced degrees falling for the next 20 years. 
After rising again for a decade starting around 1994, hourly earnings stagnated for 
the next decade (again, apart from those with advanced degrees). Over the last few 
years, hourly earnings have begun to grow again for men of all education levels. It 
is too early to tell whether this growth is a blip in the long-run trend or the begin-
ning of a sustained increase. Nonetheless, for groups without a college degree, real 
hourly earnings were substantially lower in 2015 than they were in 1973.3

2 We use the March supplement to the Current Population Survey throughout this paper unless other-
wise specified. Following the standard definition, we consider prime-age men to be between the ages 
of 25 and 54. Within each education group, we implement a reweighting method to hold constant the 
age distribution across time. We compute geometric averages by applying the exponential function to 
the average of log hourly earnings. An online Appendix, available with this paper at the journal website 
includes details regarding data processing as well as additional figures and tables.
3 The hourly earnings numbers we report represent geometric average hourly earnings for those working 
in the reference year. Conceptually, we might prefer the typical wage that a man might expect (including 
those not working). Using techniques developed by Juhn, Murphy, and Topel (1991) we imputed wages 

Figure 1 
Real Hourly Earnings by Education Status, Men Aged 25–54, 1965–2016

Source: Authors’ calculations based on the March Supplement to the Current Population Survey.
Note: This figure plots trends in geometric average hourly earnings by education group. Annual wage and 
salary income is adjusted for top-coding and converted to 2017 dollars using the Personal Consumption 
Expenditures deflator. Hourly earnings are computed by dividing annual earnings by total hours worked 
(the product of weeks worked and usual hours worked per week). Before the 1976 survey, weeks worked 
and usual hours worked per week are imputed using demographic information in conjunction with 
information on bracketed weeks worked and hours worked last week. Within each education status, a 
reweighting procedure is employed to hold the age distribution constant across each year. See the online 
Appendix for further details. Geometric average hourly wages are computed as the exponential of the 
average of log hourly wages. The graph presents three-year centered moving averages. “HS” is high 
school.
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Substantial changes in wage dispersion are also apparent. During the 1970s, 
wages of college graduates fell relative to those of high school graduates; after 1980, 
the college wage premium increased dramatically. For example, in 1980, the average 
college graduate earned 1.26 times as much per hour as the average high school 
graduate. By 2015, this differential had widened to 1.68. The wage differential for 
advanced degree holders relative to high school graduates grew more sharply, from 
1.41 to 2.17. Note that we are using the geometric average for hourly wages, which 
is less sensitive than the arithmetic average to outlier earners: if hourly earnings 
are log-normally distributed, the geometric average is the median of the distribu-
tion. Moreover, we have removed outlier earners from our calculations (see online 
Appendix for details). Even with these adjustments to the data, we still measure a 
large secular increase in male wage dispersion.

A breakdown of the full sample into different demographic groups reveals 
similar patterns (illustrated in online Appendix Figure A2). For example, whites 
and blacks of all ages and education levels experienced strong wage growth in the 
mid-1960s and early 1970s. Thereafter, whites and blacks of all ages experienced 
substantial wage decline—especially the high school dropout populations. This was 
followed by robust growth for all demographic groups from 1994–2002 and then 
modest decline throughout the 21st century. Since the early 1990s, cumulative wage 
growth appears to be higher for high school dropouts than for high school gradu-
ates or those with some college education. One modest exception to these overall 
patterns is that secular wage fluctuations appear relatively muted for the 45–54 age 
group. Card and Lemieux (2001) have shown how these patterns are consistent with 
cohort-specific changes in relative supply, though an alternative explanation is that 
older workers are more insulated from labor market change than younger workers.4

When analyzing secular change in labor market outcomes by education group, 
an important question is whether the underlying skill composition of education 
groups has remained constant over time. This may be especially relevant for the 
less-educated groups of interest. For example, in the late 1960s, nearly 40 percent of 
prime-age men had not completed high school; by the 2010s, this share had plum-
meted to around 10 percent. The share of prime-age men with only a high school 
degree has remained relatively constant over time as high school completion rates, 
but also college participation rates, have risen. It is plausible that at least a portion of 
observed secular declines in wages and employment among less-educated men stem 
from this population becoming increasingly negatively selected on labor market skills.

To assess this possibility, we compiled data from the National Longitudinal 
Surveys of Youth (NLSY) containing well-validated measures of cognitive and noncog-
nitive skills. Results and further discussion comparing the 1959–65 birth cohorts 
(drawn from the NLSY79) to the 1980–84 birth cohorts (drawn from the NLSY97) 

for those who did not work throughout the entire reference year. Including these imputations in our 
calculation of wages mildly affects the trends, but does not substantially alter the broad patterns across 
time. See online Appendix Figure A1 available with this paper at the journal website.
4 While the focus of this paper is on men, it is worth mentioning that wages for women have followed 
similar trends (Autor 2014), though with more overall wage growth since the late 1970s, commensurate 
with the narrowing of the gender wage gap (Blau and Kahn 2017).
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appear in the online Appendix. Perhaps surprisingly, we document little evidence 
that average skill levels in the high-school-dropout and high-school-graduate popula-
tions declined between the two cohorts. Our observations are relatively consistent 
with the work of Altonji, Bharadwaj, and Lange (2012), documenting population 
improvements in various skill levels between the NLSY79 and NLSY97 cohorts.

Explaining Wage Dispersion 
Labor economists have drawn on the neoclassical supply-demand framework 

to interpret secular changes in wage dispersion. For example, the relative size of 
the college-educated workforce grew rapidly during the 1970s, inducing the relative 
wages of college graduates to fall (Freeman 1975). Since then, the relative supply of 
college-educated workers grew at a slower rate and their relative wages rose dramati-
cally. These developments are consistent with an outward shift in relative demand for 
college-educated workers (Katz and Murphy 1992; Murphy and Welch 1992; Bound 
and Johnson 1992; for a longer-term perspective, Goldin and Katz 2008). Autor, Katz, 
and Kearney (2008) attributed secular growth in the college wage premium over 
the period from the 1970s to the early 2000s to an outward shift in relative demand, 
which proceeded at a constant pace until the early 1990s and then slowed somewhat. 

Since 1990, a voluminous literature has analyzed potential causes of shifts 
in relative demand. Some initially observed that rising trade with countries with 
abundant supplies of less-skilled workers should put downward pressure on the 
relative wages of less-skilled US workers (for example, Murphy and Welch 1991). 
Economists during the 1990s produced a range of empirical estimates of this effect, 
generally finding that the magnitudes were not nearly large enough to explain the 
entire observed decline in relative wages. According to the 1997 survey of William 
Cline, “a reasonable estimate … would be that the international influences [have] 
contributed about 20 percent of the rising wage inequality in the U.S.” Even this 
modest estimate was high relative to other contemporary surveys (for example, the 
1995 “Symposium on Inequality and Trade” issue of this journal).

Over the last 25 years, the North American Free Trade Agreement was imple-
mented, China joined the World Trade Organization, and the volume of trade 
between high and middle-income countries increased dramatically. Nonetheless, 
more recent studies reached the same basic conclusion, with Katz (2008) suggesting 
that rising trade accounted for less than 20 percent of the increase in the college 
wage premium between 1980 and 2006 (see also Krugman 2008; Bivens 2007). More 
recently, Autor, Dorn, and Hanson (2013) leveraged commuting-zone-level varia-
tion to estimate that rising import competition from China could explain roughly 
25 percent of the decline in US manufacturing employment between 1990 and 
2007. Their estimates indicate large effects of trade on highly exposed communi-
ties, but are consistent with modest overall effects of trade on relative wages.

What explains the other 80 percent of the growth in dispersion in the US 
wage structure? During the 1990s, a consensus arose that skill-biased technological 
change was a primary driver. Bound and Johnson (1992) and Katz and Murphy 
(1992) showed that labor reallocation across sectors could account for relatively 
little of the shift in the utilization of skilled labor during the 1980s. Most of the 
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change occurred within narrowly defined sectors, suggesting a broad-based shift in 
demand for skilled labor unrelated to trade forces.5 Berman, Bound, and Griliches 
(1994) and Autor, Katz, and Krueger (1998) reported similar findings, while also 
showing that skill upgrading was most rapid within industries that invested most in 
computer technologies. 

The “skill-based” framework succeeds in explaining the dramatic growth 
in wage dispersion of the 1980s. However, since the 1990s, wages of high school 
dropouts relative to high school graduates and those with some college have not 
continued to decline—if anything they have increased. Accordingly, Autor, Levy, 
and Murnane (2002, 2003) envisioned a framework in which the production 
process involves several types of tasks: for example, manual, routine, and abstract. 
Computers substitute for labor in routine tasks but complement labor in abstract 
tasks, resulting in increased relative demand for labor with high cognitive skill. 
Autor, Katz, and Kearney (2006, 2008) have also hypothesized that computers do 
not impact low-skill manual tasks: thus, this “task-based” framework can account for 
the post-1990s polarization of relative wage growth.6 The task-based framework has 
become enormously influential in terms of understanding which jobs are vulner-
able to displacement (Acemoglu and Autor 2011). Research following Autor, Levy, 
and Murnane (2002, 2003) has found that routine tasks are likeliest to be moved 
offshore or automated (for example, Frey and Osborne 2017) and, in general, that 
skill-biased technological change is fundamentally altering the nature of work (Levy 
and Murnane 2004; Acemoglu and Restrepo 2018). 

Other factors may also have contributed to the growth in wage dispersion since 
1980. Some have focused on institutional factors. For example, DiNardo, Fortin, 
and Lemieux (1996) estimated that the decline in unionization of workers contrib-
uted close to 20 percent of the rise in the college wage premium over the 1980s, 
although these estimates ignore general equilibrium effects of de-unionization. 
While such effects in theory could cut in either direction, recent work has found 
positive spillover effects of unions on the wages of comparable nonunion workers 
(Fortin, Lemieux, and Lloyd 2018). DiNardo, Fortin, and Lemieux also estimated 
that the falling real minimum wage modestly increased the college wage premium 
for young men but had negligible effects for more experienced men. Subsequent 
research has confirmed small effects of changes in the minimum wage on the wages 
of low-wage workers (Lee 1999; Autor, Manning, and Smith 2016). Other work has 
discussed the impact of the deregulation of various industries (Hirsch 1988; Rose 
1987; in this journal, Fortin and Lemieux 1997). 

5 Feenstra and Hanson (1996, 1999) argued that the outsourcing of intermediate products implied that 
the framework used by the above authors would underestimate the role played by trade. While this point 
is well taken, even after accounting for outsourcing, Feenstra and Hanson’s estimates suggested that 
skill-biased technological change was substantially more important than trade in explaining the rise in 
the relative demand for college-educated labor. 
6 Holzer (2010) has argued that the polarization claim is oversold: while middle-skill jobs have been disap-
pearing in some sectors, they have been stable or growing in others. A different explanation emphasizes 
feedback effects of the skill-based framework operating through the product market. For example, an 
increase in relative demand for skilled labor may raise skilled households’ demand for service-oriented 
products, which are intensive in unskilled labor (Mazzolari and Ragusa 2013; Murphy 2016).
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Another factor that has received considerable attention is the assimilation of 
massive inflows of women and immigrant men into the US labor market. As illustrated 
in online Appendix Figure A1, women and immigrant men of all education statuses and 
age levels have increasingly entered the workforce since the 1960s. However, the entry 
of women has been skill-biased. For example, among 35–44 year-olds, the female share 
of the college-educated workforce more than doubled, from 25 percent in 1960 to 51 
percent in 2016. On the other hand, the female share of the high school graduate work-
force increased only slightly, from 38 percent in 1960 to 41 percent in 2016. It is therefore 
unlikely that the entry of women into the workforce has increased the college wage 
premium: if anything, such a development should have exerted downward pressure.

The effect of immigration on the male wage distribution is more complicated 
to evaluate. The increase in competition from immigrant men has been modest and 
relatively uniform across education statuses—except for high school dropouts, where 
the share of immigrant men increased from roughly 5 percent to roughly 40 percent 
between 1960 and 2016. The impact of this influx on native (and immigrant) labor 
market opportunities remains a hotly debated topic (Card 2009; Borjas 2016; in this 
journal, Peri 2016). While it might seem that the large inflow of workers with less than 
a high school education would significantly depress high school dropouts’ relative 
wages, there are several reasons to suspect smaller effects. First, if dropouts and high 
school graduates are close to perfect substitutes (as Card 2009 argued), the negative 
impact of this inflow will be diffused across all those with no more than a high school 
education. Second, if immigrants tend to specialize in certain occupations, this may 
increase opportunities for workers in other occupations due to production comple-
mentarities (Peri and Sparber 2009). Third, the endogenous responses of natives to 
an influx of immigrants is likely to dilute the economic effects of immigration (for a 
fuller discussion of each of these issues, see Peri 2016). It does seem likely, however, 
that immigrants depress relative wages locally in occupations into which they cluster 
(Cortes 2008; Burstein, Hanson, Tian, and Vogel 2017).

Secular Stagnation
If average wages for prime-age men had been trending upward strongly, then 

greater wage dispersion could have been accompanied by higher wages for all, even 
the less-educated. But instead, greater wage dispersion happened against a backdrop 
of stagnant average wage growth. As reported by the Bureau of Labor Statistics, labor 
productivity grew at a brisk pace of 2.8 percent per year between 1948 and 1972. 
Thereafter, between 1973 and 2016, productivity growth averaged only 1.4 percent 
per year (apart from a temporary boom from 1995 to 2004). Thus, even if real hourly 
earnings had kept pace with productivity, there would have been a slowdown in 
average wage growth. But additionally, in the last 20 years, labor’s share in national 
income has steadily dropped (for possible explanations, see Elsby, Hobijn, and 
Şahin 2013, Karabarbounis and Neiman 2014, Autor, Dorn, Katz, Patterson, and Van 
Reenen 2017; for illustration, see online Appendix Figure A3), leading real hourly 
earnings to grow even more slowly than labor productivity. In the face of stagnant 
overall wage growth created by these two developments, greater wage dispersion has 
translated into a modest reduction in wages paid to less-skilled men.
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The Secular Decline in Male Labor-Force Participation

As reported by the Bureau of Labor Statistics, the labor-force participation 
rate of prime-age American men has decreased in a near-continuous fashion from 
97.2 percent in 1960 to 88.2 percent in 2015—a cumulative decline of 9 percentage 
points. Considering that the population of prime-age men in 2015 was around 
61.4 million, the secular decline in participation implies a cumulative loss of 
5.53 million men from the prime-age workforce.7

In Figure 2, we plot the 1965–2016 evolution of the labor-force participation 
rate by education status, using data from the March supplement to the Current 
Population Survey based on individuals’ reported labor-force statuses in the survey 
week. The solid series include all prime-age men, while the dashed series exclude 

7 Although we focus here on the labor-force participation rate, the literature has sometimes focused on 
the employment-to-population ratio. This statistic has also exhibited a long-run decline, but the pattern 
is far more cyclical (at shorter as well as slightly longer-run frequencies). Business cycle dynamics are 
not a focus of this paper, although it should be acknowledged that the participation rate exhibits mild 
cyclicality as well. This was particularly evident in the early 2000s boom (in this journal, Charles, Hurst, 
and Notowidigo 2016), Great Recession, and subsequent recovery. At the long-run frequency of interest, 
cyclicality does not affect the participation rate.

Figure 2 
Labor-Force Participation Rates by Education Status, Males Aged 25–54, 1965–2016

Source: Authors’ calculations based on the March supplement to the Current Population Survey. 
Note: This figure plots the 1965–2016 evolution of the labor-force participation rate by education status, 
using data from the March supplement to the Current Population Survey based on individuals’ reported 
labor-force statuses in the survey week. Dotted lines exclude foreign-born (the CPS begins tracking 
birthplace in 1994). Within each education status, a re-weighting procedure is employed to hold the age 
distribution constant across each year. See the online Appendix for further details. Graph presents 3-year 
centered moving averages. “HS” is high school.
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foreign-born immigrants. (The Current Population Survey does not record birth-
place until 1994.) This exclusion lowers measured participation for high school 
graduates and dramatically affects the downward trend for those without a high 
school diploma, reflecting increasing representation of immigrants in this segment 
of the population combined with their higher participation rates (Borjas 2017). 
The hourly earnings series presented earlier in Figure 1 are not nearly as sensitive 
to the exclusion of immigrants.

As in the case of earnings, we observe a dramatic rise in labor-force participa-
tion dispersion across education levels. In 1965, the difference in the participation 
rate between advanced degree holders and high school dropouts was 3.2 percentage 
points; by 2015, this difference had widened to 17.6 percentage points. Within the 
US-born population, the difference in the participation rate between advanced 
degree holders and high school dropouts was a tremendous 31.5 percentage points 
in 2015. Clearly, most of the secular decline in prime-age male labor-force participa-
tion can be attributed to those without a college degree; we focus on this group for 
the remainder of the paper.

Breaking the full sample up into demographic subgroups by race, age, and 
education confirms that the same overall pattern of decline in prime-age male 
labor-force participation holds true within each subgroup (as detailed in online 
Appendix Figure A4). However, within a given education status, blacks experienced 
larger declines than whites at all age levels. This is especially true among high school 
dropouts, where black participation rates tumbled by 30–40 percentage points. We 
also note some heterogeneity in participation trends by age: while all age groups 
have withdrawn from the labor force consistently over the sample period, the rate of 
withdrawal for young workers aged 25–34 relative to older workers increased slightly 
after the mid-1990s. (This is apart from high school dropouts aged 45–54, who have 
experienced alarmingly high rates of withdrawal from the labor force.)

Is Nonparticipation Temporary or Permanent?
Does the point-in-time labor-force participation rate reflect brief periods  

of nonparticipation experienced by a sizable share of the population, or perpetual 
nonparticipation experienced by a small share of the population? An account of 
how nonparticipation is distributed in the population provides information about 
the appropriate theoretical framework for examining change. For example, the 
canonical neoclassical labor supply framework conceives of the amount of time 
spent working, given an hourly wage rate, as an optimal tradeoff between income 
and substitution effects (Deaton and Muellbauer 1980). This framework cannot 
readily shed light on the decision not to spend any time working, which repre-
sents a corner solution. However, if most men who are not participating at a given 
point in time will participate in the future, then the standard framework remains 
a useful tool to analyze (changes in) male participation behavior.

Using retrospective reports from the March Current Population Survey, Juhn, 
Murphy, and Topel (1991, 2002) argued that the rise in male joblessness since 
the 1960s was almost entirely the result of a growing number of men withdrawing 
permanently from the workforce. Using contemporaneous reports of participation, 
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Coglianese (2018) recently challenged this contention, showing that retrospective 
reports result in an undercount of brief nonparticipation spells. We examine this 
issue by leveraging two longitudinal sources of labor-force participation data. The 
data come from a US Census Bureau data product that links Survey of Income and 
Program Participation (SIPP) respondents to their earnings information from the 
Social Security Administration (SSA). 

Using the data from the Survey of Income and Program Participation, we 
define participation as working at least one week in the given survey month, and 
report in the top panel of Table 1 nonparticipation to participation (N → P) 
transition probabilities for currently nonparticipating subgroups of men with 
high school education or less. We consider two such groups: men who expe-
rienced a transition from participation to nonparticipation within the first  
12 sample months, and men who began the sample period as nonparticipants. We 
observe substantial short-run spells of nonparticipation. Among white high school 
graduates (without college) who experienced a transition to nonparticipation, 
51 percent had returned to the labor force after 3 months, and 77 percent had 
returned to the labor force after 12 months. Among white high school graduates 
who began the sample period as nonparticipants, 25 percent were in the labor 
force after 3 months and 49 percent were in the labor force after 12 months. 
While there are mild education and racial gradients to these estimates, we note 
striking consistency across demographic groups.

Using earnings histories from the Social Security Administration, which exist 
on a consistently coded basis for the years 1978–2011, we are also able to construct 
nonparticipation to participation transition probabilities over a longer-run horizon. 
These are shown in the second panel of Table 1. Following Coglianese (2018), we 
define yearly participation as a situation in which total administrative earnings for the 
year exceed the threshold of one-half of the federal minimum wage times 40 hours 
per week times 13 weeks. We construct two similar groups of nonparticipants: men 
who experienced a transition to yearly nonparticipation within the first 15 years 
observed, and men who were nonparticipants in the first year observed. (Because 
the definition of participation differs between these short- and long-run analyses, the 
twelve-month probabilities reported in the top panel of Table 1 differ from the one-
year probabilities reported in the bottom panel.) Among white high school graduates 
who experienced a transition to full-year nonparticipation, 66 percent had achieved 
annual participation two years later, and 83 percent had achieved annual participa-
tion five years later. Among white high school graduates who entered the sample as 
full-year nonparticipants, 54 percent achieved annual participation after two years, 
and 76 percent achieved annual participation after five years. 

These findings indicate substantial churn into and out of the labor force at 
long-run as well as short-run frequencies. 

How Do Jobless Men Survive? 
Another important aspect of labor market nonparticipation is an account of 

how nonparticipating men obtain resources. Table 2 records annual household 
income statistics for prime-age non-college-educated men with low labor-force 
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attachment. (We define low labor-force attachment as no more than 13 weeks of 
employment during the reference year.) The March supplement to the Current 
Population Survey does not fully distinguish among relevant sources of income until 
1992; thus, we consider all years from 1992 to 2017. For each education status, the 
top panel reports average levels of annual income, rounded to the nearest hundred 
dollars and broken down by income source. This illustrates how much income the 
average man has access to and where it comes from. The bottom panel records the 

Table 1 
Male Workforce Attachment over the Short and Long Run for Those with High 
School Education or Less: Evidence from SIPP–SSA Longitudinal Data, 1978–2011

A: Short-run N→P transition probabilities

Group Race Education 1 month 3 months 6 months 12 months

Experienced an P→N 
transition in first 12 
panel months

Whites
Dropouts 0.18 0.45 0.63 0.72
HS grads 0.19 0.51 0.69 0.77

Blacks
Dropouts 0.16 0.33 0.50 0.59
HS grads 0.15 0.38 0.57 0.66

Nonparticipant in first 
panel month

Whites
Dropouts 0.08 0.24 0.38 0.46
HS grads 0.09 0.25 0.40 0.49

Blacks
Dropouts 0.05 0.16 0.24 0.30
HS grads 0.07 0.18 0.29 0.36

B: Long-run N→P transition probabilities

Group Race Education 1 year 2 years 5 years 10 years

Experienced an P→N 
transition in first 15 years 
observed

Whites
Dropouts 0.42 0.58 0.76 0.83
HS grads 0.50 0.66 0.83 0.89

Blacks
Dropouts 0.34 0.50 0.69 0.77
HS grads 0.40 0.57 0.76 0.83

Non-participant in first 
year observed

Whites
Dropouts 0.27 0.39 0.54 0.62
HS grads 0.43 0.54 0.72 0.81

Blacks
Dropouts
HS grads

0.29 0.38 0.51 0.57
0.34 0.47 0.63 0.74

Source: Authors’ calculations based on the 1984–2008 Survey of Income and Program Participation (SIPP) 
panels (top panel) and SIPP panels linked to Social Security Administration (SSA) earnings records 
(bottom panel).
Note: Sample consists of men with high school education or less with 0–30 years of potential experience 
and not enrolled in school at the beginning of the SIPP panel window. “Dropouts” are high school 
dropouts. “HS grads” are high school graduates without college. Panel A reports the share of men 
who transitioned out of nonparticipation by the given month—1, 3, 6, or 12 months after the initial 
experience of nonparticipation. Two groups of men are considered: those who experienced a transition 
from participation to nonparticipation (a “P → N” transition) within the first 12 panel months, and those 
who were nonparticipants at the start of the panel window. Panel B considers the SSA earnings records of 
all SIPP panel respondents over the subset of years 1978–2011 when the respondents had between 0 and 
30 years of potential experience. It reports the share of men who transitioned out of nonparticipation by 
the given year—1, 2, 5, or 10 years after the initial experience of nonparticipation. Yearly participation is 
defined as having total administrative earnings for the year above a minimum threshold. Two groups of 
men are considered: those who experienced a transition to nonparticipation within the first 15 years of 
observation, and those who were nonparticipants in the first year of observation. See main text and the 
online Appendix available with this paper at the journal website for further details.
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Table 2 
Household Income Characteristics of Men with Low Labor-Force Attachment by 
Race, Education, and Age, 1992–2017

Whites Blacks

A: High School Dropouts 25–34 35–44 45–54 25–34 35–44 45–54

Average Annual Income ($)
Own earnings 900 1,100 500 500 400 300
Total unearned income 35,000 28,300 28,400 29,200 28,300 23,500
  Own disability-related benefits 3,300 5,700 7,600 2,400 4,200 5,400
  Own other unearned income 900 1,100 1,500 400 700 900
  Cohabitants’ total earnings 21,800 13,100 12,500 18,600 15,800 10,100
  Cohabitants’ total unearned income 8,000 7,400 6,100 6,600 6,800 6,300
  Household food stamps income 1,000 1,000 700 1,200 800 800

Maximal Source of Income (%)
Own earnings 3 2 2 2 2 1
Own disability-related benefits 12 23 31 10 18 27
Earnings OR unearned income from:
  Parents 30 21 11 38 22 16
  Spouse 15 20 20 5 12 12
  Other HH members 25 20 21 31 31 26
HH food stamps income 4 3 3 4 3 4
Other source or tie 5 6 7 4 5 6
None (living on < $4 per day) 6 5 5 6 7 8

Whites Blacks

B: High School Graduates (no college) 25–34 35–44 45–54 25–34 35–44 45–54

Average Annual Income ($)
Own earnings 1,300 1,300 1,300 600 700 600
Total unearned income 43,000 35,900 36,200 36,800 29,200 27,800
  Own disability-related benefits 3,100 5,300 7,200 2,400 3,600 5,300
  Own other unearned income 1,600 2,100 3,600 800 1,300 2,200
  Cohabitants’ total earnings 30,200 19,900 18,000 26,100 17,000 14,100
  Cohabitants’ total unearned income 7,400 7,900 6,900 6,600 6,500 5,500
  Household food stamps income 700 700 500 900 800 700

Maximal Source of Income (%)
Own earnings 3 3 2 2 2 2
Own disability-related benefits 9 18 25 7 14 24
Earnings OR unearned income from:
  Parents 35 21 12 41 23 11
  Spouse 14 22 24 7 17 19
  Other HH members 25 19 19 29 25 23
HH food stamps income 3 3 2 2 3 3
Other source or tie 6 7 10 5 6 8
None (living on < $4 per day) 5 7 6 7 10 10

Source: Authors’ calculations based on the March Supplement to the Current Population Survey.  
Note: “HH” is household. Sample consist of all households in which at least one prime-age, non-college-
educated man with low labor-force attachment resided. Low-labor force attachment is defined as no more 
than 13 weeks of employment in the reference year. Households with imputed sources of income are 
excluded. Disability-related benefits are not fully identifiable until 1988; food stamps benefits are not 
identifiable until 1992; as a result, we consider the years 1992–2017. The top subpanels record average 
levels of the man’s household’s yearly income in 2017 dollars, rounded to the nearest hundred and broken 
down by income source. The bottom subpanels record the frequency with which each source of earnings 
accounts for the largest share of total household income. Extremely poor households, which subsist on 
less than $4 per day (with a square-root equivalence scale to adjust for household size), are classified as 
having no maximal source of income. See main text and the online Appendix available with this paper at 
the journal website for additional information on data processing and some additional tabulations. 
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frequency with which each source of income accounts for the largest share of total 
household income, thereby illustrating heterogeneity in income receipt. 

Low-participating men earn very little income: average earnings across all 
demographic groups are at or below $1,300—an extremely low amount to live 
on for an entire year (top panels of parts A and B of Table 2). Accordingly, only 
2–3 percent of the time does the man’s own earnings account for the largest share 
of total household income (bottom panels). Among 45–54 year old men, own-
disability-related benefits are relatively important, amounting to around $7,300 
for whites and $5,300 for blacks. Own disability benefits constitute the largest 
share of total household income in 25–30 percent of these cases. While this 
number is not small, it still represents a distinct minority; and for younger groups, 
own disability benefits are relatively unimportant. Across all demographic groups, 
income from other household members appears to be the dominant income 
source. This is especially true among 25–34 year-old men, where cohabitants’ 
income accounts for 82–86 percent of total household income on average, and 
some source of cohabitants’ income accounts for the largest share of household 
income 70–75 percent of the time. Even among 45–54 year-old men, some source 
of cohabitants’ income accounts for the largest share of household income in the 
majority of cases. 

In tabulations not shown here, we found that around 40 percent of white 
high school dropouts, 30 percent of white high school graduates, 53 percent of 
black high school dropouts, and 44 percent of black high school graduates lived 
in households with total income below the federal poverty line. Much smaller 
shares, however—5 to 7 percent of whites and 7 to 10 percent of blacks—lived 
in extreme poverty (last rows of parts A and B of Table 2). We define extreme 
poverty as a situation in which household members subsist on less than $4 per day 
at 2017 prices. (This figure is chosen by implementing a square-root equivalence 
scale to adjust for household size. For example, the extreme poverty threshold for 
a four-person household is $4 per day times 365 days times the square root of 4 = 
$2,920.) Even smaller shares of men—around 3 percent across all groups—lived 
above the extreme poverty line but depended primarily on food stamps assistance 
(last rows of parts A and B of Table 2). Thus, while living standards may not be 
high for these men, the income of other household members plays an effective 
role in keeping most of them out of extreme poverty. 

It is important to reiterate that the above numbers are based on survey data. 
There is ample reason to believe that the reported earned income figures are 
underestimates, because episodic sources of income tend to be underreported 
(Mathiowetz, Brown, and Bound 2002) or even unreported (Edin and Lein 1997; 
Meyer and Sullivan 2003, in this journal 2012; Bollinger, Hirsch, Hokayem, and 
Ziliak forthcoming). Recent work using administrative data has demonstrated 
that survey data understates the incomes of low-income men and overstates the 
incidence of extreme poverty (Meyer and Mittag 2015; Meyer, Wu, Mooers, and 
Medalia 2018). However, this work tends to confirm the notion that men with a 
weak attachment to the workforce largely persist on the incomes of other house-
hold members. 
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Explaining the Decline

Less-educated men have experienced downward trends in wages, employment, 
and participation since the early 1970s. Therefore, in attempting to explain the 
latter trends, a reasonable starting point is to ask if changes in the returns to labor 
market activity can account for the observed decline in labor market activity. 

This interpretation of the data gained currency with the work of Juhn, Murphy, 
and Topel (1991, 2002; see also Juhn 1992). Focusing on the period of the late 1960s 
through the late 1980s, these authors estimated labor supply curves from repeated 
cross-sectional and cross-regional data. In both cases, for less-skilled men, they found 
strong associations between declines in wages and declines in labor market activity, 
implying an uncompensated labor supply elasticity of around 0.4 for the lowest 
skilled group.8 They interpreted their findings as reflecting labor demand shifts 
against a stable and upward-sloping supply curve.

We are uncomfortable with this interpretation for two reasons. First, it belies 
the conventional wisdom that the (uncompensated) labor supply curve for men 
is inelastic. This conventional wisdom comes from the fact that tremendous 
wage increases in the United States, Canada, the United Kingdom, and Germany 
between 1900 and 1970 have all been associated with small declines in the labor-
force participation of prime-age men (for international evidence, see Pencavel 
1986; for US evidence, see Ruggles 2015). This notion makes economic sense: 
if leisure is a superior good, we would expect leisure’s share in total household 
consumption to rise as wages rise. Second, although wages and participation for 
less-educated men trended downward in tandem throughout the 1970s and 1980s, 
participation continued to decline after 1995, when wages were comparatively 
stable (recall Figure 1). 

More recent work has also attributed secular decline in less-educated male wages 
and employment to declining labor demand (Autor 2011; Moffitt 2012; Council of 
Economic Advisors 2016). For example, Abraham and Kearney (2018) write: “Our 
review of the evidence leads us to conclude that labor demand factors are the primary 
drivers of the secular decline in employment over the 1999 to 2016 period.” The 
growth of support for this connection has come from recent studies of local labor 
demand shocks. As mentioned earlier, Autor, Dorn, and Hanson (2013) found that 
commuting zones with rising exposure to manufactured imports from China saw 
substantive declines in manufacturing employment and wages. Similarly, Charles, 
Hurst, and Schwartz (2018) estimated that a 10 percent decline in manufacturing 
employment since 2000 led to an 18 percent decline in wages, a 7.9 percent decline 
in hours worked, and a 4.6 percentage point decline in employment of less-educated 
men. These estimates imply an uncompensated labor supply elasticity of above 0.4.  

8 Interpreting this estimate as an uncompensated (Marshallian) labor supply elasticity, rather than as 
an inter-temporal (Frisch) elasticity, implies assuming that workers anticipated the wage changes they 
experienced to be permanent rather than temporary. Given the apparent protracted nature of local 
labor demand shocks in low- and medium-skill male sectors (to be discussed below), this assumption 
seems appropriate.
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It is important to reconcile such estimates with the conventional wisdom of a 
small, or zero, uncompensated elasticity of labor supply. One possible reconciliation 
recognizes that the labor demand shocks in our period of study not only involve 
wage cuts, but also job losses, including mass layoffs or the closing of establishments. 
Displaced male workers take some time to return to the workforce (Jacobson, 
LaLonde, and Sullivan 1993; Autor, Dorn, Hanson, and Song 2014), in part because 
current local job losses are often associated with subsequent local job losses. For 
example, Dix-Carneiro and Kovak (2017) found that initial shocks (albeit in Brazil, 
not the United States) played out over an extended period partly because of the 
slow adjustment of capital to the initial shocks. In general, several researchers have 
documented the slowness of local economies to recover from economic shocks 
(Bartik 1991; Yagan 2017; Austin, Glaeser, and Summers 2018).

After losing work, individuals may not easily transition into new jobs. For 
instance, Foote and Ryan (2015) showed that medium-skill displaced male workers 
tend to face few attractive alternatives within their skill class and sector. Jaimovich 
and Siu (2018) captured this phenomenon in the context of a search model, in 
which those losing their jobs in declining sectors of the economy must consider 
whether to search for new work in the declining sector or invest in new skills. 
Such a framework can capture business cycle patterns but also secular shifts of 
the Beveridge curve. A parallel literature has illustrated a reluctance of workers 
to migrate to better labor markets (Kennan and Walker 2011; Dao, Furceri, and 
Loungani 2017; Zabek 2018), underscoring the potential importance of migration 
as well as search frictions.

These dimensions of individual and local labor market adjustment following 
shocks strike us as key factors underlying the strong secular relationship between 
wages and participation seen in the 1970s, 1980s, and since 2002. Such adjustment 
frictions are also consistent with the fact that many spells of nonparticipation are 
not permanent (recall Table 1)—though it may take some time, most displaced indi-
viduals do return to the workforce. A labor supply framework that takes these factors 
seriously may help resolve the apparent inconsistency between the male labor supply 
behavior revealed by the historical record and that of the more recent period. 

The Expansion of Disability Insurance 
A parallel explanation for the large increase in less-educated male joblessness 

despite a comparatively small decrease in the wages of this group rests on factors 
operating outside of the labor market. An oft-examined factor is the dramatic 
increase in the availability and generosity of income maintenance programs 
targeted at people with disabilities. The largest such program is the Social Security 
Disability Insurance program (DI), of which we provide a brief history in the online 
Appendix. The DI rolls expanded considerably between the 1960s and early 1990s 
and have grown more slowly since (for discussion in this journal, see Liebman 2015; 
online Appendix Figure A5 graphs trends in the population share of men receiving 
DI benefits by age group). 

To assess the extent to which Disability Insurance expansions have impacted the 
male labor-force participation rate, Bound (1989) proposed the “rejected-applicant” 
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method, which involves comparing participation behavior of those receiving DI 
benefits to those who applied for benefits but failed to pass the medical screening 
necessary to be granted benefits. In a sophisticated application of this method, 
Maestas, Mullen, and Strand (2013) used random variation in stringency across DI 
case examiners to estimate that prime-age men on the margin short of DI receipt 
have a labor-force participation rate of 40 percentage points higher than marginal 
beneficiaries.

Two issues arise when using this estimate to draw broader inferences about 
how the Social Security Disability Insurance program has impacted prime-age 
male labor-force participation. First, if the marginal beneficiary is healthier than 
the average beneficiary, then the marginal beneficiary’s work propensity may be 
more sensitive to benefit receipt than that of the average beneficiary. Second, 
estimates based on the rejected-applicant method are conditional on having applied 
for benefits. Since nonparticipation is necessary for eligibility, application for DI 
benefits itself may reduce participation. It may also affect rejected applicants’ 
subsequent participation behavior (Bound 1989, 1991; Parsons 1991): rejected 
applicants may reapply, time spent out of work may affect rejected applicants’ job 
prospects, and the act of applying may permanently affect individuals’ identities.

Bound, Lindner, and Waidmann (2014) attempted to circumvent these issues 
by arguing that the participation rate of individuals who report having a health-
related work limitation but who never applied for Disability Insurance benefits 
should be a conservative upper bound on the participation rate of both rejected 
and accepted applicants. Using SIPP–SSA data, they reported an employment rate 
differential between prime-age men with work limitations who never applied for DI 
benefits and those who were awarded benefits of roughly 50 percentage points. The 
reported employment differential between rejected applicants and those awarded 
benefits was roughly 30 percentage points.

Pulling these considerations together, let us conservatively assume that the 
disincentive for labor-force participation induced by applying for disability benefits 
outweighs the fact that the marginal beneficiary may be healthier than the average 
beneficiary. Under this assumption, Maestas, Mullen, and Strand’s (2013) estimate 
mentioned above provides a lower bound to the effect of the availability of DI bene-
fits on the labor-force nonparticipation rate of 0.40 times the DI participation rate. 
Additionally, Bound, Lindner, and Waidmann’s (2014) logic yields an upper bound  
of 0.50 + 0.30 = 0.80 times the DI participation rate under the assumption that  
the rejected applicant pool is the same size as the beneficiary pool (a slight exag-
geration relative to what they report). 

Table 3 uses data from the March Current Population Survey to compare 
prime-age male Disability Insurance and labor-force participation rates, by age 
and education, between 1975–84 and 2008–2017.9 (Decadal averages are used to 
reduce sampling error.) The last row of the table implements the bounding exercise 

9 Published data on the number of individuals receiving Disability Insurance benefits do not report 
breakdowns by education. However, responses to the March Current Population Survey about income 
receipt seem to track closely the published administrative statistics on DI receipt.
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just described, reporting a conservative upper bound estimate of the contribution 
of increased DI program participation to the concomitant rise in nonpar-
ticipation. Increased DI participation explains virtually none of the rise in 
nonparticipation among high school dropouts and little of the rise in nonpar-
ticipation among high school graduates (without college) below age 45. On the 
other hand, it could explain up to 25 percent of the rise in nonparticipation 
among 45–54 year-old high school graduates (without college). In tabulations 
not shown, we found similar results for the “some college” group.

In addition to the roughness of this bounding exercise, we note that the growth 
in Disability Insurance participation may be endogenous to falling labor demand. 
Previous work has demonstrated that adverse local labor demand shocks expand 
the DI rolls (Black, Daniel, and Sanders 2002; Autor and Duggan 2003; Charles, Li, 
and Stephens 2018). Rising DI participation may thus underlie some of the adjust-
ment behavior noted above: rather than search for new work, displaced workers in 
relatively poor health may simply apply for DI.

Mass Incarceration
The size of the US prison population rose dramatically between 1970 and 

2000, from roughly 0.1 percent to 0.5 percent of the total resident population 
(Raphael and Stoll 2013). We have been studying the civilian, noninstitutional-
ized male population in this paper—so those incarcerated are excluded. However, 
as incarceration rates have grown, so has the previously incarcerated share of the 

Table 3 
Assessing the Effect of Greater Receipt of Social Security Disability Insurance 
(SSDI) on the Secular Decline in Male Labor-Force Participation 

Dropouts HS graduates

25–34 35–44 45–54 25–34 35–44 45–54

SSDI  
participation rate

1975–84 0.030 0.046 0.076 0.009 0.014 0.027
2008–17 0.022 0.039 0.088 0.022 0.030 0.059
Change −0.008 −0.007 0.012 0.013 0.016 0.032

Labor-force  
nonparticipation

rate

1975–84 0.102 0.106 0.153 0.036 0.034 0.070
2008–17 0.182 0.175 0.304 0.120 0.122 0.171
Change 0.080 0.069 0.151 0.084 0.088 0.101

SSDI change/OLF changea −0.100 −0.101 0.079 0.155 0.182 0.317

Conservative upper-bound  
  contribution of SSDI growth
  to nonparticipation growth −4% −4% 6% 12% 15% 25%

Source: March Supplement to the Current Population Survey.  
Note: “Dropouts” are high school dropouts. “HS grads” are high school graduates without college. Decadal 
averages are used to reduce sampling error. (Highly) conservative upper bounds equal 0.4 times the 
ratio of SSDI growth to nonparticipation growth when SSDI growth is negative, and 0.8 times the ratio 
of SSDI growth to nonparticipation growth when SSDI growth is positive. See main text for a discussion 
of these upper-bound multipliers.
aOLF is “Outside the Labor Force.”
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currently noninstitutionalized population. Bucknor and Barber (2016) estimated 
that in 2014, between 6.0 and 7.7 percent of all prime-age men had previously 
been incarcerated. For black men, the rates were between 19.4 and 21.9 percent; 
for high school dropout men, the rates were between 26.6 and 30.1 percent. 
Bucknor and Barber do not report cross-tabulations by education and race, but 
their figures suggest that potentially a substantial fraction of black male dropouts 
have prior prison records. 

Survey data show that men with criminal records are less likely to be employed 
than observationally similar individuals without records. Employers report a 
reluctance to hire men with criminal convictions, while audit studies have found 
that those with criminal records are less likely to be called back for interviews 
(Holzer, Raphael, and Stoll 2006a, b; Pager 2003, 2007; Pager, Bonikowski, and 
Western 2009). The most credible estimates of the effect of prior incarcera-
tion on employment leverage random assignment of defendants to courtrooms, 
judges, and prosecutors. Taking this design to data from Harris Country, Texas, 
Mueller-Smith (2015) found that each additional year behind bars reduced post-
release employment propensity by 3.6 percentage points. For felony defendants 
with stable pre-charge earnings, incarceration for one or more years reduced 
employment propensity by much larger amounts. Moreover, Mueller-Smith found 
prior incarceration to increase subsequent criminal activity. Harding, Morenoff, 
Nguyen, and Bushway (2018) recently found comparable results using data from 
Michigan.

These estimates strongly support the notion that incarcerating men is likely 
to have significant effects on their future labor market outcomes (see also Raphael 
2014). That said, there is no straightforward way to make inferences from such esti-
mates about the impact of mass incarceration on noninstitutionalized male labor-force 
participation. First, the estimates vary considerably across different subpopulations. 
Second, the statistical design delivers causal effects for the marginal, not the average, 
man incarcerated. Third, the estimates do not capture spillover effects of mass 
incarceration on local labor markets and communities.10 Thus, while we do not feel 
comfortable using available information to estimate even crudely the effect of mass 
incarceration on the decline in male labor-force participation since the early 1990s, 
it seems likely that such effects exist and could be of sizable magnitude, especially 
among populations who have experienced particularly large exposure to prison (high 
school dropouts and blacks without any college education). We flag this as an impor-
tant area for further research. 

10 On spillover effects, two points are in order. First, recent research has found evidence of employer 
statistical discrimination on expected prior criminal history (Doleac and Hansen 2016; Agan and Starr 
2018). These findings suggest that, due to low-skill employers’ hiring responses, rising incarceration 
may impact the labor market prospects of those who were not previously incarcerated but have similar 
observable characteristics to those who were. Second, men with outstanding warrants may be reticent to 
seek formal employment, as described in the ethnographic work of Goffman (2014) and supported in 
statistical analysis by Brayne (2014).
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Feedback from the Marriage Market to Male Labor Supply

The above discussions frame a puzzle. On its own, falling labor demand 
does not sufficiently explain the secular decline in less-educated male labor-force  
participation—at least, not without allowing for substantial adjustment frictions in 
the long run as well as the short run. Rising access to Disability Insurance is at most a 
partial explanation for the 45–54 year-old group and matters quite little for younger 
men and for high school dropouts. Rising exposure to prison may be a signifi-
cant factor for dropouts and for blacks without college education, but labor-force 
participation for these groups began declining decades before prison populations 
skyrocketed. Certainly no single explanation can sufficiently explain the decline, 
and even in combination, the explanations appear insufficient.

We suspect that there is another factor at play. We will argue that the pros-
pect of forming and providing for a new family constitutes an important male labor 
supply incentive; and thus, that developments within the marriage market can influ-
ence male labor-force participation. A decline in the formation of stable families 
produces a situation in which fewer men are actively involved in family provision 
or can expect to be involved in the future. This removes a labor supply incentive; 
and the possibility of drawing support from one’s existing family, as shown earlier in 
Table 2, creates a feasible labor-force exit.

The Retreat from Marriage and Onset of Parental Cohabitation
American family structure has undergone dramatic change since the 1960s, 

featuring a reduction in the incidence of stable two-parent households that has 
been concentrated in the non-college-educated population (Cherlin 2014; in this 
journal, Lundberg, Pollak, and Stearns 2016). We summarize these changes in 
Table 4. Across all demographic groups without college education, the share of men 
currently married fell dramatically between 1970 and 2015. Currently-marrieds now 
make up a distinct minority of the black population without college degree. As of 
2015, only white high school graduates above age 35 were married a majority of the 
time, but even these groups experienced a 30-percentage-point drop in currently-
married rates since 1970.11 Similar changes have occurred for the some-college 
population.

Over the same period, the share of men living with at least one parent has risen 
in equally dramatic fashion. While parental co-residence was a rare event in 1970, 
by 2015 over one-quarter of whites and 40 percent of blacks aged 25–34 lived with 
a parent. Older groups experienced a smaller but still substantial rise in parental 
co-residence, especially considering the extremely low base rates. For example, white 

11 Some of the measured decline in marriage has been offset by a rise in cohabitation with an unmarried 
partner. However, for the less-educated, cohabitation is often a transient and unstable situation. Copen, 
Daniels, and Mosher (2013) report a median duration of cohabitations for less-educated individuals of 
22–24 months, based on 2006–2010 data from the National Survey of Family Growth. Ishizuka (2018) 
reports similar findings in SIPP data, and also finds that cohabitations are less likely to transition into 
marriages for less-educated individuals. Since our underlying concept of interest is stable family forma-
tion, the focus on marriage seems warranted for this population of men.
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high school graduates aged 35–44 experienced a greater-than-threefold increase in 
the rate of parental co-residence, from 4 percent in 1970 to 13 percent in 2015. In 
tabulations not shown, we documented similar increases (though starting from higher 
base rates) in the shares of men cohabiting with parents or other adult relatives.

In this journal, Stevenson and Wolfers (2007) emphasized the contribution of 
a variety of important developments to the secular decline in marriage, including 
greater access to contraception, liberalization of family law, changes in home 
production technology which have reduced gains from task specialization within 
the household, and changes to how prospective partners match (for example, the 
rise of online dating). Falling stigmatism of out-of-wedlock childbearing and single 
motherhood are also likely relevant (Akerlof, Yellen, and Katz 1996). 

Others have argued that male earning potential is central to stable marriage 
formation. Becker (1981) popularized the “specialization-and-exchange” theory of 
marriage, which predicts that gains from marriage are an increasing function of the 
gender wage gap. Other work has suggested the influence of “male breadwinner 
norms”: even after accounting for specialization incentives, the marriage rate 
appears to decline when a local labor market shock makes men less likely to out-
earn women (Bertrand, Kamenica, and Pan 2015). A different paradigm contends 
that marriage occurs when the level of resources exceeds a standard associated with 
successful family pursuits (Easterlin 1966, 1987). Ruggles (2015) argued for the 
importance of declining less-educated male earnings prospects relative to those 
of their fathers. A variant marriage threshold is the typical living standard within 
a peer reference group (Gibson-Davis, Edin, and McLanahan 2005; Watson and 

Table 4 
Males Living in Selected Family Arrangements by Race, Education and Age, 1970–2015 
(shares)

Currently married Living with parent

Race Education Age 1970 1985 2000 2015 1970 1985 2000 2015

Whites

Dropouts

25–34 0.81 0.61 0.48 0.37 0.12 0.18 0.22 0.28
35–44 0.86 0.75 0.59 0.51 0.06 0.09 0.14 0.17
45–54 0.86 0.79 0.66 0.49 0.04 0.05 0.06 0.12

HS grads

25–34 0.83 0.63 0.53 0.38 0.10 0.14 0.16 0.25
35–44 0.90 0.79 0.65 0.58 0.04 0.05 0.10 0.13
45–54 0.89 0.84 0.74 0.61 0.03 0.03 0.05 0.09

Blacks

Dropouts

25–34 0.65 0.31 0.23 0.14 0.17 0.36 0.40 0.47
35–44 0.66 0.50 0.32 0.27 0.09 0.16 0.25 0.29
45–54 0.70 0.58 0.44 0.31 0.02 0.07 0.13 0.20

HS grads

25–34 0.70 0.42 0.32 0.17 0.13 0.26 0.31 0.41
35–44 0.70 0.58 0.45 0.38 0.08 0.10 0.18 0.22
45–54 0.75 0.67 0.53 0.46 0.06 0.06 0.11 0.12

Source: Authors’ calculations based on the March Supplement to the Current Population Survey.
Note: “Dropouts” are high school dropouts. “HS grads” are high school graduates without college. 
Statistics were calculated in 5-year windows around the specified years: thus 1970 refers to 1968–72; 1985 
refers to 1983–87; 2000 refers to 1998–2002; 2015 refers to 2013–17.  
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McLanahan 2011; Ishizuka 2018). In this view, rising income inequality harms the 
marriage prospects of below-median individuals.

Marriage as a Social Institution for Male Employment
Previous work has associated marriage with a decline in irresponsible male 

behavior (Akerlof 1998), such as crime (Edlund, Li, Yi, and Zhang 2013) and exces-
sive drug and alcohol use (Duncan, Wilkerson, and England 2006). In the words 
of Lundberg, Pollak, and Stearns (in this journal, 2016): “If social and economic 
changes have reduced the value of marriage to noncollege graduates, these changes 
may also be responsible for a further causal … effect on men’s behavior.” 

Male participation in the labor force may also be a socially responsible activity 
that, like the avoidance of pathological behaviors, is intertwined with stable 
marriage. To the extent that the gains from marriage depend on male earnings, 
married men face an additional incentive to find and maintain a job. Indeed, 
the securing of gainful employment may even be stipulated by men’s (explicit or 
implicit) marital contracts with their wives. This mechanism has dynamic implica-
tions: with the expectation that they will one day marry and provide for a family, 
single men are incentivized to invest in their future productivity by working today. 
Doing so also improves their positions in the marriage market, raising their prob-
abilities of matching with high-quality spouses. As marriage rates and attendant 
marital expectations decrease, so do these labor supply incentives.

We offer an informal assessment of this marriage market mechanism of labor 
supply in Table 5. We divide the population of interest into three mutually exclusive 
statuses: men living with at least one parent, unmarried men not living with a parent, 
and married men not living with a parent. We compute the decline in observed 
labor-force participation attributable to changes in population shares between these 
statuses versus changes in labor-force participation rates within each status during 
the period from 1970–2015. Our proposed mechanism emphasizes the contribu-
tion of shifts between statuses (as married men work more than unmarried men 
and marriage rates have declined), and declining labor-force participation within 
unmarried statuses (as expectations of stable family formation have declined). The 
latter process should be especially relevant for younger groups, where future marital 
expectations have plausibly changed the most.

As reported in the last column of Table 5, the decline in labor-force participa-
tion among those currently married accounts for a minority of the total observed 
decline in all demographic groups. This is especially true among blacks: the within-
married component accounts for less than one-third of the total decline across all 
black subgroups. We also observe the predicted age gradient: for groups of men 
aged 25–34, the within-married component accounts for only about one-quarter 
of the total change, meaning three-quarters came from the unmarried groups and 
change in status among the groups. Moreover, the 25–34 age groups have experi-
enced almost as large a decline in labor-force participation as the older groups.

This mechanism offers an interpretation of the puzzle of the recent and dispro-
portionate decline in labor-force participation among young males, identified by 
Aguiar, Bils, Charles, and Hurst (2017). We repeated the above decomposition for 
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the population of men with 0–10 years of potential experience and not enrolled 
in school, considering changes from 1997–2015. For this group, observed declines 
in labor-force participation are largely explained by the between-status compo-
nent and the within-living-with-parents component (as shown in online Appendix 
Table A4). Today’s less-educated labor market entrants face increasingly small 
probabilities of forming their own stable families. Thus, while Aguiar et al. (2017) 
attribute their disproportionate withdrawal from the labor force to the rising value 
of leisure (stemming from innovations in video gaming technology), we suggest 
that a marriage-market-based fall in the value of work could be an alternative 
explanation.

Implications for the Relationship between Labor Demand and Labor Supply
The marriage market mechanism we propose adds complexity to the relation-

ship between male labor demand and labor supply. To the extent that male earning 
potential positively influences marriage, a decline in male labor demand results 
in fewer males forming and heading their own stable families. Thus, a male labor 

Table 5 
Family Structure Decompositions of Changes in the Male Labor-Force 
Participation Rate by Race, Education, and Age between 1970 and 2015 
(percentage point changes, except last column )

Change within

Race Education Age

Total change
in labor-force 

participation rate
Change
between

Unmarried 
with parent

Unmarried 
without 
parent Married

Within married 
contribution to

total change

All Men

Dropouts
25–34 −13.5 −4.7 −3.9 −1.4 −3.5 26%
35–44 −11.0 −3.7 −2.1 −1.8 −3.5 32%
45–54 −21.0 −5.5 −2.4 −4.7 −8.4 40%

HS grads
25–34 −11.2 −3.5 −3.6 −1.3 −2.8 25%
35–44 −11.0 −3.3 −2.2 −1.7 −3.9 35%
45–54 −14.8 −3.6 −1.7 −3.8 −5.7 39%

Whites

Dropouts
25–34 −21.2 −6.3 −5.3 −3.7 −6.0 28%
35–44 −23.3 −5.8 −3.5 −4.5 −9.5 41%
45–54 −33.1 −6.5 −3.1 −8.6 −14.9 45%

HS grads
25–34 −10.0 −2.8 −3.1 −1.5 −2.7 27%
35–44 −10.8 −2.9 −2.4 −1.6 −3.9 36%
45–54 −13.6 −3.2 −1.6 −3.5 −5.3 39%

Blacks

Dropouts
25–34 −31.6 −11.8 −9.9 −6.2 −3.6 11%
35–44 −27.5 −8.1 −8.1 −6.5 −4.8 17%
45–54 −35.5 −10.0 −4.4 −11.3 −9.8 28%

HS grads

25–34 −18.8 −5.3 −7.0 −2.5 −4.0 21%
35–44 −15.2 −4.2 −2.8 −3.4 −4.8 32%
45–54 −20.5 −4.8 −2.2 −7.5 −5.9 29%

Source: Authors’ calculations based on the March Supplement to the Current Population Survey.
Note: “Dropouts” are high school dropouts. “HS grads” are high school graduates without college. See 
online Appendix for detail on how the within/between decomposition was executed. LFP rates were 
measured in 5-year windows around the beginning and endpoints: thus 1970 refers to 1968–72; 2015 
refers to 2013–2017.  
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demand shock produces—through the marriage market—an indirect effect on 
male labor supply incentives and resultant labor-force participation.

The recent findings of Autor, Dorn, and Hanson (2018) indicate that this indirect 
channel may be important. These authors found that rising local exposure to import 
competition from China led to local declines in the marriage rate and in the share of 
children living with their fathers. Thus, the large employment effects of local labor 
demand shocks may embed family-related effects in addition to the other adjustment 
frictions we have discussed. Family processes may also interact with these other adjust-
ment frictions: for example, by making men more dependent on their adult relatives 
and less amenable to finding a new occupation or labor market in which to seek 
employment. In addition, others have argued that mass incarceration has disrupted 
family formation (for example, Charles and Luoh 2010; Schneider, Harknett, and 
Stimpson 2018). These relationships further complicate the separate quantification 
of the various forces driving the decline in male labor-force participation.

Conclusion

During the last 50 years, the earnings of prime-age men in the United States 
have stagnated and dispersed across the education distribution. At the same time, 
the labor-force participation rates of men without a college education have steadily 
declined. While wage and participation trends are often linked for this population, 
we have argued that this connection cannot solely be the result of an inward labor 
demand shift across a stable and elastic labor supply curve. The uncompensated 
labor supply elasticities implied by the twin declines of wages and participation 
during the 1970s, 1980s, and 2000s appear too large to be plausible. Moreover, 
labor-force participation continued to decrease in the 1990s while wages were rising. 
While the increasing availability of disability benefits and the increase in the frac-
tion of the population with prior incarceration exposure may help explain some of 
the participation decline, we doubt either factor can explain the bulk of the decline.

We have argued that more plausible explanations for the observed patterns 
involve feedbacks from male labor demand shocks, which often involve substantial 
job displacement, to worker adjustment frictions and to family structure. Marriage 
rates, and corresponding male labor supply incentives, have also fallen for reasons 
other than changing labor demand. Moreover, we have noted interactions between 
labor demand and disability benefit take-up, and between mass incarceration and 
family structure. These factors have all converged to reduce the feasibility and desir-
ability of stable employment, leading affected men—who may not often be eligible 
for disability or other benefits—to participate sporadically in the labor market and 
depend primarily on family members for income support. In sum, our observa-
tions lead us to be skeptical of attempts to attribute the secular decline in male 
labor-force participation to a series of causal factors acting separately. We prefer an 
interpretation in which falling labor demand and other interconnected factors have 
led to substantially lower participation rates among men with less than a college 
education. 
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T he economic progress of US men has stagnated in recent decades. The 
labor force participation rate of men ages 25–54 peaked at 97 percent in 
the mid-1960s and has declined by roughly eight percentage points since 

then (according to the Bureau of Labor Statistics), while men’s real median earn-
ings have been flat since the early 1970s (Fontenot, Semega, and Kollar 2018, 
figure 2). These population averages mask considerably larger declines in participa-
tion among less-educated and non-white men (as discussed in this symposium by 
Binder and Bound) as well as substantial increases in wage inequality (Autor, Katz, 
and Kearney 2008). The decline in economic opportunities for low-skilled men and 
the possible negative effects of this trend on their well-being is a matter of increas-
ingly urgent concern for policymakers and the general public. 

In this paper, we seek to illuminate the broader context in which prime-age 
men are experiencing economic stagnation. We explore changes for prime-age 
men over time in education, mortality, morbidity, disability program receipt, family 
structure, and incarceration rates. We focus on prime-age men, namely those ages 
25–54, and on the years 1980–2016 (or 2017 when possible), encompassing much 
of the period of reduced economic progress for low-skilled men. Where possible, 
we examine trends by education, and in some cases, draw comparisons between 
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men and women or highlight trends by race and ethnicity or geography. In the 
concluding discussion, we explore the relevance of these trends in the context 
of men’s economic stagnation. Some of the key indicators that we discuss may 
be affected by men’s sluggish economic progress or play a role in explaining it, 
or both. While establishing causality for such a wide range of health and other 
outcomes is inherently difficult, we will discuss some of the clues provided by 
recent research.  

Our approach is consistent with Case and Deaton’s (2017) theory of “cumu-
lative disadvantage.” While their approach was motivated by a rise in “deaths of 
despair” from drug poisonings, suicide, and alcohol-related liver disease, particu-
larly among less-educated, non-Hispanic whites, they posit that worsening labor 
market opportunities for successive cohorts of less-educated whites affect and are 
affected by a cluster of factors including health, education, and marriage and 
family outcomes.

We build on their findings while considering additional measures of well-being 
among prime-age men and also highlighting some positive developments during 
the latter half of our analysis period. Interestingly, these more recent developments 
have tended to benefit white prime-age men much less than other men in the 
25–54 age range. 

Educational Attainment 

Gains in the educational attainment of prime-age males have slowed over time. 
As illustrated in Table 1, between 1980 and 2000, men ages 45–54 (of all races) expe-
rienced a 22 percentage point decline in the share that were high school dropouts, 
as well as a 15-point increase in the share with some college and a 12-point increase 
in the share with a college degree. This reflects the fact that men in the first half of 
the Baby Boom cohort (those born between 1946 and 1955, who were ages 45–54 in 
2000) had very different levels of educational attainment than those born 20 years 
earlier. By contrast, changes between 2000 and 2017 were minimal, as men born 
nearly two decades later (between 1963 and 1972, or roughly in the first half of the 
Generation X cohort) made similar educational choices as had the earlier cohorts. 
Recently, there has been a more modest increase in men’s education, as the share 
of men ages 25–34 with a college degree grew by 5 percentage points between 2000 
and 2017, indicating that birth cohorts from the Millenial generation are slightly 
more likely to seek higher education than were Gen Xers.

Gains in educational attainment for men have also lagged behind gains for 
women in recent years. In 1980, the share of men age 25–34 with a college degree 
exceeded the share of women with such a degree by 7 percentage points (28 percent 
for men versus 21 percent for women). But in the mid-1990s, the share of women 
ages 25–34 with a college degree surpassed that of men, and by 2017, this gender gap 
had grown to 7 percentage points in favor of women (34 for men versus 41 percent 
for women). Jacob (2002) finds that among a cohort making these decisions in the 
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mid-1990s, differences in the return to attending college and in noncognitive skills1 
accounted for the vast majority of the female advantage in college attendance.

There have also been differential gains in educational attainment by race. As 
shown in Table 1, the share of black men ages 45–54 who had not completed high 
school fell by nearly 50 percentage points between 1980 and 2017, more than twice 
the decline for all men. Similarly, black men in each of the three age groups had 
larger increases in the share with some college or with a college degree between 

1 Noncognitive skills include the ability to pay attention in class, work with and seek help from others, 
and organize. 

Table 1 
Educational Attainment, Men Ages 25–54, by Race, 1980 to 2017

Age 
group

Education 
level 1980 2000 2017

Change,  
1980–2000

(in percentage points)

Change, 
2000–2017  

(in percentage points)

All Men
25–34 < High school 14% 13%   9% –1 –4

High school 35% 32% 29% –3 –3
Some college 23% 26% 28%   +3  +2
College 28% 29% 34%   +1  +5

35–44 < High school 22% 12% 11% –10 –1
High school 37% 35% 28% –2 –7
Some college 17% 26% 25%    +9 –1
College 25% 27% 36%    +2  +9

45–54 < High school 33% 12% 11% –22 –1
High school 34% 29% 32%  –6  +4
Some college 12% 27% 24%  +15 –3
College 20% 32% 33%  +12  0

Black Men
25–34 < High school 25% 12%   10% –12 –3

High school 39% 41% 34% +2 –8
Some college 24% 28% 35% +4 +7
College 12% 18% 22% +6 +3

35–44 < High school 37% 12% 10% –26 –1
High school 41% 42% 35% 0 –7
Some college 14% 30% 29% +15 0
College   7% 17% 26% +10 +8

45–54 < High school 60% 19% 11% –41 –8
High school 25% 34% 40% +8 +6
Some college   8% 28% 28% +20 –1
College   7% 19% 22% +12 +2

Source: Authors using data from the Current Population Survey. 
Note: Changes listed may differ slightly from implied changes due to rounding.  
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1980 and 2017 than did US men as a whole. While there remains a racial gap in 
educational attainment, its magnitude shrank considerably during this era.2  Trends 
for native-born Hispanics during this time period were similar to those for blacks 
(Ryan and Bauman 2016). 

Given the steady increase in the return to a college degree during our study period 
(Card and Lemieux 2001), one might have expected prime-age men to respond—as 
women appear to have done (  Jacob 2002)—by attending college and community 
college in greater numbers. The much slower increase in educational attainment 
among men during the 1980–2017 period partially explains why the earnings of full-
time male workers actually fell by 1 percent (in real terms) during this nearly 40-year 
period while earnings of full-time female workers increased by 32 percent (Fontenot, 
Semega, and Kollar 2018). The fact that men ages 25–34 experienced larger gains 
in educational attainment in the period since 2000 than between 1980 and 2000 is 
consistent with more recent cohorts of men responding to increasing (or increasingly 
evident) returns to education, but further research is needed to establish this pathway.

Mortality

According to mortality rates, which are probably the most widely used measure 
of health, the health of prime-age men steadily improved during the 1980s and 
1990s. As shown in Table 2, between 1980 and 2000, mortality rates among men ages 
25–34, 35–44, and 45–54 declined at annual rates of 1.7 percent, 0.8 percent, and 
1.7 percent, respectively. Weighting each of these three age groups equally to reduce 
sensitivity to changes in the age distribution over time, the mortality rate among men 
ages 25–54 fell at an annual rate of 1.5 percent, from 421 per 100,000 in 1980 to 312 
per 100,000 in 2000, a 26 percent decline.3 This was larger than the corresponding 
drop of 20 percent among prime-age women during the same period. Despite this 
differential improvement, prime-age men still had an 80 percent higher mortality 
rate than prime-age women in 2000. 

The substantial reduction in mortality among prime-age men did not continue 
in the subsequent years, with the mortality rate falling by less than 2 percent (from 
312 to 307 per 100,000) from 2000 to 2016. This overall change masks substantial 
heterogeneity among the three age groups. Perhaps most strikingly, the mortality 
rate among men ages 25–34 increased by 28 percent (from 139 to 178 per 100,000) 
during this 16-year period, corresponding to an annual growth rate of 1.6 percent. 

2 Western and Pettit (2000) caution that the exclusion of incarcerated persons from the Current Popula-
tion Survey may lead to an overestimate of the rise in black men’s education, as incarceration rates for 
black men have risen over time and incarcerated black males tend to have lower levels of education than 
non-incarcerated black males.   
3  Gelman and Auerbach (2016) argue for using even finer age adjustments when assessing mortality 
trends, as a population shift within a given age group—for example, having fewer 45 year-olds and more 
54 year-olds—can affect the mortality rate within even a narrowly-defined group.
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While mortality rates did fall for men ages 35–44 and 45–54, the annual rate of 
decline was much slower than it was from 1980 through 2000.

A closer examination of the changes in prime-age mortality rates by cause, 
as reported in Table 2, helps to explain these patterns. From 1980 to 2000, more 
than half of the improvement for prime-age men was driven by falling heart disease 
mortality, while nearly one-fourth was the result of an impressive reduction in cancer 
mortality. The rest was explained primarily by large reductions in homicides and in 
accidental (primarily motor vehicle) deaths. The only notable increase in cause-
specific mortality during this time period was for HIV/AIDS, which accounted for 
more deaths than homicides by 2000.

From 2000 to 2016, the pace of improvement in heart disease mortality slowed 
considerably, with the annual mortality rate falling by just 11 deaths per 100,000 
between 2000 and 2016 (versus a drop of 57 deaths per 100,000 between 1980 and 
2000). The death rate from accidents rose substantially, with this entirely driven by 
an increase in drug overdose deaths, which nearly quadrupled—from 12 to 45 per 
100,000—between 2000 and 2016, even as mortality from motor vehicle and other 
accidents fell modestly. In addition, there was an increase in both the suicide rate and 
in the homicide rate, both of which had declined between 1980 and 2000. Offsetting 

Table 2 
Male Mortality Rates by Age and Cause, Ages 25 to 54, 1980 to 2016

Annual Mortality Rates per 100,000 Annual % change

1980 2000 2016 1980–2000 2000–2016

By Age
  25 to 34 196 139 178 –1.7%  +1.6%
  35 to 44 299 255 244 –0.8% –0.3%
  45 to 54 767 543 498 –1.7% –0.5%

By Racea

  Black 859 577 429 –2.0% –1.8%
  White 376 285 301 –1.4% +0.3%
  Hispanicb – 257 212 – –1.2%
  Non-Hispanic Whiteb – 285 320 – +0.7%

By Causea

  Heart disease 121   64   53 –3.2% –1.2%
  Cancer   82   58   42 –1.8% –2.0%
  Accidents   65   48   76 –1.4% +2.9%
  Suicides   24   22   27 –0.4% +1.5%
  Homicides   25   11   14 –3.9% +1.2%
  HIV/AIDS   0   15     4 – –8.3%
  All other 105   94   91 –0.5% –0.2%

Total 421 312 307 –1.5% –0.1%

Source: Authors using data from Centers for Disease Control and Prevention, National Center for Health 
Statistics at https://www.cdc.gov/nchs/hus/contents2017.htm.
a The mortality rate for men ages 25–54 is computed as a simple average of the rate for men ages 25–34, 
35–44, and 45–54, to minimize the effect of changing age distribution of the population over time.  
b Mortality data is not available by Hispanic ethnicity status in 1980.

https://www.cdc.gov/nchs/hus/contents2017.htm
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these increases were declines in cancer mortality, which continued at a pace similar 
to that seen in the earlier period, as well as a remarkable 75 percent decline in the 
mortality rate from HIV/AIDS, which went from being the fifth most common cause 
of death among prime-age men in 2000 to the tenth most common in 2016. 

These trends in mortality by cause of death also explain why young men fared 
substantially worse in the more recent period. Mortality rates from drug overdose 
and suicide as well as the increase in these rates between 2000 and 2016 are very 
similar across all age groups.  By contrast, men ages 45–54 die from heart disease 
and cancer at rates more than ten times those of men 25–34. Thus, declines since 
2000 in heart disease mortality (albeit smaller than those seen in earlier periods) 
and in cancer mortality have been sufficient to outweigh increases in drug overdose 
and suicide deaths for men 35–54, but not for men 25–34. 

Mortality trends since 2000 have varied substantially by race and ethnicity, as high-
lighted by Case and Deaton (2015, 2017). For example, the mortality rate among black 
prime-age men declined at a similar rate before and after 2000 (2.0 percent annually 
from 1980 to 2000 versus 1.8 percent annually from 2000 to 2016). By contrast, the 
mortality rate among white prime-age men increased by 0.3 percent annually after 
2000 versus a 1.4 percent annual decline in the preceding 20 years. One of the most 
important drivers of this difference was the differential benefit from declining HIV/
AIDS mortality. Black prime-age men were seven times more likely than white prime-
age men in 2000 to die from HIV/AIDS (65 versus 9 per 100,000), and thus benefitted 
far more from the subsequent plunge in the HIV/AIDS mortality rate.

In addition, black men saw much smaller increases in the suicide rate (7 
percent versus 32 percent for white men) and were much less likely to commit 
suicide initially. As a result, white men are now more than twice as likely as black 
men to commit suicide (31 versus 13 per 100,000). Finally, the death rates from 
(primarily drug- and alcohol-induced) accidents increased by five times as much 
among white prime-age men as among black men of the same age. Thus, even 
though black men have been more affected by the increase in the homicide rate 
since 2000, this change is dwarfed by trends in the combination of HIV/AIDS,  
drug- and alcohol-induced accidents, and suicides.

For Hispanic or Latino prime-age males, mortality rates fell by 1.2 percent annu-
ally from 2000 to 2016, while the corresponding rate among their non-Hispanic white 
counterparts rose by 0.7 percent annually.4 As a result of these changes, mortality 
rates among white, non-Hispanic prime-age males are now more than 50 percent 
higher than among Hispanic prime-age males (320 versus 211 per 100,000). 

The adverse mortality trend for white non-Hispanic men is stronger among 
those with low levels of education, Case and Deaton (2017) find that mortality rates 
have risen over the past two decades among prime-age white non-Hispanic men 
without a college degree, while holding steady or declining for their counterparts 
with a college degree. One challenge for assessing how mortality changes have 

4 The Centers for Disease Control did not collect data on ethnicity in 1980, so it is not possible to compare 
the 1980–2000 trends with the 2000–2016 trends for these two groups.
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differed by educational attainment is that the fraction of men who are high school 
dropouts has fallen substantially over time (as shown earlier in Table 1). Differen-
tial changes in mortality by education in recent decades thus could be driven by 
changes in the composition of individuals in each education group—that is, high 
school dropouts becoming more adversely selected—rather than by differential 
changes in each group’s mortality rate. To address this issue, Bound, Geronimus, 
Rodriguez, and Waidmann (2014) categorize individuals by their rank in each year’s 
educational attainment distribution and show that from 1990 to 2010 the life expec-
tancy at age 25 of non-Hispanic white males in the bottom quartile of educational 
attainment rose by three years less than in the top three quartiles (a six-year increase 
versus a three-year increase). These findings imply that low-skilled men have fallen 
further behind high-skilled men with respect to this key measure of health.5  

An alternative way to examine the relationship between education and mortality 
changes is to compare trends in geographic areas with lower levels of educational 
attainment with those with greater attainment. Consistent with the evidence from 
Bound et al. (2014), mortality rates among prime-age men rose by substantially more 
from 2000 to 2016 in states with low levels of education. Table 3 groups all 50 states 
and the District of Columbia into four quartiles based on the share of non-Hispanic 
white men aged 25–54 who were without a high school degree in 2000. As Table 3 
shows, mortality rates were already higher in states with the most low-skilled men in 
2000. This disparity increased significantly in the subsequent years, with mortality 
rising by just 3 percent in the state with higher levels of education such as California 
and Washington, DC, compared with a 20 percent increase in the states with lower 
levels of education such as West Virginia and Kentucky.6

Establishing whether there is a link between the rise in mortality for low-skilled 
men—particularly the increase in “deaths of despair”—and economic conditions 

5 Consistent with this finding, Chetty et al. (2016) find that life expectancy of 40-year old males in the 
highest income quartile increased by 2.6 years from 2001 to 2014 versus only 1.0 years among 40 year-old 
men in the lowest income quartile.
6 For an in-depth analysis of mortality trends by state, see US Burden of Disease Collaborators (2018).

Table 3 
Male Mortality Rates among White, Non-Hispanic Males Aged 
25–54, by State Education Quartile, 2000 and 2016

State education
quartile

% without  
HS degree

Annual mortality rates per 100,000

2000 2016 % Change

1 10% 257 265   +2.8%
2 13% 262 296 +12.9%
3 17% 275 329 +19.7%
4 23% 334 400 +19.6%

Source: Authors using data from the US Census, CDC Wonder.
Note: Changes listed may differ slightly from implied changes due to rounding.  
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is an active area of research. Pierce and Schott (2016) find that the lowering of 
trade barriers with China around 2000 led to substantial increases in both suicide 
and opioid overdose mortality rates, with larger effects in trade-exposed counties 
with a higher share of less-educated men, reflecting the policy’s larger employment 
effects on this group. This is consistent with Case and Deaton (2017), who find that 
increases in reports of pain (which is often treated with opioids) since the mid-1990s 
have occurred exclusively among the less educated. Ruhm (2018) argues that the 
rise in opioid use is more strongly related to drug access (the “drug environment”) 
than to economic conditions. Krueger’s (2017) surprising finding that nearly half of 
prime-age men who are out of the labor force take pain medication on a daily basis 
does not establish the direction of causality between employment and opioid use, 
but does underscore the importance of future research that might do so.

Morbidity, Self-Reported Health Measures, and Disability Insurance

Health measures other than mortality may capture health issues that are more 
prevalent among prime-age men and potentially more pertinent to labor force 
participation. On Table 4, we report values for a variety of measures frequently used 
in the literature on health and disability trends, including self-reported health, 
work-limiting disability, physical limitations, limitations in Activities of Daily Living 
(ADLs) or in Instrumental Activities of Daily Living (IADLs), and obesity, using data 
from the National Health Interview Survey (NHIS).

Health problems rise with age, as expected, although their incidence depends 
on the measure used. In 2000, the share of men without a high school degree who 
report themselves to be in fair or poor health triples from 6 percent at ages 25–34, 
to 18 percent at ages 45–54; the share reporting a work-limiting disability is similar. 
The same age pattern exists for the other health measures, but the share of men 
without a high school degree reporting ADL or IADL problems (1 to 3 percent) 
is much lower and the share reporting physical limitations (14 to 34 percent) or 
obesity (22 to 29 percent) is much higher.  

There is a steep health gradient with respect to education—within each age 
group, the share in fair or poor health is roughly 2.5 times as large for men with a 
high school education or less than for men with some college or more. Men with 
less education are similarly more likely to report having a work-limiting disability, 
limitations in physical activity or ADLs/IADLs, and obesity, although the relative 
differences are somewhat smaller for physical limitations and obesity (about 1.3 
times as large). Interestingly, for ADL/IADL difficulty, there is some indication 
that the education gradient is larger (on a relative basis) for young men than for 
older men.

Men’s health, as captured by these measures, is getting worse over time. As seen 
in Table 4, the fraction of men reporting a health problem is higher in 2015 than 
in 2000 in nearly every case. On a relative basis, increases are greatest for ADL and 
IADL difficulties, which had the lowest values initially but saw increases of about 



Table 4 
Health Measures, Men Ages 25 to 54, 2000 and 2015

Health measure
Age  

group
Education  

group

Share with
 condition Change

2000–2015
(percentage points)2000 2015

Fair/Poor health 25–34 HS or less 5.8% 8.4% 2.6
>HS 2.3% 3.7% 1.4

35–44 HS or less 9.4% 12.0% 2.5
>HS 3.7% 5.0% 1.3

45–54 HS or less 17.7% 18.6% 0.9
>HS 6.5% 7.7% 1.2

Work-limiting disability 25–34 HS or less 5.9% 8.3% 2.4
>HS 2.6% 2.9% 0.3

35–44 HS or less 8.9% 9.7% 0.7
>HS 4.7% 3.8% –0.9

45–54 HS or less 15.1% 16.0% 0.9
>HS 7.4% 7.5% 0.1

Physical limitations 25–34 HS or less 13.9% 18.8% 4.8
>HS 11.2% 11.4% 0.2

35–44 HS or less 21.3% 26.0% 4.7
>HS 17.4% 18.4% 1.0

45–54 HS or less 33.5% 38.0% 4.5
>HS 24.5% 27.4% 2.9

ADL Difficulties 25–34 HS or less 0.6% 1.3% 0.7
>HS 0.2% 0.3% 0.2

35–44 HS or less 0.9% 1.6% 0.7
>HS 0.4% 0.4% 0.0

45-54 HS or less 1.4% 1.7% 0.3
>HS 0.5% 0.9% 0.5

IADL Difficulties 25–34 HS or less 1.3% 2.4% 1.0
>HS 0.3% 0.8% 0.5

35–44 HS or less 1.7% 2.9% 1.2
>HS 0.7% 0.8% 0.1

45–54 HS or less 3.0% 3.7% 0.7
>HS 1.1% 1.7% 0.6

Obesity 25–34 HS or less 21.8% 27.7% 5.9
>HS 16.8% 22.6% 5.9

35–44 HS or less 24.5% 35.3% 10.8
>HS 19.5% 29.1% 9.7

45–54 HS or less 28.7% 36.6% 7.9
>HS 21.4% 32.5% 11.1

Source: Authors using data from the National Health Interview Survey (NHIS). 
Note: HS is “high school.” All measures rely on self-reported data. Data is reported for 2000 and 2015 
only due to a NHIS redesign in 1997. Data are aggregated over a 3-year period (1999–2001 or 2014–
2016) to minimize sampling variation; data are weighted to reflect population values. Fair/poor health 
is based on self-reported health. Work limitations, physical limitations, and ADL/IADL difficulties refer 
to the share reporting any level of difficulty with work, physical activity, or Activities of Daily Living/ 
Instrumental Activities of Daily Living (ADL/IADL). For physical limitations, the nine physical activities 
include: walking a quarter mile, climbing ten steps, standing two hours, sitting two hours, stooping/
bending/kneeling, reaching over one’s head, grasping small objects, carrying ten pounds, and moving 
large objects. For ADLs, the six activities include: bathing, dressing, eating, toileting, getting around 
the house, and getting in and out of a bed or chair. The IADL measure is based on a single question 
about difficulty with routine needs such as such as everyday household chores, doing necessary business, 
shopping, or getting around for other purposes. Obesity is defined as having a Body Mass Index (BMI) 
over 30. Changes listed may differ slightly from implied changes due to rounding.  
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70 percent relative to baseline. For the other health measures, the increases are 
about 10 percent for work and physical limits and 30 to 40 percent for self-reported 
health and obesity. Using an earlier version of this data, Duggan and Imberman 
(2009) find a small increase in work and activity limitations among prime-age men 
from 1984 to 1996, while Martin and Schoeni (2014) show that the increase in limi-
tations is partly explained by the rise in body mass index. 

Although the recent changes represent sizeable increases over a relatively short 
period, the absolute share of the population reporting the most serious health 
problems, such as ADL difficulties, generally remains low. In comparing changes in 
mortality and morbidity, it is interesting to note that mortality improved from 1980 
to 2000 but the trend reversed after 2000 for younger men and non-Hispanic less-
educated whites, while morbidity has worsened continuously since 1980 and more 
so for the less educated. 

The increases over time in reports of health problems are generally larger in 
absolute terms for less-educated men. On a relative basis, the pattern is less uniform. 
Even so, the larger absolute increases for less-educated men could contribute to 
divergences in labor force participation, although the changes in health reported 
here are significantly smaller than the changes in labor force participation (discussed 
in Binder and Bound in this symposium).  

Receipt of disability benefits is also of interest, because it may be related to health 
through the medical eligibility requirement, yet also potentially subject to influence by 
economic factors and by political decisions about eligibility standards. Approximately 
3 million prime-age men (4.5 percent of the total) currently receive Social Security 
Disability Insurance (SSDI) and Supplemental Security Income (SSI) benefits, which 
provide cash benefits to individuals unable to engage in substantial gainful activity. 
Average monthly benefits among nonelderly adult males enrolled in the SSDI and SSI 
programs are approximately $1,300 and $600, respectively. SSDI and SSI recipients 
also typically qualify for health insurance through the federal Medicare and federal-
state Medicaid programs, respectively. Individuals must have worked in at least five of 
the ten most recent years to be potentially eligible for SSDI benefits, while no work 
history is required for the means-tested SSI program. 

The fraction of prime-age men receiving benefits from the Social Security 
Disability Insurance and Supplemental Security Income programs declined some-
what in the early 1980s and then rose steadily for decades (in this journal, Liebman 
2015). For example, Table 5 shows that the fraction of men 45–54 receiving SSDI 
benefits fell from 4.1 percent to 3.4 percent in the first few years of the 1980s and 
then rose steadily to 5.7 percent by 2010. SSI enrollment followed a similar pattern 
over this period, with SSI receipt higher than SSDI receipt among those ages 25–34 
and lower among those ages 35–54.

One driver of these changes in enrollment is changes in the medical eligibility 
criteria. The criteria for both Social Security Disability Insurance and Supplemental 
Security Income became much more stringent in the late 1970s and early 1980s and 
then much more lenient beginning in 1984. Before 1984, the most common condi-
tions with which individuals qualified for SSDI benefits were circulatory conditions 
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(for example, heart attacks and stroke) and cancer. Then, with the 1984 changes, it 
became easier for individuals with relatively subjective conditions such as back pain 
and depression to qualify for the program and the award rates for these conditions 
increased substantially.  

Economic factors also affect disability program enrollment. Over the past 
several decades, increases in wage inequality interacted with both programs’ benefit 
formulas led to substantial increases in the share of low-skilled workers’ wages that 
would be replaced by these programs (in this journal, Autor and Duggan 2006). 
Applications and awards for disability insurance fluctuate with the business cycle 
(Autor and Duggan 2003; Maestas, Mullen, and Strand 2018), suggesting that more 
permanent declines in economic opportunities for low-skilled men are likely to 
encourage more men in marginal health to apply for benefits.   

Following 30 years of steady expansion, disability insurance enrollment started to 
decline in 2014, with the share of men receiving disability insurance in all three age 
groups lower in 2017 than seven years earlier. This decline is to some extent surprising, 
given the trends in mortality described above. The steadily improving economy and 
the tightening of the program’s medical eligibility criteria appear to be the key factors 
driving this reduction in program enrollment (Li 2018). Related research has shown 
that SSDI benefit income reduces mortality among beneficiaries, suggesting that the 
tightening eligibility for this program may be contributing to the recent mortality 
increases described above (Gelber, Moore, and Strand 2018).  

Enrollment in Social Security Disability Insurance and Supplemental Secu-
rity Income varies substantially across and within states. Perhaps not surprisingly, 
disability enrollment is highly correlated with the state-level mortality rates among 
prime-age men mentioned above and has risen significantly more in those parts of 
the country hit harder by adverse economic shocks in recent decades (Autor, Dorn, 
and Hansen 2016). It is also substantially greater among those with less education. 
An examination of data from the March 2018 Current Population Survey reveals 
that prime-age men with only a high school degree or less are more than five times 

Table 5 
Social Security Disability Insurance (SSDI) and Supplemental 
Security Income (SSI) Enrollment, Men Ages 25 to 54, 1980 to 2017

Program Age group

Share of men enrolled

1980 1984 2000 2010 2017

SSDI 25–34 0.8% 0.8% 0.9% 1.2% 0.9%
35–44 1.7% 1.8% 2.4% 2.5% 2.2%
45–54 4.1% 3.4% 4.8% 5.7% 5.0%

SSI 25–34 0.9% 0.9% 1.6% 2.5% 2.7%
35–44 0.8% 0.8% 1.7% 1.8% 1.8%
45–54 1.4% 1.5% 2.0% 2.3% 2.5%

Source: Authors using data from Social Security Administration (for SSDI and SSI 
enrollment) and U.S. Bureau of the Census (for population for denominators of the 
rates).
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more likely to receive SSDI or SSI disability benefits than their counterparts with a 
four-year college degree (7.0 percent versus 1.3 percent). Those with some college 
or an associate’s degree are between these two extremes (at 3.4 percent).7

Turning to the link between economic conditions and health, recent research 
suggests that employment can have a substantial positive effect on men’s health. 
Fitzpatrick and Moore (2017) show that there is a substantial increase in male 
mortality rates at the age of 62, when more than one-third of men claim Social 
Security retirement benefits and many leave the labor force. The authors conclude 
that the decline in employment is a key contributor to the mortality increase and 
note that the relationship for women is much smaller. This suggests that employ-
ment declines among low-skilled men likely contributed to the recent increases in 
mortality, and potentially also to the increases in health issues and disability program 
enrollment that emerged even earlier.  

Related research has shown that income has a significant positive effect on 
health, and that these effects are much larger among lower-income beneficiaries. 
Gelber, Moore, and Strand (2018) use features of the Social Security Disability Insur-
ance formula to estimate the elasticity of mortality with respect to income among 
new SSDI recipients. Their findings demonstrate that mortality rates fall substan-
tially for lower-income individuals who receive higher SSDI benefits, but that the 
corresponding effects for high-income individuals are much smaller. This strongly 
suggests that the decline in earnings among lower-skilled men has contributed to the 
increases in mortality highlighted above.8 It also suggests there is a causal connec-
tion between the well-documented rise in earnings inequality in recent decades and 
the rising inequality in life expectancy documented by Chetty et al. (2016).

Marital and Family Status

The marital patterns of men were remarkably stable during the century leading 
up to 1980 (as discussed in this journal by Stevenson and Wolfers 2007). In the 
decades since, however, men have been marrying later, as seen in Figure 1. While 
half of 25 year-old men were married in 1980, less than 20 percent of this group 
was married in 2017. Figure 1 reports the share of men currently married, which is 
lower than the share of men ever married because it excludes currently unmarried 
men who were previously married. However, separate tabulations of data from the 
Current Population Survey confirm that the share that has never been married has 

7 Autor and Duggan (2003) demonstrate that the increase in enrollment in Social Security Disability Insur-
ance during the 1980s and 1990s was much greater among those with only a high school degree or less.
8 Evans and Moore (2011) find that additional income from transfer programs can actually lead to 
increases in mortality. However, these authors are looking at very short-term changes in income, 
comparing mortality changes in the days after cash benefit receipt or after receiving tax rebates. The 
Social Security Disability Insurance evidence is more relevant for the trends highlighted in this paper 
since it represents an increase in permanent income rather than simply a short-term increase in mortality 
in the few days after receiving a check.
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also risen over time: for example, among men ages 45–54, this share rose from 
6 percent for men in 1980 to 16 percent in 2017. 

Table 6 examines how men’s marital status has changed over time across race and 
education groups, focusing on the share married at ages 40–44. Marriage rates for 
whites in 1980 were much higher than for blacks, but whites experienced a somewhat 
larger decline over time; Hispanics had the highest marriage rates initially and also 
the largest drop. The differences by education are striking. Marriage rates were nearly 
identical across all education groups in 1980, but by 2017 had dropped by roughly 
20 percentage points among all groups with less than a college education, while drop-
ping only slightly for college graduates. Men with less education are now less likely 
to ever get married, more likely to get divorced, and less likely to remarry than their 
counterparts with more education (Aughinbaugh, Robles, and Sun 2013).

Many of the theories that have been put forth to explain the changes in marriage 
rates focus on women: for example, greater access to contraception, greater oppor-
tunities for women in the labor market, and a rise in welfare support for single 
mothers (Loughran and Zissimopoulos 2009). However, several hypotheses relate 
to men’s economic status, including rising wage inequality (Loughran 2002) and 
a decline in the availability of marriageable men (Brien 1997). The latter may be 
important in explaining black–white differences, since black men face a higher risk 
of incarceration and unemployment, among other differences. Being married may 
also affect men’s earnings (Ahituv and Lerman 2007), complicating efforts to esti-
mate how men’s economic status affects marriage decisions.

Trends in having children mirror those in marriage, with men today having 
children later and being less likely ever to have them as compared to earlier cohorts. 

Figure 1 
Share of Men Married by Age and Year

Source: Authors using data from the Current Population Survey (CPS).
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At ages 25–34, the share of men living with children (including own and stepchil-
dren) was about 50 percent in 1980 and 30 percent in 2017. While the difference 
over time is smaller at older ages—for example, about 10 percentage points for men 
in the 45–54 age bracket—men at every age are less likely to be living with children 
in 2017 than they were in 1980.  

Young adults are also increasingly likely to be living with their parents, with 
nearly 20 percent of adults ages 25–34 doing so in 2015 (Vesta 2017). Relative to 
other young adults, those living at home were more likely to be male and less likely 
to be employed or to have a college degree. There are substantial geographic differ-
ences in living with parents that appear related at least in part to differences in cost 
of living, with particularly high rates of living at home in high-cost states such as New 
York and Connecticut.

Some recent research suggests a link between changing economic condi-
tions and family structure. Autor, Dorn, and Hanson (2018) show that areas with 
trade-induced declines in manufacturing employment experienced increases in 
idleness among prime-age men and that these men were also less likely to marry 
or to have children. Correspondingly, these same areas experienced increases in 
the proportion of children living with just one parent and in the fraction of chil-
dren living below the poverty line. Similarly, Gould (2018) finds that the decline 
in manufacturing employment led to lower marriage rates as well as a larger gap 
in marriage rates by race and education.

Incarceration 

Changes in a group’s incarceration rate are likely to have current and future 
effects on their earnings, health, education, and family formation. After all, a person 

Table 6 
Marriage Rates at Ages 40 to 44, 1980 to 2017

Group

Share of men married at ages 40 to 44

1980 2000 2017

Change  
1980–2000

(percentage points)

Change  
2000–2017

(percentage points)

By Race
  White 84% 69% 69% –15    0
  Black 63% 52% 51% –11   –1
  Hispanic 87% 74% 64% –13 –10

By Education
  <HS 80% 65% 60% –16 –4
  HS graduate 82% 62% 59% –19 –4
  Some college 82% 67% 64% –16 –3
  College 85% 77% 79% –8 +2

Source: Authors using data from the Current Population Survey (CPS).
Note: Changes listed may differ slightly from implied changes due to rounding.
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in jail or prison is typically unable to have a job, to pursue educational opportuni-
ties, or to spend time with family members or friends. Even after release from prison 
or jail, there may be long-term effects that reduce earnings potential or health. 

The US incarcerated population grew rapidly in the 1980s and 1990s, with the 
number of people in federal or state prison or in county or city jails jumping from 
about 500,000 in 1980 to nearly 2 million in 2000 (US Bureau of Justice Statis-
tics 2018). Many factors contributed to the increase, including rising crime rates. 
However, rising arrest rates (especially for drug-related crimes), increased prob-
abilities of incarceration conditional on arrest, and longer sentence lengths were 
far more important than the rise in crime (National Research Council 2014). Addi-
tionally the reduction in the capacity of institutions for those with mental illness 
explained 4 to 7 percent of the increase in the prison population from 1980 to 2000 
(Raphael and Stoll 2013).

Prime-age men accounted for more than 70 percent of all incarcerated indi-
viduals during this period. In general, prime-age men account for a larger share of 
the incarcerated population than of all criminals, because those who commit crimes 
in their late teens or early 20s may remain incarcerated for many years after that. 
For example, while men 25–54 accounted for 74 percent of male prisoners in 2000, 
they accounted for just 46 percent of males arrested for murder and 55 percent of 
male murder victims (Beck and Karberg 2001; FBI 2001). In contrast, males 18–24 
accounted for 37 percent of murder offenders in that same year but just 19 percent 
of incarcerated males. 

As shown in Table 7, the rise in the incarceration rate was especially high among 
younger men from 1980 to 2000, with the fraction of men aged 25–34 in prison or 
jail rising from 1.3 percent in 1980 to 3.5 percent by 2000. Men in the 35–44 and 
45–54 age ranges also became much more likely to be incarcerated during this same 
20-year period. Weighting each of the three age groups equally (to avoid any effects 
from a shifting age distribution), the incarceration rate of prime-age men increased 
by approximately 160 percent over 1980 to 2000, from 0.9 percent to 2.3 percent. 

Following this period of rapid growth, the incarcerated population grew much 
more slowly starting in the late 1990s, peaked in 2008, and has declined modestly 
over the past decade. This changing trend was primarily driven by the decline in 
crime that began in the mid-1990s and continued through 2014: for example, the 
nation’s violent crime rate fell by almost 50 percent (from 714 to 362 violent crimes 
per 100,000 residents) over this period (FBI 2015). The resulting decline in incar-
ceration was concentrated among younger adults. The fraction of men aged 25–34 
in prison or jail fell from 3.5 percent in 2000 to 2.8 percent by 2016 (Table 7). In 
contrast, incarceration rates continued to increase for older men in the 35–44 and 
45–54 age ranges. This difference likely reflects the fact that prisoners in their 40s 
and early 50s were more likely to have committed their crimes as young adults, 
before crime rates started to fall. 

The importance of recent changes in the incarceration rate differed 
substantially by race. Most notably, black men in the 25–34 age-range saw their 
incarceration rate fall from 12.8 percent in 2000 to 7.4 percent by 2016, following 
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an even larger (in magnitude) increase from 1980 to 2000. The corresponding 
reduction from 2000 to 2016 among young white men was minimal. Incarcera-
tion rates also fell for black men ages 35–44, while rising for older black men. 
As was the case for falling HIV/AIDS mortality, black men stood to gain more 
from the declining incarceration rate in recent years because of their higher 
baseline rate of incarceration. Finally, while data for Hispanic men are not avail-
able for 1980, the incarceration rates for this group followed a generally similar 
pattern, with large reductions for younger men and increases for older men since 
2000. 

The connection between economic factors and incarceration is not simple. 
On the one hand, neither the rise nor the drop in incarceration rate appears to 
be primarily driven by economic factors. As noted, the rise in incarceration was 
largely due to changes in criminal justice policy and the fall to declining crime 
rates. Levitt (2004) does not point to economic conditions as a key factor in 
explaining the decline in crime, though this does not rule out the possibility of some  
relationship—for example, Raphael and Winter-Ember (2001) find a link between 
unemployment and property crime. But falling incarceration rates may affect men’s 
future economic outcomes. 

Table 7 
Male Incarceration Rate by Race and Ethnicity, Ages 25 to 54, 1980 to 2016 

Race/ 
Ethnicity

Age  
group

Incarceration rate per 100,000 men

1980 2000 2016
Change 1980–2000
(percentage points)

Change 2000–2016
(percentage points)

All 25–34 1.3% 3.5% 2.8% 2.2 –0.7
35–44 0.9% 2.3% 2.6% 1.4  0.4
45–54 0.4% 1.0% 1.8% 0.6  0.8
25–54a 0.9% 2.3% 2.4% 1.4  0.1

White 25–34 0.7% 1.7% 1.6% 1.0 –0.2
35–44 0.5% 1.3% 1.6% 0.7  0.3
45–54 0.3% 0.6% 1.1% 0.4  0.5
25–54a 0.5% 1.2% 1.4% 0.7  0.2

Black 25–34 5.5% 12.8% 7.4% 7.2 –5.4
35–44 3.7% 8.6% 7.4% 4.9 –1.2
45–54 1.6% 3.7% 5.0% 2.1  1.3
25–54a 3.6% 8.4% 6.6% 4.7 –1.8

Hispanic 25–34 -- 3.9% 3.1% -- –0.9
35–44 -- 2.9% 2.8% -- –0.1
45–54 -- 1.6% 1.9% --  0.3
25–54a -- 2.8% 2.6% -- –0.2

Source: Authors using data from Bureau of Justice Statistics and US Bureau of the Census. See Data 
Appendix for details.
Note: Changes listed may differ slightly from implied changes due to rounding.  
a The incarceration rate for men ages 25–54 is computed as a simple average of the rate for men ages 
25–34, 35–44, and 45–54, in order to minimize the effect of changing age distribution of the population 
over time.
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Kling (2006) leverages plausibly exogenous variation across judges in the strin-
gency of their sentencing and—perhaps surprisingly—finds no substantial evidence 
that longer prison sentences have a negative effect on employment or earnings after 
release. More recent evidence using a similar methodology, however, suggests that 
there is a significant negative effect of incarceration on future employment (Dobbie, 
Golden, and Yang 2018). Furthermore, Doleac and Hanson (2016) find that “ban the 
box” policies, which limit employers’ ability to ask about criminal background checks 
in the hiring process, decrease employment for young, low-skilled black and Hispanic 
men, suggesting that employers may prefer not to hire ex-offenders (who are dispro-
portionately represented among these groups). As young black and Hispanic men 
have historically experienced higher incarceration rates, they face larger potential 
employment gains from the recent decline in incarceration; by contrast, effects for 
white men would be expected to be smaller.

Discussion

The lives of prime-age men have changed in important ways in recent decades. A 
number of explanations have been put forward to explain the declining labor force 
participation and wages of men, trends that are much stronger among those with less 
education (Council of Economic Advisors 2016). Possible causes include demand-
side factors like skill-biased technological change (Acemoglu and Autor 2010) and 
globalization (Autor, Dorn, and Hanson 2013), as well as supply-side factors such as 
rising spousal employment, greater use of the Social Security Disability Insurance 
program (Autor and Duggan 2003), and rising utility of leisure due to improvements 
in video game technology (Aguiar, Bils, Charles, and Hurst 2017).

In this essay, we have focused on a number of dimensions that affect the well-
being of prime-age males in a direct sense—mortality and morbidity, marriage and 
children, education, and incarceration rates. The labor market has not been kind to 
low-skilled men in the last few decades, and patterns in the outcome measures that 
we examine suggest that these men have suffered from a cluster of other problems 
as well.  

We document slowing mortality gains and rising morbidity and disability 
program enrollment that are stronger for less-educated males and in states with 
lower levels of education.  Declines in marriage are also concentrated among non-
college-educated men. Examining differences by race, we find bigger declines in 
both mortality and incarceration since 2000 for blacks and Hispanics, groups that 
have also experienced more rapid educational gains. The narrowing racial gap in 
outcomes—for example, the fact that blacks did not experience the same increase 
in suicides and overdose deaths as whites—is consistent with a beneficial effect of 
education in a weakening economic climate, although these trends also reflect the 
effect of other factors (such as advancements in HIV treatment and declining crime 
rates) that disproportionately benefitted these groups. Importantly, a growing 
number of studies offer compelling evidence that rising import competition and 
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other economic events that reduced opportunities for low-skilled men had direct 
adverse effects on their health and well-being. 

As researchers continue to explore the causes and consequences of the trends 
highlighted in this paper, we call attention to perhaps the most significant change 
among prime-age men in recent decades. In 1980, fully 45 percent of prime-age 
men reported in the Bureau of Labor Statistics’ monthly Current Population Survey 
said that they had previously served in the military. This number steadily declined 
during the next 36 years and stood at just 10 percent by 2016 in this same survey. 
Much of the economics literature has examined the effect of military service by 
using plausibly exogenous variation in the likelihood of service driven by one’s 
draft lottery number (Angrist 1990). This research has tended to find quite modest 
long-term effects of military service on employment, earnings, and health status 
(for example, Angrist, Chen, and Frandsen 2010; Angrist, Chen, and Song 2011).9 
However, these studies are unable to capture the peer effects or general equilibrium 
effects of military service. Recent research has suggested substantial gains to cogni-
tive and noncognitive skills stemming from military service (Spiro, Stetterson, and 
Aldwin 2015) and associated benefits such as the GI bill. Overall, we see a strong 
need for further work to investigate how changing economic opportunities, declines 
in military service, and other factors are contributing to or cushioning the problems 
of low-skilled prime-age men.

■ We are grateful to Nicole Chen, Sasha Dierauf, Grace Hong, Gina Li, and Olivia Martin 
for their outstanding research assistance. 

9 While Angrist (1990) finds that Vietnam-era service has a negative effect on the earnings of white 
veterans in the short-to-medium term post-service, Angrist (1998) finds a positive effect of post-Vietnam 
service on black veterans over a comparable time period. 
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W ork, family, and religion have traditionally played an important role in 
furnishing working-class Americans with economic resources, moral 
guidance, and opportunities for civic engagement (Cherlin 2009; 

McLanahan 2004; Verba, Schlozman, and Brady 1995; Wuthnow 2002). Ongoing 
attachments to work, family, and religion connected working-class men to social 
bonds and defined identities that kept them in the formal labor market and 
forestalled health problems. Conversely, precarious attachments to these key social 
institutions, we argue, may now dilute their power to shepherd and shift men’s 
trajectories and may place them at risk of a host of negative outcomes. This is in 
line with sociologist Emile Durkheim’s seminal study Suicide (1897 [1997]), which 
argued that “anomie,” or normlessness, could explain variations in suicide rates 
across countries and over time.  

In this essay, we explore how working-class men describe their attachments 
to work, family, and religion. We draw upon in-depth, life history interviews 
conducted in four metropolitan areas with racially and ethnically diverse groups 
of working-class men with a high school diploma but no four-year college degree. 
Between 2000 and 2013, we deployed heterogeneous sampling techniques in the 
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black and white working-class neighborhoods of four metropolitan areas: Boston, 
Massachusetts; Charleston, South Carolina; Chicago, Illinois; and the Philadelphia/
Camden area of Pennsylvania and New Jersey. We placed fliers in public places, 
sought referrals from a variety of grassroots organizations, and engaged in street 
sampling (approaching men on commercial streets and transit stops during daylight 
hours). We invited each of these men to refer up to two men to our study. 

Because we were interested in these men’s family ties, we screened to ensure 
that each respondent had at least one minor child. In Charleston and Philadelphia/
Camden, we limited our sample to men with at least one child who could potentially 
have made the respondent subject to a child support order, because he was neither 
married to the child’s mother nor living with her. We interviewed roughly even 
numbers of black and white men in each site for a total of 107 respondents. 

We spoke at length with each respondent at least once, but usually twice. 
Interviews ranged from 90 minutes to three hours. All conversations were 
transcribed verbatim and coded using MaxQDA, a software program that is useful 
for identifying and systematically examining themes in qualitative data. We sorted 
men’s narratives into codes capturing information relevant to prior constructs, as 
well as themes that emerged inductively from the transcripts. 

In the first three sections of this paper, we describe the pattern of tenuous 
connections we found to key social institutions of work, family, and religion among 
the working-class men with whom we spoke. Although others have made similar 
arguments (Putnam 2015; Wilcox, Wolfinger, and Stokes 2015), we provide new 
evidence. Unlike past research, however, we show that working-class men are not 
simply reacting to changes in the economy, family norms, or religious organizations. 
Rather, they are attempting to renegotiate their relationships to these institutions by 
attempting to construct autonomous, generative selves. For example, these men’s 
desire for autonomy in jobs seems rooted in their rejection of the monotony and 
limited autonomy that their fathers and grandfathers experienced in the workplace, 
along with a new ethos of self-expression (Cherlin 2014). Similarly, these working-
class men focus on their ties to their children even when they have little relationship 
with the children’s mothers, and they seek spiritual fulfillment even though they 
disdain organized religion. The drive toward generativity, by which we mean a 
desire to guide and nurture the next generation (Erikson 1963), is often rooted in 
past trauma often deriving from their family of origin. Many say that “giving back” 
in ways that they believe can make the world a better place is a way to redeem their 
own past as well as protect and nurture the next generation. 

In sum, these working-class men show both a detachment from institutions and 
an engagement with more autonomous forms of work, childrearing, and spirituality, 
often with an emphasis on generativity. Autonomy refers to independent action 
in pursuit of personal growth and development. Personal growth has come to be 
highly valued among middle class Americans (Bellah, Madsen, Sullivan, Swidler, 
and Tipton 1985), but until recently has not been associated with the working class. 
The emphasis on activities directed toward personal growth among the working 
class that we and others (Silva 2013) found surprised us, as past scholarship typically 
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assumed that such forms of action would usually only be found among those so 
materially comfortable that they needn’t spend time worrying about their economic 
circumstances (Inglehart 1977). Subsequent to Eric Erikson’s definition, which 
emphasized guidance and care of the next generation, researchers have expanded 
the concept of generativity to include “being a responsible citizen and a contributing 
member of a community” (McAdams, Hart, and Maruna 1998, p. 7). In other words, 
generativity is a special type of autonomous action, one directed at encouraging the 
growth and development not of oneself but of persons one cares about and knows 
well, such as one’s children, as well as those in the community that need care and 
protection, such as the youth in one’s neighborhood.

Our primary goal is to show that in order to comprehend these men’s lives, we 
must consider both the unmaking and remaking aspects of their stories. We then 
turn to a discussion of the extent to which this autonomous and generative self is 
also a haphazard self, which may be aligned with counterproductive behaviors. As 
a secondary aim, we discuss racial and ethnic differences in what have been called 
“deaths of despair”: the recent rise in mortality among whites with no more than a high 
school diploma due to suicides, drug overdoses, and alcohol-related liver failure (Case 
and Deaton 2015, 2017; see also Coile and Duggan, this volume). Working-class adults 
often make comparisons between their own and their parents’ standards of living when 
their parents were their age, as shown in our in-depth interviews. However, drawing 
both on our interviews and representative survey data, we find that this comparison 
often leads to more negative assessments among whites than minorities (for both men 
and women in survey data). The reason is that non-college-educated whites are often 
comparing themselves to a generation that they feel had more opportunities than 
they have, whereas many blacks and Hispanics are more often comparing themselves 
to a generation that, in their view, had fewer opportunities.  

Our interview methodology has both weaknesses and strengths. First, we are not 
drawing on a representative sample. Our interview subjects do not include working-
class men without children, or from smaller cities and rural areas, or from the western 
or south-central regions of the United States. Moreover, men in our sample are more 
disadvantaged than a simple random sample of men with a high school degree but no 
college diploma, in part because they were all living in cities where many traditional 
working-class neighborhoods were in decline. However, an advantage of our 
approach is that it allows us to explore complex questions in a rich and granular way 
that allows unanticipated results to emerge. It is also useful for identifying processes 
and mechanisms that may not be captured in surveys or administrative data sources. 
Finally, in-depth qualitative interviews allow researchers to situate specific actions and 
attitudes within the larger context of respondent’s lives. 

The autonomous, generative identity we describe here can be seen in part as 
a way in which working-class men have reacted to structural changes in the labor 
market. Yet the way people describe their perceptions and aspirations will also have 
further effects on their behavior. We view the hypotheses advanced in this paper, 
derived from these interviews, as starting points worth further exploration by social 
scientists, not as definitive evidence.
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Work

Studies of the relationship between working-class men and their jobs have 
traditionally highlighted claims that much of the identity of working-class men is 
heavily influenced by the nature of the job itself, from the living standard it permitted, 
and from the authority it allowed them to wield at home. For example, qualitative 
studies by Michele Lamont (2000) and Paul Willis (1977), as well as Melvin Kohn’s 
surveys (1969) of white working-class men in prior generations, showed that they 
often claimed identity from their capacity for hard work at demanding, repetitive 
tasks—what Lamont calls “the disciplined self.” In-depth interviews with blue-collar 
workers by Komarovsky (1964), Rubin (1976), and Halle (1984), conducted in the 
late 1950s through the early 1980s, call into question the idea that dignity always 
derived merely from the job itself—especially for those on the lower rungs—rather 
it may have also stemmed from the level of consumption the job afforded, a family 
wage that allowed men to be the sole or primary breadwinners. Salaries were usually 
sufficient for workers to purchase homes plus some luxuries; among those studied 
by Rubin (1976, p. 199) in the late 1970s, fully one-quarter owned a travel camper 
or boat. These earnings, in turn, allowed them to exercise considerable authority 
within the household, a further source of respect. 

When describing their own fathers and grandfathers, our respondents often 
echoed the portrait offered by these older ethnographic studies. In contrast, the 
identity they themselves drew from their movements in and out of unskilled and 
semi-skilled jobs was more tenuous (Coglianese 2018). For example, Bernard had 
earned an HVAC (heating, ventilation, and air-conditioning systems) certification 
eight years earlier, but hadn’t found employment in the field. Since then, he had 
worked as a security guard in a strip mall “just to pay the bills. I’m not really [into] 
law enforcement.” 

The successful performance of the disciplined self requires not only a certain 
kind of attitude, but also the availability of a certain type of job—manual occupations 
that provide the opportunity for stable work with good wages (Cherlin 2014). For 
the current generation of men, such jobs, plus the family wage and familial authority 
they allowed, have been in short supply (Autor, Katz, and Kearney 2006). 

Given the tenuous nature of the work available to them, a good number 
of the men we interviewed had tried to build expertise, and gain the attendant 
certifications, in several different occupations, believing that “[I have to] hedge my 
bets” in order to remain employed. Iraq veteran Demario told us that he aspired 
to have “at least three options for … income. And if one doesn’t work out, then I 
could have the other two as a fallback.” Accordingly, after leaving the Army, he used 
his Veteran’s Administration benefits to enroll in a diesel mechanics program and, 
more recently, had earned certification as a barber. When we interviewed him, he 
had just applied to a “visual production” program offered by a nearby state college. 
This strategy may be far from frivolous, as men sometimes obtain training in specific 
trades—like Bernard’s HVAC certification—yet cannot find employment in that 
profession. However, hedging bets can also saddle men with thousands of dollars in 
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student loan debt for training they are not using, while finding themselves actually 
working as security guards (as Bernard did), in retail, or unskilled manual labor.

Several men in our sample were working off-the-books, sometimes for extended 
periods. When Jeff quit a grueling factory job that required him to work twelve-hour 
shifts seven days a week and his felony conviction made it hard to find another 
position, he worked sporadic odd jobs for family and friends and provided childcare 
for his sister, who had two boys. Since 11th grade, 28-year-old Arthur had worked 
under-the-table as a handyman for a property manager. Ken had held a similar 
position with a man he called “my best friend, my landlord, and my boss.” For 
15 years, he had painted apartments between tenants and served as an unlicensed 
carpenter, plumber, and electrician on the landlord’s properties, all for cash.

A few men recalled periods when they were younger that reflected the current 
stereotype of the 20-something in his mother’s basement playing video games. After 
high school and before he became a father, Rick went on a “surfing safari” with a 
friend, traveling across Mexico and California in a VW van for almost four years, 
subsisting on odd jobs and on funds sent from his well-off suburban family. “We were 
totally hippied out. Patchouli oil, the whole nine yards,” he recalls. In his 20s, Kirk 
moved back in with his mother, joined a “social club” of owners of classic Pontiac 
Grand Prix cars, and spent nearly two years “just enjoying the time off, hanging with 
my buddies.” This sojourn ended abruptly when his girlfriend got pregnant. Feeling 
a new sense of responsibility, he quickly got a job, and secured an apartment for 
the soon-to-be threesome. None of the men in our sample were currently pursuing 
leisure full-time, perhaps because, like Rick and Kirk, they were all now fathers.

Other men were in and out of formal sector work while avidly cultivating “side 
bets”—entrepreneurial hobbies and informal occupations that they hoped to “take 
commercial” eventually. These took a wide variety of forms. For example, several 
worked as weekend DJs and hoped to open their own recording studios. Some 
designed tattoos while planning to forge a career as a tattoo artist, or to open a tattoo 
parlor. Several penned novels or self-help books and hoped to land a commercial 
publisher. Gene, who had worked in the past as a private investigator, told us he 
had interviewed dozens of others in the field about their experiences investigating 
infidelity. Based on these interviews, he had compiled “a complete profile of the 
American infidel … Everything that’s in that profile is everything you need to survive 
a marriage.” He insists he will “publish it someday.” Jeremy, who was inspired to write 
by a high school internship at Boston Globe, self-published a novel when he was 19 
with the hope of paying for college with the proceeds. While that first venture had 
earned little profit, he had sent several additional manuscripts to an Amazon contest 
for aspiring authors in hopes of attracting the attention of a publisher.1

Through these side bets, the men that we interviewed were attempting to 
renegotiate their attachments to work in ways that provided the autonomy and 

1 We distinguish these activities from “side hustles” (Komarovsky 1964, p. 281), a concept that refers to 
ways to supplement one’s income more immediately. However, we did note quite a few side hustles as 
well—especially selling drugs while also working a legitimate job. 
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capacity for creativity and self-expression that they desired. This is reflected in the 
entrepreneurial nature of many of the side bets, and the emphasis on the creative and 
performing arts. The desire for autonomy is also evident in the jobs many hoped to 
obtain eventually. A considerable number dreamed of starting their own businesses, 
a theme that also appears in studies of prior generations of the working class (Halle 
1984). For the men we interviewed, these ranged from opening a barbershop to 
starting a cannabis farm. A few had even quit steady jobs to start a business or go in 
on ventures with friends (as one example, a catering firm). Most, though, had had 
to return to wage work after the businesses failed, either in the wake of the Great 
Recession or when an injury or family illness sapped their resources.

The attempts of these men to renegotiate their involvements with work not only 
tended to emphasize autonomy, but generativity.2 Demario, the barber mentioned 
earlier, joined a fraternity geared toward those in the “beauty industry.” He valued 
the fact that the fraternity chapters hosted community events focused on boosting 
the self-esteem of youth and also did charitable work in the community. Blake, who 
had completed three years of college but was currently training to become a fork-
lift operator, worked part time as assistant coach for an AAU basketball team so he 
could serve as a mentor to neighborhood youth. This desire was rooted in his own 
childhood, when a next-door neighbor “used to come out and coach [the kids] 
in the neighborhood basketball games. He saw something in the guys that I was 
around, and so he took us all in and pretty much adopted us. … And he’s the reason 
that all of us [enrolled in] college.” Bernard, the security guard mentioned earlier, 
dreamed of starting a company “doing landscaping and snow removal … and then 
I can employ the … kids from the neighborhood. Each kid can have a block, you 
know? A lot of people … they don’t even want to give these kids a chance …, but 
I’m giving them something to work with first, work for your neighborhood, you 
know what I’m saying?”  Steve had worked on a Charleston fishing trawler for two 
decades—despite being an alcoholic. Now sober and a convert to Christianity, he 
spent free time volunteering at a halfway house for recovering addicts. He dreamed 
of starting his own business because, “That way I’ll be able to create jobs for these 
guys.” Larry, a Boston resident hailing from Barbados, had noted how youth in his 
neighborhood had few resources to learn about Caribbean culture. For several years, 
he had sewn costumes for Boston’s Caribbean American Heritage Festival. When we 
interviewed him, he was trying to find ways to make his hobby a commercial venture, 
with the goal of providing neighborhood youth with a source of employment that 
stoked a sense of cultural pride. Eventually, he wanted to open a community center 
where young people could learn about Caribbean culture while making and selling 
ethnic handicrafts. 

As these stories illustrate, a desire for generative work—jobs that allow men to 
“give back” to their communities—is most often voiced when they are asked about 

2 Maruna (2001) has used the concept of generativity to describe the kinds of jobs (such as drug coun-
selor, youth worker, and community volunteer) that were most useful in helping the ex-offenders he 
studied desist from crime.
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the jobs to which they aspire. Aside from the examples above, which involve working 
with youth, other trades commonly named include substance abuse counselors and 
first responders. For example, one man who went by the nickname Bear told us 
that he aspired to be a firefighter “not so much for the pay [but because] it’s self-
fulfilling, you know? Just to save one baby. To run in and save someone else’s child 
from burning to death.” These men often defined a “good” job as one in which they 
could save someone else from harm. 

Yet our analysis of men’s life narratives suggests that many are also focused on 
rescuing themselves or those they see as younger versions of themselves. They tell 
stories of overcoming past trauma or substance abuse (Silva 2013). For instance, 
John had the words “my pain” tattooed across his neck. He told the interviewer, 
“I don’t want [my son] to experience the pain I went through [in childhood] of 
neglect, someone not loving you, not being there.” Bob is the child of two heroin 
addicts. His father died of a drug overdose when he was five and his mother left 
him home alone for extended periods of time. He told us his goal was to become 
a “psychologist,” saying he wanted to counsel people about their problems. “I have 
been through everything. And I dealt with so much, [so] I know how to [help 
others].” In sum, the desire for generative work may represent a wish to help young 
people avoid the difficulties they perceive themselves to have experienced while 
growing up. The act of helping others may be a form of self-healing for many of 
them. Generativity expressed through “intergenerational buffering” has been 
described by psychologists Kotre and Kotre (1998, p. 367), who write, “although 
they themselves may bear scars, they say of a sequence of intergenerational damage, 
‘It stops here. It ends with me.’”

Family

The decline in labor force participation among prime-age men may be driven 
partly by the retreat from marriage because a lack of family responsibility may 
decrease men’s motivation to work (as discussed in this issue by Binder and Bound). 
While the men that we interviewed seldom invested strongly in the role of romantic 
partner, they nonetheless embraced their paternal roles enthusiastically. While 
some were married or had been divorced, most had postponed marriage, claiming 
their financial situation wasn’t sufficient, or more rarely, because they eschewed 
marriage altogether. This is in line with marriage trends for the working class as a 
whole. The proportion of households with children headed by a married couple, 
for example, declined markedly among those without a college degree since 1980 
(Cherlin 2014; see also Binder and Bound, this volume).

For example, Manuel and his girlfriend were parents of two preschoolers, and 
planned on marrying, but were holding off until they could save money for a “big 
wedding.” Jeff and his fiancé had set a wedding date, but at the time of our interview 
that date had come and gone. While she was ready to get married, he wanted more 
of a financial cushion beforehand. “I don’t want to get married, have a honeymoon, 
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and now we [are] worried about the mortgage next month. Let’s get financially 
straight. We ain’t got to be balling, but just to where the bills are paid,” he explained. 

As Jeff’s narrative suggests, even those in marriage-like relationships (living 
together with children in common) usually expressed some degree of doubt about 
the permanency of their relationships (for example, “If we’re still together in 
five years, then maybe we’ll get married”). The married men were generally more 
confident that their relationships would last, but some were nonetheless hesitant to 
recommend marriage to friends. Thirty-three year-old Robert, a father of three, had 
gotten engaged at 18 but had waited to get married until 21 so he could drink at his 
wedding; “I figured if I was legal to drink—that was the point.” He told us, “I have 
known so many people that have lived together for years, have kids together, things 
were great. They got married, six months later they’re divorced. And I think that 
piece of paper changes … the way people act [for the worse].”  

Yet fatherhood was a highly salient source of meaning and identity for nearly 
all these men. When asked about parenting his six-year-old, Fred said, “It’s definitely 
great being a father. You just have a little person who looks up to you and [is] trying 
to emulate some of the stuff that you do. [A child is] someone who you can kind of 
help shape and form into like a, into a good person.” Brian described fatherhood as 
follows: “To be honest with you it’s taught me pure love. I knew pure love with my 
[ex-]wife, but with my daughter…, you don’t get anything [better] than that. You 
know what I mean?” In contrast, men who have been separated from their children 
are often emotionally devastated. Bill lived with his twins’ mother for nine years. Since 
they separated, she has not let him see the children. “She wants me completely out 
of their lives. She has completely slammed the door and made sure that I cannot do 
anything about it. It’s destroyed me. It has destroyed me.”

The form of fatherhood these men wish to enact is not modeled on what they 
observed among their own fathers and grandfathers, who—in their view—were 
inadequate. Rather, this generation places strong emphasis on nurture and warmth 
(see also Edin and Nelson 2013). Many derided their own fathers if they “merely” 
provided financially for the family but didn’t provide emotional support. For example, 
Brian was critical of his father because “he doesn’t show emotions. Now don’t get me 
wrong, he’s a phenomenal father when it comes to supporting his family and doing 
what needs to be done to take care of his family. He’s always done that. But as far as 
showing emotion, giving us a hug, he just doesn’t do that stuff.” 

One might question whether the emphasis on nurture and warmth has 
supplanted men’s sense of duty to provide financially. Though the men we 
interviewed nearly always adhered to the notion that fathers should provide for their 
children economically, this sense of responsibility could be negated in cases where 
the custodial parent would not let them see their children, as in Bill’s case, or if they 
felt that she did not need the money, due to her earnings or those of her current 
partner or spouse. Furthermore, men who did not live with their children often 
conceived of themselves as “helpers” rather than “providers” financially. Though 
men did not explicitly say so, the fact that they placed more emphasis on their 
emotional than their financial role may have weakened their motivation to work. 
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In sum, nearly all the men we spoke to viewed the father-child tie as central 
while the partner relationship was more peripheral. As with work, this renegotia-
tion of the family role allows working-class men to exercise autonomy from the 
constraints of the spousal role while practicing generativity in the parental role. But 
as Bill’s case shows, the success of men’s attempts to renegotiate family life are often 
contingent on the cooperation of the children’s mothers. 

Religion

Although a small minority of our respondents claimed membership in an 
established religious tradition—“Irish Catholic” or “Holiness,” for example—these 
identities were only rarely very salient. As Greg told us, “I’m 100 percent Christian 
at the heart of it. But as far as the practicing part, maybe 2 percent….” Jeremy said, 
“I treat church just like I treat my girlfriends…. I’ll stick around for a while and then 
I’ll go on to the next one.” 

As recently as the 1970s, white working-class Americans attended religious 
services as often as white college graduates did, but by 2010 the attendance 
of high-school-educated whites had fallen substantially, more than that of white 
college graduates (Wilcox, Cherlin, Uecker, and Messel 2012). Scholarship to date 
has noted this trend, but has not explained it. Several of the men in our study noted 
that growing mistrust of religious leaders may have played some role. In addition, 
ethnographies of prior generations of white working-class Americans referenced 
earlier in this article suggest that men were often tied to religious institutions 
through their wives. As marriage declined, men’s church attendance might have 
fallen in tandem. However, it is also true that religious norms and sanctions tie men 
to the institution of marriage and that these have weakened. Participation in these 
institutions is intertwined.

Yet the majority of the men that we spoke to asserted the importance of faith. 
Brian, for example said he was “religious to a certain point…. I don’t know if it’s 
necessarily God or something else.” Yet he also asserted that “you got to have faith … 
because why else would you want to be a human being? Why would you want to have 
kids … or take care of your kids? There’s lots of whys [that require faith].” He believed 
there must be some sort of ultimate meaning because of “some of the things that I’ve 
been through in life…. There’s a reason that I am here, because I should be dead.” 

While many of the men we interviewed grew up in households that were at least 
somewhat religious, most stopped attending services as soon as they were given a 
choice, generally in late elementary or junior high school. Only a few still identified 
strongly with an established religious tradition, and even many of those currently 
questioned the basic tenets of these faiths. Mark told us, “I’m not going to say I’m a 
whole-hearted believer—there’s something far-fetched about him dying and coming 
back to life …” Blake explained that “… I believe in God, and in Jesus and that he 
died for our sins [but] I am not quick to say that I’m a Christian because religion 
itself was manmade and it contradicts itself.” 
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Mistrust of religious leaders was often cited as a reason for eschewing a 
childhood faith. Some viewed clergy as little more than scam artists, a theme also 
evident in ethnographies of the white working class of prior generations (Gans 
1962; Halle 1984). Of the Catholic Church in which he was raised, one interviewee 
said, “I mean, it’s a beautiful religion, but I see some of the stuff that they’ve done 
around the world. You know, here you’ve got priests drinking out of gold goblets 
while [in the] villages around them … people are starving to death.” 

Some of the mistrust among those we interviewed stemmed from the sex abuse 
scandal in the Catholic Church. Greg, for example, still tried to “mold myself to 
be like Jesus … even though he may or may not have existed.” Yet he rejected 
the childhood faith in which he was raised “when that whole priest thing came 
out. I became an agnostic.” David hinted that his disbelief stemmed from abuse 
at the hands of the church; an altar boy who sang in the choir as a child, he said: 
“[S]omething happened to me when I was a kid that kind of set me in a tailspin, so 
I kind of gave up on all that shit.” Yet he prayed to his dead grandmother twice a 
day—more if he was really struggling. 

As these comments illustrate, almost all the men we spoke with rejected 
organized religion, yet a substantial minority insisted they were nonetheless deeply 
engaged in spiritual pursuits. They were attempting to renegotiate their relationship 
with religion by picking and choosing elements of various religious traditions they 
found appealing while visiting various congregations and conducting research on 
the internet or in the public library.  

Bernard, for example, believed he heard the voice of God on his 26th birthday, 
which happened to be a Sunday, February 26th. He recalled that he was sitting in 
church when he heard a voice, telling him, “If you can do better [than the Holiness 
faith], then do it.” First, he turned to Islam, then to Judaism, and then to various 
Christian denominations and sects: “Catholics, Pentecostal, and the Baptist and the 
Methodists and the Latter Day Saints and Jehovah’s Witnesses.” Bernard believed 
Martin Luther King was a prophet, just as Moses, Jesus, and Mohammed were. At the 
time we interviewed him, he was listing to YouTube recordings from a 95-year-old 
Jehovah’s Witness.  

Brandon’s journey was similar. He was “heavily” involved in a Baptist church 
for about three years when he was in his early 20s, but then started “hearing a lot 
of stuff that didn’t really sit right with me, [so I started] researching.” Brandon 
said he did not “identify myself with any organized religion… I believe in spiritual 
energies.” 

Donald’s beliefs were also more spiritual than religious. He followed Protestant 
televangelist Joel Osteen, whom he believed was also more spiritual than religious. 
Raised a Catholic, Donald’s interest in faith didn’t take hold until he joined 
Alcoholics Anonymous and Narcotics Anonymous. That is when “I finally sat down 
and took an inventory of the spiritual part and the religious part [of my life].” 
Donald recited the Serenity Prayer “about 25 times a day” and had recently received 
a birthday gift—a ring—with the prayer engraved on it. He was strongly opposed 
to organized religion and “religious people,” but nonetheless deeply engaged in 
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his spiritual life, which was grounded in his experience of addiction and pain. He 
told us: “[S]piritual people have been to hell, religious people are afraid of hell. … 
People like me who are spiritual [have already been to hell and back]. You can’t 
scare an addict. …You can’t scare me with jail, you can’t scare me with death. I am 
not scared of anything. [But] it’s religious people who are scared of everything. 
That’s why they pray and need Jesus, because they are afraid.”

John believed in the basic unity of all religions and studied them for underlying 
truths. He researched “all ancient religions” but particularly Christianity. Yet he was 
now convinced that only by studying the most ancient writing of the Sumerians, 
which, he claimed, have the “real story of creation,” and other civilizations such as 
“Mayans, Incas, Aztecs,” could one find hidden truths that have been obscured by 
technological distractions and authoritarian suppression. John believed that there 
are actually twelve planets, not nine, and that this has been known by scientists for 
some time, but “for some reason the government doesn’t want you to know this.”  

Greg, described earlier, watched “a lot of documentaries [about religion] and 
[I] read a lot,” including daily meditations written by the Dalai Lama, a book of the 
Tao, and also a book on parenting from a Christian perspective which he found “very 
helpful.” This religious eclecticism was reflected in the tattoos he had gotten over the 
years, which included a large crucifix, an elven star which he referred to as a “pagan 
symbol,” and the Eye of Horus, which he thought was the Egyptian God of the Sun.

These men’s spiritual quests are often so specialized that they struggle to find 
others with common beliefs. Brian, who had an intense interest in ancient astronaut 
theories (that Earth has been visited by such beings in the past, even as recently 
as World War II with the cargo cults) and who was particularly drawn to the Earth 
Chronicles series by Zecharia Sitchin, told us, “I’m having a hard time with finding 
friends that I’m able to have conversations about this stuff [with].” 

The questing, seeking religious style these men described is one example of 
autonomous action. But while offering men something they value—independent 
action that has the capacity for personal growth and development—this form of 
faith fails to tie men to other societal institutions such as the family. Nor does it 
promote conformity with behavioral expectations that may be conducive to work, 
such as being honest, hardworking, or sober. Like most others we talked to, Ed, who 
prays “to the God of my understanding,” explicitly rejected the idea that faith should 
constrain his behavior. He told us that the God he learned about in Sunday school 
was “a God with strings telling us how to live. That didn’t work for me.”

In sum, this approach to religion often lacks the communal aspect of faith that, 
for centuries, has provided the norms and sanctions that promoted adherence to 
traditional social roles, plus the legitimation of these arrangements. 

Haphazard Lives 

Our interviews strongly suggest that the autonomous, generative self that many 
men described is also a haphazard self. For example, vocational aspirations usually 
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remain nebulous and tentative, rarely taking the form of an explicit strategy. In the 
meantime, career trajectories are often replaced by a string of random jobs. 

These men typically transitioned to parenthood more by accident than 
design, and in the context of tenuous romantic relationships. Some, like Demario, 
described earlier, didn’t learn they were fathers until after their children were 
born. Others found out only when their children were several years old. Brandon’s 
suspicions first formed when he viewed a Facebook post from his ex-girlfriend 
with photographs of her two-year-old twins. A subsequent email from her sister 
claimed he was the father. Both men demanded DNA tests (Brandon sought the 
test for both of the twins). Yet in keeping with our argument that fatherhood has 
become highly salient for working-class men, both were excited to learn that they 
were fathers, and now delighted in the role. Yet as Bill’s case (above) illustrates, 
their ability to play this role in the future will be contingent on the willingness 
of their children’s mothers to play along. Mothers often limit access to children 
after a breakup (Claessens 2007; Edin, Tach, and Mincy 2009). When children’s 
mothers move to new partnerships, fathers are especially likely to become disen-
gaged. Frequency of contact also falls when fathers have children with subsequent 
partners (Tach, Mincy, and Edin 2009).  

Religious community and a systemic belief system have been replaced by a 
patched-together religious identity that holds little sway over behavior, especially as 
it is divorced from the communal aspects of faith that have adhered working-class 
men to a set of behavioral norms. 

Yet through their attempts to renegotiate work, family, and religious roles, 
working-class men, whose fathers’ and grandfathers’ lives were often marked by 
limited autonomy in the workplace, gender-segregated roles within their family, and 
religious structures that dictated a set of rigid behavioral norms—these men are 
showing signs of moving beyond such strictures. Many will likely falter. Yet they are 
laying claim to a measure of autonomy and generativity in these spheres that were 
less often available in prior generations. 

For their fathers and grandfathers, work, family, and religion created the 
attachments, investments, involvements, and beliefs (Hirschi 1969) that guided and 
gave meaning to human activity in specific social domains. In addition, this pattern 
was broadly shared within the community and successfully reproduced over time 
(Friedland and Alford 1991). These institutions not only organized social activity 
into common patterns of behavior, but supplied norms, beliefs, and rituals that 
legitimated such patterns. If traditional social roles in these domains are now only 
tenuously embraced, a few may craft lives that are more rewarding than those of 
prior generations, but the majority will struggle.

Racial and Ethnic Difference in Perceptions of Social Standing

Mortality statistics show sharp differences between racial and ethnic groups 
in suicide, drug overdoses, and liver-related mortality—“deaths of despair”—which 
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have grown dramatically since the late 1990s among white men without college 
degrees. Among these men, all five-year age groups between 30–34 and 60–64 saw 
marked and similar increases in mortality from these causes between 1999 and 
2013. For white men closest in age to those we studied, mortality from these causes 
nearly doubled (Case and Deaton 2015, figure 4). One explanation for these trends 
may lie in the striking racial and ethnic differences in satisfaction with one’s social 
standing relative to one’s parents. 

Fathers and grandfathers of today’s young working-class men provided 
a standard of living that many of their adult sons cannot match today. This is 
particularly true for the whites, who when they look back can remember fathers 
and grandfathers who were sustained by the booming industrial economy of post-
World War II America. African-Americans, however, did not get a fair share of the 
blue-collar prosperity of the post-World War II period. As a result, they may look 
back to a time when discrimination deprived their parents of such opportunities. 
Many Hispanics may look back to the lower standard of living their parents 
experienced in their countries of origin. Thus, whites are more likely to compare 
themselves to a reference group that makes them feel worse off, while blacks 
and Hispanics compare themselves to reference groups that may make them feel 
better off.

While acknowledging struggles brought on by the Great Recession, Blake, an 
African American father interviewed in 2012, nonetheless believes his generation is 
better prepared than his father’s cohort. “I feel like our generation is taking steps to 
become more qualified for certain positions,” he said. Greg, also African American, 
told us, “I think there are better opportunities now because … the color barrier is 
not as harsh as it was back then.”

In contrast, Rick, a 35-year-old white construction worker, said, “It’s much harder 
for me as a grown man than it was for my father.” He remembered his father saying 
that back when he was 35, “‘I had a house and I had five kids or four kids.’ You know, 
‘Look where I was at.’ And I’m like, ‘Well, Dad, things have changed.’” Aaron, also 
white, explained: “I think that the whole job infrastructure has changed. I think for my 
dad’s generation, there was more jobs in the sense that you could go out and you go 
learn how to build chairs. Now, I don’t think you can learn how to build chairs because 
there’s no work there, because they’re not making them here, you know. … You can’t 
do that now. At least not in the United States anyway. … I think that Americans are 
going to have less and less opportunities unless things change.” 

The General Social Survey, a biennial survey of the US adult population, has 
included this question: “Compared to your parents when they were the age you 
are now, do you think your own standard of living is much better, somewhat better, 
about the same, somewhat worse, or much worse than theirs was?” Figure 1 shows the 
percentage responding “much better” or “somewhat better” among people without 
college degrees between the prime working ages of 25 and 55. We compare responses 
from 2000–2006 (the years immediately prior to the Great Recession) to 2008–2016, 
similar to the period in which deaths among less-educated non-Hispanic whites due to 
overdose, suicide, and liver-related mortality grew so dramatically, as documented by 
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Case and Deaton (2015).3 Since these patterns hold for both women and men, we 
distinguish by race, but not by gender. In both time periods, whites were less likely 
than blacks or Hispanics to say that they were doing better than their parents. In 
addition, the proportion judging their living standards to be better than their parents 
declined among whites from the earlier to the later period, whereas it rose among 
blacks and remained relatively high among Hispanics. This pessimism among whites 
may have been a motivating factor in the rise in suicide, and in the increasing use of 
opioids and alcohol that has led to racial disparities in mortality trends.

Conclusion 

One of the central questions this analysis raises is whether valuing autonomy 
and generativity is a response to poor labor market options or a reflection of 
broader cultural trends. In our view, these economic and cultural forces are both 
at work, and mutually reinforcing (Zelizer 2002). When the extrinsic rewards of 
work (such as wages or job security) decline, the salience of intrinsic rewards 
may grow. Yet economic forces are insufficient to explain the specific form in 
which certain aspects of work that have become valued, namely the emphasis 
on independent action that has the potential for growth and development, not 

3 The General Social Survey does not indicate whether respondents were of Hispanic origin until 2000. 
Prior to that time, respondents were simply asked to describe their race/ethnicity, and were coded as 
black, white, or “other.”

Figure 1 
Percent Saying that Their Standard of Living is Better than Their Parents at the 
Same Age: Non-College-Graduates Ages 25–55

Source:  Data from the General Social Survey, a biennial survey of the US adult population.
Note: Sample includes both men and women.
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only for oneself and one’s loved ones, but for others in community in need of 
protection and care. We see little chance that attempts to craft autonomous, 
generative selves will disappear even if economic opportunities expand, in part 
because of the salience of these values among the middle class (Bellah, Madsen, 
Sullivan, Swidler, and Tipton 1985). Evidence bolstering the claim that cultural 
forces may have relevance beyond economic conditions includes Kearney and 
Wilson’s (2017) recent finding that the increases in economic opportunity due 
to localized fracking booms led to increased wages for less-educated men, but no 
corresponding increase in marriage.

This brings us back to the question of why labor force detachment is becoming 
more common among men with a high school diploma but no four-year college 
degree, especially when the official unemployment rate is so low. It is tempting to 
look for a single explanation for this increase. Although only a starting point, our 
findings suggest that these changes may be driven by the fact that the workplace, 
the family, and religion have all been transformed, along with men’s sense of 
what constitutes fulfillment in all these domains. In addition, the salience of 
manual labor in identity formation seems to have weakened, compared to prior 
generations. If significant changes in any one of those arenas can be life-altering, 
the combined effect of all these changes will be quite unpredictable and will vary 
with the temperamental differences of the men who confront them. 

Though our analysis should sound an alarm for the near term, we believe it 
is too soon to predict how these changes will play out over time as society adjusts 
to them. Society has faced shifts in the relationship of men to work, family, and 
religion before. Of the transition from mechanical solidarity (agrarian societies, 
with bonds based on likeness) to organic solidarity (industrial and postindustrial 
societies, where bonds are based on difference) in the late 19th century, Durkheim 
(1893 [1984], p. 339) wrote: “It has been rightly stated that morality … is in the 
throes of an appalling crisis. [T]he remedy for the ill is nevertheless not to seek 
to revive traditions and practices that no longer correspond to present-day social 
conditions.” Rather, he argued, “We need to introduce greater justice into their 
relationships by diminishing those external inequalities that are the source of our 
ills.” To ease the crisis of working-class men in labor force attachment, ill health, and 
mortality more than a century later, we may need to do the same. 

The optimistic reading of the developments we have described is that working-
class men are now sharing in the autonomy and generativity that was largely the 
province of middle- and upper-class men in previous generations. Moreover, the 
interest they show in being involved as fathers and in helping others could represent 
a widening of the boundaries of masculinity in ways that are more consistent with 
contemporary family and work life. The pessimistic reading is that these men are 
pursuing goals that they are unlikely to achieve due to their lack of social integration. 
They must find their way without ties to steady work, stable families, and organized 
religion. Without social support, their chances of success diminish. Those who fail 
to achieve the autonomous, generative selves they crave will have little to fall back 
on and few people to prevent them from sinking into despair.  
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Introduction

We are currently experiencing an outpouring of concern both popular and 
professional regarding technological unemployment. A report by the Institute for 
Public Policy Research, for example, estimates that 44 percent of UK jobs could 
be automated over the next decade or so (Lawrence, Roberts, and King 2017). In 
the United States, the Council of Economic Advisers (2016, p. 239) estimated that 
83 percent of jobs with an hourly wage below $20 are threatened by automation. 
On the other side, a number of economists are quick to offer the rejoinder that 
while two centuries of technological progress since the Industrial Revolution has 
reshaped jobs and the labour market many times over, it has not been accompanied 
by a secular upward trend in unemployment (in this journal, Mokyr, Vickers, and 
Ziebarth 2015).
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I shall be discussing an apparent about-turn on the subject by David Ricardo 
(1772–1823), who at different times, even in different chapters of the same book, 
and, indeed, even at different places in the same chapter, seemed to be on both 
sides of the argument as to whether technological unemployment should be a 
matter for concern. 

In a chapter entitled “On Machinery,” added to the third edition of his Prin-
ciples of Political Economy (1821), which comprises volume 1 of his Collected Works 
(1951–73), Ricardo announced that he had become concerned about the possibility, 
even likelihood, of technical change detrimental to labour’s interests: “It is more 
incumbent on me to declare my opinion on this question,” he explained, “because 
they have, on further reflection, undergone a considerable change” (Ricardo 
1951–1973 1: 386). His original position, Ricardo explained, had assumed that all 
classes would benefit from the higher productivity and thus reduced prices allowed 
by use of machinery, including labourers who “would have the means of buying 
more commodities with the same money wages,” while “no reduction in wages 
would take place, because the capitalist would have the same power of demanding 
and employing the same quantity of labour as before, although he might be under 
the necessity of employing it in the production of a new, or at any rate of a different 
commodity” (p. 387). In testimony before Parliament on December 16, 1819, 
Ricardo responded to a claim made regarding “the rapid inroad which machinery 
had made upon manual labour within only a few years. …[which] had thrown a 
great many hands out of employment” by stating unequivocally that “machinery 
did not lessen the demand for labour” (Ricardo 1951–1973, vol. 5: Speeches and 
Evidence, p. 30). (It should be noted that the “Hansard reports” of what was said in 
Parliament at this time were drawn from later newspaper reports rather than direct 
observation.) Or as Ricardo’s comment was reported in British Press: “He never 
could think machinery could do mischief to any country, either in its immediate or 
its permanent effect” (p. 31).1 

However, by 1821 Ricardo had become “convinced that the substitution 
of machinery for human labour, is often very injurious to the interests of the 
class of labourers,” and that “the opinion entertained by the labouring class, 
that the employment of machinery is frequently detrimental to their interests, 
is not founded on prejudice and error, but is conformable to the correct prin-
ciples of political economy” (Ricardo 1951–1973 1: 388, 392). He expressed his 
altered view in a number of places. The third edition of the Principles was the last 
published by Ricardo, but his new position was conveyed—again according to 
the Hansard report—in a House of Commons speech of May 30, 1823, shortly 
before his death in which he said: “[I]t was evident, that the extensive use of 
machinery, by throwing a large portion of labour into the market, while, on 

1 For additional confirmation that Ricardo had taken for granted a positive effect of machinery on 
labour’s interests before the 1821 revision, his Essay on Profits (1815) asserts that “the effects of improved 
machinery, which it is now no longer questioned, has a decided tendency to raise the real wages of 
labour” (Ricardo 1951–1973 4: 35). 
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the other hand, there might not be a corresponding increase of demand for 
it, must, in some degree, operate prejudicially to the working classes” (Ricardo 
1951–1973 5: 303). In a letter to J. R. McCulloch written in June 1821, Ricardo 
wrote: “If machinery could do all the work that labour now does, there would be 
no demand for labour. Nobody would be entitled to consume any thing who was 
not a capitalist, and who could not buy or hire a machine” (Ricardo 1951–1973 8:  
399–400).

Ricardo’s about-turn on this issue may seem clear-cut. However, in the very same 
“On Machinery” chapter, Ricardo also outlined qualifications to show that there 
was little need for concern. In fact, the index entry “A qualified use of machinery 
vindicated” (Ricardo 1951–1973 1: 436; Ricardo’s emphasis) represents the primary 
message of the chapter to be a defense of machinery with qualification, rather than a 
justification of labour’s fears subject to qualification.

Ricardo’s opposing messages are reflected in contrasting reactions to the 
chapter “On Machinery.” Some readers—including Thomas Robert Malthus 
and J. R. McCulloch—understood it as supporting working-class opposition to 
machinery. Others—including John Stuart Mill and Sir John Hicks—find therein 
the answer to such opposition. The story is rendered particularly interesting by 
the fact that Ricardo’s prominent contemporary Thomas Robert Malthus may 
be shown to have priority over Ricardo regarding both the principle of labour 
displacement by machinery and its small practical import. But Malthus did not 
lay formal claim to a discovery and his contribution has gone unnoticed, while 
Ricardo is remembered as providing the drama—a financier opposing the 
unhampered operation of the market system should it threaten the welfare of the 
working-class majority.

Ricardo’s Volte-Face on Machinery 

To explain how machinery could be detrimental to the interests of labourers, 
Ricardo offered an arithmetical example entailing a capitalist employer who is both 
farmer and industrialist, and supposes that part of the workforce hitherto engaged 
in the production of food (and other necessaries) is diverted to machinery produc-
tion, thereby reducing the so-called “wage fund.” 

In understanding the purpose of this example, it’s important to bear in mind 
that Ricardo was not arguing that machinery must always be detrimental to labour. 
Instead, Ricardo was providing a counterexample to his earlier statements to the 
effect that machinery must always benefit labour. It’s also important to bear in 
mind that Ricardo was himself dissatisfied with the example he chose to exposit 
his argument, representing it as “the most simple that I could select” (Ricardo 
1951–1973 1: 390). His dissatisfaction is confirmed by the fact that (as we will 
discuss) he felt obliged to explain himself in correspondence immediately after 
publication, which suggests that the chapter was written in haste and scarcely 
revised properly. 
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Ricardo’s (pp. 388–9) new case entails the application of newly discovered 
machinery. He sets out the initial state of affairs thus:

A capitalist we will suppose employs a capital of the value of £20,000 and that 
he carries on the joint business of a farmer, and a manufacturer of neces-
saries. We will further suppose, that £7000 of this capital is invested in fixed 
capital, viz. in buildings, implements &c. &c. and that the remaining £13,000 
is employed as circulating capital in the support of labour. Let us suppose, 
too, that profits are 10 per cent, and consequently that the capitalist’s capital 
is every year put into its original state of efficiency, and yields a profit of £2000. 

Each year the capitalist begins his operations by having food and neces-
saries in his possession of the value of £13,000, all of which he sells in the 
course of the year to his own workmen for that sum of money, and, during the 
same period, he pays them the like amount of money for wages: at the end 
of the year they replace in his possession food and necessaries of the value 
of £15,000, £2000 of which he consumes himself, or disposes of as may best 
suit his pleasure and gratification. As far as these products are concerned, the 
gross produce for that year is £15,000, and the net produce £2000. 

Ricardo next supposes that “the capitalist employs half his men in constructing 
a machine, and the other half in producing food and necessaries as usual. During 
that year he would pay the sum of £13,000 in wages as usual, and would sell food 
and necessaries to the same amount to his workmen; but what would be the case 
the following year?” The workmen as a group would again produce output of 
£15,000, but half of that would be in the form of food and necessaries valued at 
£7500, while the other half would be a machine valued at £7500, plus fixed capital 
as before of £7000. This sums to £22,000, of which £2000 would again be profit 
to the capitalist. Thus “[a]fter deducting this latter sum for his own [personal] 
expenses, he would have a no greater circulating capital than £5500 with which to 
carry on his subsequent operations; and, therefore, his means of employing labour, 
would be reduced in the proportion of £13,000 to £5500, and, consequently, all the 
labour which was before employed by £7500, would become redundant” (Ricardo 
1951–1973 1: 389).

Before the machinery was in place, as Ricardo notes, “gross produce for that 
year is £15,000, and the net produce £2000.” But after the machinery is in place, 
profit to the capitalist (“net produce”) remains at £2000, while total output (“gross 
produce”) for the year has fallen to £7500. Even if profit for the capitalist was some-
what higher than before, gross output could be lower. Thus, a capitalist might be 
led to reduce output in a search for higher profits. Or as Ricardo put it (p. 388): 
“My mistake arose from the supposition, that whenever the net income of a society 
increased, its gross income would also increase. I now, however, see reason to be satis-
fied that the one fund, from which landlords and capitalists derive their revenue, 
may increase, while the other, that upon which the labouring class mainly depend, 
may diminish, and therefore it follows, if I am right, that the same cause which may 
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increase the net revenue of the country, may at the same time render the popula-
tion redundant, and deteriorate the condition of the labourer.” 

The next section will describe the qualifications that Ricardo put on this 
idea, which suggest that his example is intended to apply only to a case in which 
machinery is suddenly discovered and then rapidly and extensively used, not to 
the more common case in which saving from profits gradually leads to additional 
investment in capital. Ricardo also points out that his chosen example should be 
distinguished from the substitution of machinery for labour in response to rising 
real wages during the growth process, which was an issue of long standing, when 
“[t]he demand for labour will continue to increase with an increase of capital, but 
not in proportion to its increase” (Ricardo 1951–1973 1: 395). But before consid-
ering such qualifications, let’s enumerate some of the other issues with Ricardo’s 
example.

First, Ricardo’s basic model assumes the same profit rate of £2000 both before 
and after the new machinery, when of course it is the promise of a higher return 
that is the instigator of the conversion. It would seem straightforward for Ricardo 
to have presented an example with higher profits, but perhaps he felt that higher 
profits would overly complicate the example. In addition, the entrepreneur in the 
example does not seem to take into account that the purchasing power of even a 
constant net income would rise with cost reductions due to the advanced process 
in operation. 

Second, while the concern throughout the discussion of machinery is the 
impact on national employment, Ricardo’s basic model relates to an individual capi-
talist, and the connection from individual capitalist to overall economy is never 
clarified. However, one can imagine Ricardo envisioning that if many capitalists 
acted along the lines of the example, the effects on workers would be widespread.2

Third, Ricardo’s example seems focused on the specific time period of the 
conversion to the new machinery undertaken prior to operation of the new process, 
without taking into account any effects from the later actual use of the machinery. 
In an explanatory letter to J. R. McCulloch on June 18, 1821, Ricardo confirms 
that the unemployment generated in his model relates specifically to the conversion 
itself: “I have said that when a manufacturer is in possession of a circulating capital 
he can employ with it a greater number of men, and if it should suit his purposes 
to substitute a fixed capital of an equal value for this circulating capital, it will be 
inevitably followed by a necessity for dismissing a part of his workmen. For a fixed 
capital cannot employ all the labour which it is calculated to supersede” (Ricardo 

2 Ricardo (1951–1973 1: 390–1) was prepared to make his case more realistically by introducing intersec-
toral exchange, supposing machinery to be applied in manufacturing. The demand for labour falls, say, 
in cloth-making. But because clothing-labour’s consumption is reduced, the agricultural sector contracts 
in response, which “leads us to the same result; the demand for labour would diminish, and the commod-
ities necessary to the support of labour would not be produced in the same abundance” (p. 391). 
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1951–1973 8: 390). A fall in gross produce implies a creation of labour redundancy 
at the conversion stage, but the redundancy does not increase after that stage.3 

Fourth, Ricardo confirmed in later correspondence that his concern with 
machinery was not restricted to the creation of excess labour supply, but extended 
to wage reduction in correction of the excess: “Labour will fall because there will 
be a diminished demand for it” (Ricardo 1951–1973 8: 399). In addition, in a letter 
to McCulloch (June 30, 1821; p. 388), Ricardo pointed out that even if the new 
machinery allowed cheaper production, this wasn’t going to be much help if the 
machinery had “tended to diminish the number of the class of buyers” because 
workers have suffered lost jobs or reduced wages. 

Fifth, might the labour cost of repairing machinery alter Ricardo’s example in 
a meaningful way? Responding to an objection by McCulloch that he had neglected 
capital durability, Ricardo admitted in a letter written June 18, 1821, that he should 
have been clearer regarding the “life of the machine” which he had taken for 
granted would be understood. Ricardo’s (1951–1973 8: 388–9, letter of June 18, 
1821) example relates to machinery in cloth-making: 

If I have not said whether the machine was to last one, ten, or a hundred years 
I have not been so explicit as I ought to have been. I admit too that it is as plain 
as any proposition in geometry that if it lasted only one year there could be no 
diminution in the demand for labour, but I do not admit that the same result 
would necessarily take place if the machine lasted for ten years. If the machine 
were to last one year only, the [output] produced must be as great a value 
at least as before, but if it were to last 10 years, a value much less than that, 
would afford the ordinary profits of stock, because although the same amount 
of capital would be employed, less of that capital would be employed in the 
maintenance of labour, and consequently a less deduction would be annually 
made from the gross value of the commodity produced. It is what remains 
after this deduction that invariably constitutes profits…. Give to the machine 
greater durability, and a less return … will be sufficient to compensate the 
manufacturer, because he must sacrifice fewer yards for the purpose of keep-
ing his fixed capital [machinery] in its original efficient state.

3 The term “calculated to supersede” confirms that dismissal of labourers occurs at the machine-
construction period. The contrast with the period of actual operation is expressed in the Principles as 
“the discovery and use of machinery” and “the discovery, and useful application” of machinery (Ricardo 
1951–1973 1: 390–1; emphasis added); and the matter of motivation at the conversion stage as: “the 
motives for employing machinery are always sufficient to ensure its employment, although it may, and 
frequently must, diminish both the quantity of the gross produce, and its value” (p. 392). The deci-
sion to convert turns therefore on the calculation that when the machinery is activated even a reduced 
gross output will suffice to generate a net income somewhat higher than initially and cover the costs 
corresponding to the reduced labour input. Notice that at the conversion stage the fall in gross produce 
is in prospect only; and that if the conversion is proven justified by events, the reduced gross output flow 
dictates continuance of activity at the lower level of employment due to the conversion. 
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Ricardo intimates here that the “conversion” problem arises from the fact that 
machinery need not be entirely replaced in as short a period as the circulating capital 
(wages) which it displaces. But this is a new gloss since Ricardo had in fact mentioned 
repair of machinery only fleetingly in his chapter (Ricardo 1951–1973 1: 389).

Ricardo’s underlying presumption appears to be that output-reducing technol-
ogies are common. The underlying problem here is that Ricardo lacks a theory of 
production to justify when the output-reduction effects of the “discovery and use” of 
machinery are more or less likely to arise.4 As we will see in the next section, Ricardo 
offers a number of qualifications to his pessimistic conclusions about machinery 
and the working class—in fact, the qualifications are so strong as to weaken greatly 
the concerns over machinery and jobs. 

The “New View” Qualified

In approaching Ricardo’s qualifications to his new view of machinery, I draw 
attention to the curious entry in the index of the third edition of his Principles noted 
at the outset of this paper: “A qualified use of machinery vindicated.” That phrasing 
subtly diverts attention from the confession of error in having once supported 
machinery as necessarily favorable to all classes. 

Ricardo seems to agree with “the opinion entertained by the labouring class that 
the employment of machinery is frequently detrimental to their interests” or “is often 
very injurious to the interests of the class of labourers.” But Ricardo then withdraws 
much of the admission by insisting only on the possibility of the case adverse to labour. 

For example, recall the proposition cited earlier that “the discovery and use of 
machinery may be attended with a diminution of gross produce” (emphasis added). 
To the same effect, Ricardo he wrote to Malthus immediately after publication “my 
sole complaint against [machinery] is that it sometimes actually diminishes the gross 
produce” (July 21, 1821; in Ricardo 1951–1973 9: 23; emphasis added). 

Most significantly, Ricardo assures readers in the “On Machinery” chapter that 
cases of output-reducing investment in machinery were the exception: “The state-
ments which I have made will not, I hope, lead to the inference that machinery 
should not be encouraged. To elucidate the principle, I have been supposing, that 
improved machinery is suddenly discovered, and extensively used; but the truth is, 
that these discoveries are gradual, and rather operate in determining the employ-
ment of the capital which is saved and accumulated, than in diverting capital from 
its actual employment” (Ricardo 1951–1973 1: 395). Even in the event of an abrupt 
capital conversion there would be “the stimulus to savings from revenue, which 
… an abundant net produce will afford,” thereby reducing, even eliminating, the 
initial excess labour supply (p. 392). This indeed is Ricardo’s closing theme: “I have 

4 Wicksell (1934, p. 137) objected to the Ricardian analysis on marginal-productivity grounds. Samuelson 
(1989) rejects Wicksell and “vindicates” Ricardo’s allowances for an increase in net product and reduc-
tion in gross product (Samuelson 1988). 
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before observed, too, that the increase of net incomes, estimated in commodi-
ties, which is always the consequence of improved machinery, will lead to new 
savings and accumulations. These savings, it must be remembered, are annual, 
and must soon create a fund, much greater than the gross revenue, originally 
lost by the discovery of the machine, when the demand for labour will be as great 
as before, and the situation of the people will be still further improved by the 
increased savings which the increased net revenue will still enable them to make” 
(p. 396).

Reactions 

Ricardo’s effort to downplay the adverse effects for labour of machinery, imme-
diately after raising the issue with so much fanfare, did not always succeed in calming 
his critics. Two in particular stand out.

Writing to Ricardo, Thomas Robert Malthus agreed “in the theory of your 
propositions, but practically I think that the cases are very rare in which for any 
length of time the gross produce is diminished by machinery” (letter of July 16, 
1821; in Ricardo 1951–1973 9: 18). Malthus also expressed concern that workers 
would “take fast hold” on the strong affirmation that “the opinion entertained by 
the labouring class, that the employment of machinery is frequently detrimental 
to their interests, is not founded on prejudice and error, but is conformable to the 
principles of political economy.”

J. R. McCulloch, hitherto a loyal Ricardo acolyte—he had shortly before 
changed his own view of machinery in the light of Ricardo’s insistence that it could 
not diminish demand for labour—complained bitterly regarding “the extreme 
erroneousness of the principles to which you have incautiously lent the sanction of 
your name,” which implied that “the laws against the Luddites are a disgrace to the 
statute book” (letter of June 5, 1821; in Ricardo 1951–1973 8: 382, 385). These allu-
sions relate to illegal industrial action entailing machine-breaking, and to the harsh 
government reaction. McCulloch also interpreted Ricardo’s new argument as an 
egregious surrender to those concerned with overproduction: “The fundamental 
differences that formerly existed (for I am sorry to think they have now nearly disap-
peared) between you and Messrs. Malthus and Sismondi induced many to believe 
that Political Economy was a thing of fudge, a fabric without a foundation – And I 
certainly think that those who were formerly of that opinion have a good deal better 
ground for entertaining it now” (p. 382).

But Ricardo firmly turned back the charge that he had countenanced a Malthu-
sian theory of overproduction: “Mr. Malthus’s objection to machinery is that it adds 
so much to the gross produce of the country that the commodities produced cannot 
be consumed—that there is no demand for them: mine, on the contrary is that the 
use of machinery often diminishes the quantity of the gross produce, and although 
the inclination to consume is unlimited, the demand will be diminished, by the 
want of means of purchasing. Can any two doctrines be more different?” (June 18, 
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1821; in Ricardo 1951–1973 8: p. 387).5 (Again, one notes that Ricardo claims that 
machinery “often” diminishes gross output, which conflicts with the softening quali-
fications he also expresses.) 

However, others reacted to Ricardo’s “On Machinery” chapter by using his 
“qualifications” to defend the use of machinery as advantageous to labor. Thus, 
J. S. Mill rehearsed the Ricardian position in all editions of his Principles of Political 
Economy, the last appearing in 1871. (Mill does not refer explicitly to Ricardo, but it 
would be an extraordinary coincidence were “On Machinery” not open before him 
or at least firmly registered in his memory as he wrote!) Mill’s account is important 
in that it confirms the interpretation offered above. 

Mill (1848 [1965]) writes that “all increase of fixed capital, when taking place 
at the expense of circulating capital, must be, at least temporarily, prejudicial to the 
interests of the labourers. This is true, not of machinery alone, but of all improve-
ments by which capital is sunk; that is, rendered permanently incapable of being 
applied to the maintenance and remuneration of labour” (pp. 93–4).Mill writes that 
the problem was to assure the employment of “as many labourers as before, and pay 
them as highly” (p. 95, emphasis added).

Mill’s optimistic qualifications about the effect of machinery on workers exactly 
parallel those of Ricardo. Even temporary negative effects on the demand for 
labour reflecting the conversion of circulating into fixed capital do not come into 
play should innovation be financed from net accumulation which Mill (1848 [1965], 
p. 97) averred was the standard pattern: 

I do not believe that as things are actually transacted, improvements in pro-
duction are often, if ever injurious, even temporarily, to the labouring classes 
in the aggregate. They would be so if they took place suddenly to a great 
amount, because much of the capital sunk must necessarily in that case be 
provided from funds already employed as circulating capital. But improve-
ments are always introduced very gradually, and are seldom or never made by 
withdrawing circulating capital from actual production, but are made by the 
employment of the annual increase. 

In addition, because the new technology itself tended to encourage both the 
“ability” and “motive” to save, it followed that “at the slow pace at which improve-
ments are usually introduced, a great part of the capital which the improvement 
ultimately absorbs, is drawn from the increased profits and increased savings which 

5 Ricardo’s representation here of Malthus’s position regarding machinery is misleading. Malthus always 
denied that he was opposed to the use of machinery, insisting only that proper attention be accorded 
aggregate demand in the usual case where the gross output expands as a result. Elsewhere Ricardo 
conveys Malthus’s position more accurately: “Mr. Malthus thinks that in many cases [inventions to save 
labour] would be disastrous presents to them, they must be accompanied, according to him by demand 
to make them beneficial. Now I think that demand depends only on supply, the means of obtaining 
abundance of commodities can never I think be otherwise than beneficial” (Note 243; in Ricardo 
1951–1973 2: 365).
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it has itself called forth” (Mill 1848 [1965] pp. 97–8). It was “[t]his tendency of 
improvements in production to cause increased accumulation, and thereby ulti-
mately to increase the gross produce, even if temporarily diminishing it … which 
is the conclusive answer to the objections against machinery; and the proof thence 
arising of the ultimate benefit to labourers of mechanical inventions even in the 
existing state of society” (pp. 98–9). The adverse effect of new technology on employ-
ment involved “a case abstractedly possible [rather] than one which is frequently 
realized in fact” (p. 134).

Closer to our own day, Samuelson (1988, 1989) commended “On Machinery” 
for stating the possibility of an increase in net revenue combined with a fall in gross 
revenue as a result of the use of machinery. Sir John Hicks (1971, p. 925) too allowed 
that “[i]t is perfectly possible that the adoption of a (profitable) new invention may 
lead to a (temporary) reduction in final output.” But most importantly for our focus 
on capital conversion as responsible for labour redundancy, Hicks (1973, p. 99) 
applauded Ricardo for conveying the message that “[t]o industrialize, without the 
savings to support your industrialization, is to ask for trouble.” Hicks was no less 
impressed by Ricardo’s allowance (quoted above) for the “new savings and accumu-
lation” made from “the increase of net incomes, estimated in commodities, which 
is always the consequence of improved machinery.” Hicks (1969, p. 153) wrote: “It 
was nevertheless to be expected (as Ricardo did in fact expect) that the time would 
come when the adverse effect of the swing to fixed capital would be exhausted, so 
that the favourable effect of the higher growth rate would alone survive.” 

On the Transition to the New View: A Malthus Influence? 

Recall that upon reading “On Machinery,” Malthus accepted Ricardo’s theo-
retical argument regarding the effect of machinery in reducing gross output and 
demand for labour while insisting on the rarity of the phenomenon. That Malthus 
so readily accepted the theoretical case should come as no surprise, because in his 
own Principles of Political Economy (1820) he himself had provided a formulation that 
is almost the duplicate of Ricardo’s. Malthus wrote:

If … a capitalist who had employed £20,000 in productive labour, and had been 
in the habit of selling his goods for £22,000, making a profit of 10 per cent, 
were to employ the same quantity of labour in the construction of a machine 
worth £20,000, which would enable him to carry on his business without labour 
in future, except as his machine might require repair, it is obvious that, during 
the first year, the same value of the annual produce and the same demand for 
labour would exist; but in the next year it would only be necessary for the capi-
talist, in order to obtain the same rate of profits as before, to sell his goods for 
a little more that £2,000 instead of £22,000. The value of the annual produce 
would fall, the capital would not be increased, and the revenue would be decid-
edly diminished, and upon the principle that the demand for labour depends 
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upon the rate at which the value of the general produce, or of the capital and 
revenue taken together, increases, the slackness of the demand for labour 
under such circumstances would be adequately accounted for (pp. 261–2).

There is no mention here of the promise of an increase in net revenue (profits) 
to motivate the conversion—but there was none in Ricardo’s initial formulation, 
either. Malthus (1820, p. 425) also argued that the case of output-decreasing 
machinery was unlikely to be encountered in reality:

[I]t happens but seldom that we have to determine the amount of advantage or 
disadvantage occasioned by the increase of the neat [net], at the expense of the 
gross revenue. The interest of individual capitalists uniformly prompts them to 
the saving of labour, in whatever business they are engaged; and both theory 
and experience combine to shew that their successful efforts in this direction, 
by increasing the powers of production, afford the means of increasing, in the 
greatest practical degree, the amount and value of the gross produce… 

Malthus thus preceded Ricardo with regard to the theory of conversion of 
circulating into fixed capital with its damaging consequences for labour’s interests 
and to the qualification concerning the norm. That Malthus did not lay claim to 
the discovery may be explained by his perception of the theoretical possibility as a 
sort of the curiosum, but also, I suspect, because Malthus (1820 p. 401) maintained 
that “inventions” are usually endogenous: “Inventions to save labour are generally 
called forth by the wants of mankind in the progress of improvement; and therefore 
seldom much exceed those wants.” 

In keeping with the long friendship and detailed correspondence between 
Ricardo and Malthus (on which see Dorfman 1989), Ricardo composed “Notes” 
on Malthus’s Principles upon its appearance in 1820. In Note 149, Ricardo wrote: 
“[T]o the capitalist it can be of no importance whether his capital consists of fixed 
or of circulating capital, but it is of the greatest importance to those who live by the 
wages of labour; they are greatly interested in increasing the gross revenue, as it is on 
the gross revenue that must depend the means of providing for the population. If 
capital is realized in machinery, there will be little demand for an increased quantity 
of labour” (Ricardo 1951–1973 2: 236).6 Given the similarity in the numerical exam-
ples used by Malthus and Ricardo, it seems plausible that the seeds of Ricardo’s case 

6 Piero Sraffa, Ricardo’s editor, regards Note 149 as “a transition-stage in Ricardo’s thinking on the 
subject” having in mind Ricardo’s statement that it is “on the gross revenue that must depend the means 
of providing for the population,” but lacking recognition in this note “that improved machinery might 
actually diminish the gross produce” (Sraffa in Ricardo 1951–1973 1: lviii–lix). However, Ricardo was in 
fact further away from his final position than Sraffa allows, considering the contrast between Malthus’s 
representation in his passage of an exogenous redistribution of a given capital stock—corresponding 
precisely to the case about to appear in Ricardo’s 1821 chapter—and Ricardo’s comment which relates 
to the effect on labour demand of a growing total capital depending on its allocation between fixed and 
circulating capital. 
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may well have been sown (consciously or not) in the course of reading Malthus’s 
Principles. 

Malthus is relevant to our concern with the origins of Ricardo’s new view for 
another and even more specific reason. Attached to one of the Malthus texts cited 
above is a footnote addressing Ricardo’s chapter “On Gross and Net Revenue,” 
which was published in the first two editions of the latter’s Principles. That chapter 
Malthus misunderstood as maintaining that national advantage derived from a tech-
nological change permitting unchanged net revenue but reduced gross revenue 
and lower employment, to which Malthus (1820, pp. 425–6n) objected: “What is 
to become of the capital as well as the people in the case of such a change? It 
is obvious that a considerable portion of it must become redundant and useless.” 
Malthus then confirmed his own approval of “all saving of labour and inventions in 
machinery,” while distancing himself from what he took to be Ricardo’s position: 

I quite agree with Mr. Ricardo, however, in approving all saving of labour and 
inventions in machinery; but it is because I think that their tendency is to 
increase the gross produce and to make room for a larger population and a 
larger capital. If the saving of labour were to be accompanied by the effects 
stated in Mr. Ricardo’s instance, I should agree with M. de Sismondi and Mr. 
Owen in deprecating it as a great misfortune.

This reaction is precisely the same as the one Malthus expressed the following 
year upon reading “On Machinery,” when he dissented from Ricardo’s formulation 
that machinery is “frequently” detrimental to the working class. 

Here, then, we find Malthus attributing to Ricardo the belief that machinery 
will frequently have a negative effect on the working class—and doing so a full year 
ahead of the publication of Ricardo’s “On Machinery” chapter. In responding to 
Malthus, Ricardo in his Note 257 protested at the attribution to him of finding 
national advantage in deriving the same net income from a smaller workforce, 
implying approval of layoffs. His sole objective of his chapter “On Gross and Net 
Revenue” had been to argue that no social gain—with national “power” specifically 
in mind—flowed from generating a given net revenue by means of more rather 
than fewer men (Ricardo 1951–1973 2: 381–3). Yet to arrive at the case envisaged in 
“On Machinery,” all that Ricardo had to do was alter his perspective slightly, from a 
comparison of alternative states of gross and net revenue to a change between states 
(as Malthus had in fact understood him to have intended). Whether this mental 
process was in fact the relevant one we cannot say, but it should be entertained as 
an open possibility.7

7 A linkage has often been suggested between John Barton’s On the Condition of the Labouring Classes of 
Society (1817) and Ricardo’s “new” position. In an earlier exchange of correspondence with Barton, 
Ricardo had rejected a proposition stating—in Ricardo’s description of the argument—that additions to 
fixed capital would lead to a smaller increase in output giving “less permanent employment to labour” 
than would a similar increase in circulating capital, since the same rate of profit can be earned with a 
smaller addition to output in the former than in the latter case (Ricardo to Barton, 10 May 1817; in 
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Recapitulation and Some Policy Implications 

Ricardo’s admission of error in 1821 relates to the recognition of labour redun-
dancy generated by the conversion of circulating or wage-goods capital into fixed 
capital in the form of machinery. His example of how machinery can harm the 
working-class focused on the short-term time period when new machinery is first 
introduced. But he offered the qualification that unemployment due to machinery 
construction would, however, be counterbalanced by an increased demand for 
labour reflecting investment financed from savings enabled by higher productivity 
and profit margins relating to the new process. This in fact was the primary qualifica-
tion to the pessimistic outlook. Furthermore, although Ricardo implicitly assumes 
constant real wages in his basic analysis, he did recognize the possibility of a fall in 
the real wage due to excess labour supply which in principle would encourage reab-
sorption of unemployed workers. But reduction in the real wage illustrated for him 
damage to labour’s interests caused by machinery no less than did technological 
unemployment as such. In contrast with our own time, there was no concern with 
specificity of skill hindering labour transfers. 

The Ricardo texts seem to offer an implicit concession that if innovations were 
introduced rapidly and on a large scale, and not financed out of increased savings, he 
might have been obliged to conclude that machinery should be in some manner 
discouraged. However, Ricardo warned that “employment of machinery could never 
be safely discouraged in a State, for if a capital is not allowed to get the greatest 
net revenue that the use of machinery will afford here, it will be carried abroad,” 
whereas “while a capital is employed in this country, it must create a demand for 
some labour; machinery cannot be worked without the assistance of men, it cannot 
be made but with the contribution of their labour” (Ricardo 1951–73 1: 396–7). 
While Ricardo reaffirmed his concern with technological unemployment in his 
House of Commons speech of May 30, 1823, only a few months before his death 
(as noted above), he nonetheless insisted that “he would not tolerate any law to 
prevent the use of machinery,” after taking into account the loss of export markets 
to foreign competitors not similarly constrained (Ricardo 1951–1973 5: 303). 

Of course, there do exist possible interventions to shield the working-class from 
economic disruption that would be less intrusive than preventing use of machinery, 
and such ideas were not unknown in Ricardo’s time. As one example, Joseph Lee 
(1656, pp. 22–3) had much earlier recommended regulation of land enclosure, 
such as the protection of labourers’ cottages by contract, to assure that its benefits 
do not accrue solely to the landowning class. As another example closer to Ricardo’s 
day, Bentham (1800 [1843], p. 39) maintained that “increase of wealth by saving 
labour [by introduction or improvement of machinery] is not so great as increase 

Ricardo 1951–1973 7: 156–7). Barton is indeed referred to favourably in the “On Machinery” chapter, 
but with respect to substitution of machinery for labour in response to wage increases during the growth 
process resulting in a lag in the growth rate of labour demand behind that of capital, rather than to the 
main case of exogenous capital conversion (Ricardo 1951–1973 1: 395–6n). 
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of wealth by increase of quantity of labour; and that, consequently, opposition to 
machinery is well grounded, if no care is taken to provide immediate employment 
for the discharged hands.”

Ricardo had traditionally argued against public works on the grounds (which 
came to be known as the “Treasury View”) that such expenditure merely diverted 
funds “from other employments which would be equally if not more productive to 
the community” (letter to Malthus, January 3, 1817; in Ricardo 1951–1973 7: 116). 
But while conceding the potentially negative effects of machinery on employment, 
Ricardo continued to reject such proposals. 8 In the Hansard report of his House of 
Commons speech on May 30, 1823, Ricardo was still rejecting any “law to prevent 
the use of machinery.” As for any policy proposal, all we find is a disappointing 
suggestion that “the people had the remedy in their own hands. A little foresight, a 
little prudence … a little of that caution which the better educated felt it necessary 
to use, would enable them to improve their situation” (Ricardo 1951–1973 5: 303). 
Such a sentiment tacitly acknowledges the inflammation of a social problem, but 
offers no immediate solution.

8 It would be premature to draw definitive conclusions regarding Ricardo’s overall social orientation 
from his position on public works. For example, a comprehensive study would take into account his 
courageous protestations, registered in his Parliamentary voting record and in correspondence, against 
the repression of public protests culminating in the “Manchester massacre” (Peterloo) of 1819 (Ricardo 
1951–1973 5: xxii; 8: 80).
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This section will list readings that may be especially useful to teachers of under-
graduate economics, as well as other articles that are of broader cultural interest. 
In general, with occasional exceptions, the articles chosen will be expository or 
integrative and not focus on original research. If you write or read an appropriate 
article, please send a copy of the article (and possibly a few sentences describing it) 
to Timothy Taylor, preferably by email at taylort@macalester.edu, or c/o Journal of 
Economic Perspectives, Macalester College, 1600 Grand Ave., St. Paul, MN 55105. 

Smorgasbord

An OECD publication, The Role and Design of Net Wealth Taxes in the OECD, 
reports: “Net wealth taxes are far less widespread than they used to be in the 
OECD. … While 12 countries had net wealth taxes in 1990, there were only  
four OECD countries that still levied recurrent taxes on individuals’ net wealth in 
2017. Decisions to repeal net wealth taxes have often been justified by efficiency 
and administrative concerns and by the observation that net wealth taxes have 
frequently failed to meet their redistributive goals. The revenues collected from 
net wealth taxes have also, with a few exceptions, been very low. More recently, 
however, some countries have shown a renewed interest in net wealth taxes as a way 
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to raise revenues and address wealth inequality. … While the tax system should help 
address wealth inequality, the question is whether a wealth tax is the most effective 
way to do so. The report assesses the case for and against net wealth taxes, looking 
at efficiency, equity and administrative arguments. … Overall, the report concludes 
that from both an efficiency and equity perspective, there are limited arguments for 
having a net wealth tax in addition to broad-based personal capital income taxes 
and well-designed inheritance and gift taxes.” April 2018, http://www.oecd.org/
ctp/the-role-and-design-of-net-wealth-taxes-in-the-oecd-9789264290303-en.htm.

Eric A. Posner, Glen Weyl, and Suresh Naidu open a discussion of “Antitrust 
Remedies for Labor Market Power.” From the abstract: “Although the antitrust laws 
prohibit firms from restricting competition in labor markets as in product markets, 
the government does little to address the labor market problem, and private litiga-
tion has been rare and mostly unsuccessful. One reason is that the analytic methods 
for evaluating labor market power in antitrust contexts are far less sophisticated 
than the legal rules used to judge product market power. To remedy this asym-
metry, we propose methods for judging the effects of mergers on labor markets. We 
also extend our approach to other forms of anticompetitive practices undertaken 
by employers against workers. We highlight some arguments and evidence indi-
cating that market power may be even more important in labor markets than in 
product markets.” Harvard Law Review, December 2018, 132, pp. 536–601, https://
harvardlawreview.org/2018/12/antitrust-remedies-for-labor-market-power.

Santiago Levy discusses Under-Rewarded Efforts: The Elusive Quest for Prosperity 
in Mexico. “From 1996 to 2015, the country’s per capita GDP growth averaged only 
1.2 percent per year. Moreover, this  unimpressive figure arguably overestimates 
Mexico’s performance, as it reflects the fact that because of the country’s demo-
graphic transition, its labor  force grew more rapidly than its population during 
these years (2.2 versus  1.4 percent). … Over the medium term, growth occurs 
because the labor force increases (in quantity and quality), because there is more 
investment in physical capital,  and because the productivity of labor and capital 
(total factor productivity  – TFP) increases. Decomposing Mexico’s growth over 
this period into these three components, one finds that TFP growth averaged only 
0.14 percent annually, without any corrections for the quality of the labor force. 
Considering increases in schooling (that is, taking into account that workers with 
more  years of schooling can potentially contribute more to output than those 
with fewer years), yields a negative TFP growth rate of 0.53 percent. … The book 
points out that the main policies and institutions impeding growth are those related 
to taxation, labor and social insurance regulations, and enforcement of contracts. 
By documenting the central relevance of these issues to growth in Mexico, the book 
is an implicit criticism of the view that good macro, trade, and competition poli-
cies, accompanied by investments in education, are by themselves sufficient to bring 
prosperity to the country.” Inter-American Development Bank, July 2018, https://
flagships.iadb.org/en/Under-Rewarded-Efforts. 

The Society of Actuaries and the Henry J. Kaiser Family Foundation have 
created Initiative 18|11 to consider ways of holding down US health care spending. 
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Their first report is “What Can We Do about the Cost of Health Care?” “[H]ealth 
care in the United States represents 18 percent of the gross domestic product 
compared with 11 percent in comparable countries, such as the United Kingdom. 
In dollar terms, the cost of health care here is roughly double that of similar coun-
tries. … At the conference, we focused on two key drivers: the price of goods and 
services and the chronic disease burden. … There was a consensus among the partic-
ipants that one of the primary reasons for the 18|11 problem is the difference in  
prices. … [A]pproximately 50 percent of the increase in U.S. expenditures from 
1996 to 2013 was due to increases in price and intensity. … Remarkably, 86 percent 
of health care spending is for patients with one or more chronic conditions. … The 
cost of chronic diseases goes far beyond the direct amounts spent on these diseases. 
In the United States, seven out of every 10 deaths are caused by chronic diseases 
each year. There are indirect costs through lost productivity and an unmeasurable 
loss in the quality of life and the loss of ability to perform activities of daily living, 
such as bathing and eating.” January 2019, https://www.soa.org/research/topics/
initiative-1811.

Collections 

The Aspen Institute Economic Study Group has published a collection of 
12 papers on the theme Expanding Economic Opportunity for More Americans: Bipar-
tisan Policies to Increase Work, Wages, and Skills, edited by Melissa S. Kearney and 
Amy Ganz. From “A Policy Agenda to Develop Human Capital for the Modern 
Economy,” by Austan Goolsbee, Glenn Hubbard, and Amy Ganz: “We propose a 
federal grant program to provide new funding to community colleges, contingent 
on institutional outcomes in degree completion rates and labor market outcomes. 
We believe a program of a similar scale to the 19th century Morrill Land Grant 
Program, which dramatically expanded access to higher education for working-
class Americans, is needed to ensure our workforce meets the demands of the 
modern economy. … In 1910, fewer than 10% of Americans had a high school 
degree. By 1935, nearly 40% of the population had earned their degrees. This 
inflection point came from substantial new investments in the nation’s education 
resources. We aim to achieve increases of a similar magnitude … by 2030. … We 
estimate an annual investment of $22 billion.” From “Scaling Apprenticeship to 
Increase Human Capital,” by Robert I. Lerman: “[T]he United States has lagged 
far behind other developed countries—countries like Germany and Switzerland, 
but also Australia, Canada, and England—in creating apprenticeships. In these 
countries, apprentices constitute about 2.5–3.0% of the labor force, or about 10 
times the U.S. rate. Increasing the availability of apprenticeships would increase 
youth employment and wages, improve workers’ transitions from school to careers, 
upgrade those skills that employers most value, broaden access to rewarding careers, 
increase economic productivity, and contribute to positive returns for employers 
and workers. … The experiences of Australia, Canada, and England demonstrate 
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that scaling apprenticeship is quite possible, even outside countries with a strong 
tradition of apprenticeship. … Overall, the federal government has devoted less 
than $30 million (per year) to the Office of Apprenticeship (OA) to supervise, 
market, regulate, and publicize the system. … Were the United States to spend what 
Britain spends annually on apprenticeship, adjusting for differences in the size and 
composition of the labor force, it would provide at least $9 billion per year for 
apprenticeship. In fact, the British government spends as much on advertising its 
apprenticeship programs as the entire U.S. budget for apprenticeship.” February 
2019, https://assets.aspeninstitute.org/content/uploads/2019/01/ESG_Report_
Expanding-Economic-Opportunity-for-More-Americans.pdf.

The Regulatory Review, from the Penn Program on Regulation, offers a series 
of nine short essays on “Bringing Expertise to the Gun Debate.” From “Gun Regu-
lation Is Costly—and Not the Only Option,” by Jennifer Doleac: “But, in general, 
the effect of gun regulations on public safety is less clear than many advocates 
on either side think …  It is difficult to disentangle the effects of gun laws from 
the effects of a community’s feelings about guns, from a community’s motivation 
to reduce gun violence, or from an increase in gun purchases that often comes 
before the laws take effect. … Are there other life-saving programs more deserving 
of these resources? … Summer jobs programs for teens  reduce  mortality by 18 
to 20 percent among participants. This effect is driven by a reduction in young 
men killed by homicide or suicide. Cognitive behavioral therapy for at-risk young 
men  lowers  violent crime arrests by 45 to 50 percent for participants. Access to 
Medicaid in early childhood  decreases  suicide by 10 to 15 percent later in life. 
Mandating that health insurance cover mental health benefits at parity reduces the 
suicide rate by 5 percent. Access to antidepressants also reduces suicide rates: An 
increase in antidepressant sales equivalent to one pill per capita reduced suicide by 
5 percent. In addition, repealing duty-to-warn laws for mental health providers—
which require that they report a patient’s violent threats, perhaps causing patients 
to be less honest—could  reduce  teen suicides by 8 percent and  decrease  homi-
cides by 5 percent. … In  the war over gun deaths, vast armies have gathered to 
contest gun regulations, a territory of uncertain value. Meanwhile, other zones of 
clear value are available and virtually unguarded.” From  “Reducing Information 
Asymmetry in the American Gun Market,” by Amanda LeSavage: “Suicides consti-
tute two-thirds of annual gun deaths in the United States. Individuals who live in 
homes with guns are approximately five times more likely to commit suicide by any 
means and approximately 17 times more likely to commit suicide with a gun than 
individuals who do not have guns in their homes. … Suicide usually results from an 
impulsive decision that can come as a surprise even to the victim. If an individual 
has access to a gun in a moment of such crisis and attempts suicide with that gun, 
there is an 85 percent chance of death. But less than 10 percent of people who 
attempt suicide by any other means actually die. That statistic is why the United 
States, which possesses almost half of the civilian-owned guns that exist worldwide, 
suffers from an alarmingly high suicide rate.” November 5–15, 2018, https://www.
theregreview.org/2018/11/05/bringing-expertise-gun-debate.
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The  Brookings Institution and the Kellogg School of Business hosted a 
three-paper conference on “Retirement, Pensions, and Social Security.” In their 
contribution, Robert L. Clark and John B. Shoven write: “The retirement crisis is 
in no small measure caused by trying to do the impossible. What we mean by this is 
that it is nearly impossible to finance 30-year retirements with 40-year careers. Yet 
with today’s average retirement ages (62 for women and 64 for men), we are trying 
to do just that. If a 64-/62-year-old couple retired today, the survivor of the couple 
would have about a 40 percent chance of living an additional 30 years. This division 
of adult life between work and retirement is at the heart of the financial problems 
of Social Security and state and local pension plans, and it threatens the adequacy 
of retirement resources for millions of Americans.” January 31, 2019, https://www.
brookings.edu/topic/retirement-pensions-social-security.

Realizing Indonesia’s Economic Potential is a 13-chapter book edited by  Luis E. 
Breuer, Jaime Guajardo, and Tidiane Kinda. From “Twenty Years after the Asian 
Financial Crisis,” by M. Chatib Basri: “Before the AFC [Asian financial crisis], Indo-
nesia’s economy was lauded as a success story of structural transformation in East 
Asia. Its economy grew by an average of 7.6 percent per year from 1967 to 1996. … 
The World Bank (1993) cited Indonesia as a member of the newly industrialized 
economies, together with Malaysia and Thailand. However, the AFC reversed the 
picture completely, hitting the Indonesian economy hard … Hill (1999) referred 
to this as the strange and sudden death of a tiger economy.” From “Realizing Indo-
nesia’s Economic Potential: An Overview,” by Luis E. Breuer and Tidiane Kinda: 
“Home to more than 260 million people, Indonesia is the fourth most populous 
country in the world and the largest economy in Southeast Asia. With GDP of about 
US$1 trillion, the country is the world’s sixteenth largest economy and the seventh 
largest in purchasing-power-parity terms. … Following two decades of socioeconomic 
progress, Indonesia is well positioned to continue its remarkable transformation. 
However, important reforms remain needed … These reforms, discussed at length 
in the book, include raising tax revenues to enhance infrastructure and human 
capital, streamlining complex regulations, opening up to FDI, and deepening the 
financial sector while preserving stability.” International Monetary Fund, August 
2018, https://www.elibrary.imf.org/doc/IMF071/24870-9781484337141/24870-
9781484337141/Other_formats/Source_PDF/24870-9781484355954.pdf.

Economists Speak

Tyler Cowen interviews “Daniel Kahneman on Cutting Through the Noise.” 
“[L]et me explain what I mean by noise. I mean, just randomness. … I’ll tell you 
where the experiment from which my current fascination with noise arose. I was 
working with an insurance company, and we did a very standard experiment. 
They constructed cases, very routine, standard cases. Expensive cases — we’re not 
talking of insuring cars. We’re talking of insuring financial firms for risk of fraud. 
So you have people who are specialists in this. This is what they do. Cases were 

https://www.brookings.edu/topic/retirement-pensions-social-security
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constructed completely realistically, the kind of thing that people encounter every 
day. You have 50 people reading a case and putting a dollar value on it. … Suppose 
you take two people at random, two underwriters at random. You average the 
premium they set, you take the difference between them, and you divide the 
difference by the average. By what percentage do people differ? … And there is 
a common answer that you find, when I just talk to people and ask them, or the 
executives had the same answer. It’s somewhere around 10 percent. That’s what 
people expect to see in a well-run firm. Now, what we found was 50 percent, 5–0, 
which, by the way, means that those underwriters were absolutely wasting their 
time, in the sense of assessing risk. … And you find variability within individuals, 
depending morning, afternoon, hot, cold. A  lot of things influence the way that 
people make judgments: whether they are full, or whether they’ve had lunch or 
haven’t had lunch affects the judges, and things like that. Now, it’s hard to say what 
there is more of, noise or bias. But one thing is very certain — that bias has been 
overestimated at the expense of noise. Virtually all the literature and a lot of public 
conversation is about biases. But in fact, noise is, I think, extremely important, 
very prevalent. There is an interesting fact — that noise and bias are independent 
sources of error, so that reducing either of them improves overall accuracy. There 
is room for  … and the procedures by which you would reduce bias and reduce 
noise are not the same. So that’s what I’m fascinated by these days.” December 19, 
2018; text and audio available at https://medium.com/conversations-with-tyler/
tyler-cowen-daniel-kahneman-economics-bias-noise-167275de691f.

Eric Wallach offers “An Interview with Deidre McCloskey, Distinguished 
Professor Emerita of Economics and of History, UIC.” “The central misconception 
is to think that one can claim the honorable title of ‘liberal’ if one approves of one 
form of liberty, such as mutual consent in sexual partners or the ability to drill for 
oil where you wish, but excludes the other form. Liberty is liberty, and is meaning-
less by parts. You are still a slave if only on odd days of the month. In Latin America, 
for example, the word ‘liberal,’ once meaningful there, has long been appropri-
ated by conservatives who like to drill for oil where they wish, but hate gays. In the 
United States, it has been appropriated by sweet, or not so sweet, slow socialists, 
who celebrate diversity, but regard economic liberty as not worthy of much consid-
eration. … I used to think freedom was freedom of speech, freedom of the press, 
freedom of conscience. Here is what it amounts to: you have to have the right to 
sow what you wish to, to make shoes or coats, to bake into bread the flour ground 
from the grain you have sown, and to sell it or not sell it as you wish; for the lathe-
operator, the steelworker, and the artist it’s a matter of being able to live as you wish 
and work as you wish and not as they order you.” The Politic, February 10, 2019, 
http://thepolitic.org/an-interview-with-deirdre-mccloskey-distinguished-professor-
emerita-of-economics-and-of-history-uic.

Hites Ahir interviews “Paul Cheshire on Urban Economics.” On the gains from 
cities: “[M]y assessment is that cities are the most welfare enhancing human innova-
tion in history: they empowered the division of labour, the invention of money, trade 
and technical inventions like the wheel—let alone government, the arts or culture.” 

https://medium.com/conversations-with-tyler/tyler-cowen-daniel-kahneman-economics-bias-noise-167275de691f
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On the study of land values: “Classical economists devoted far more effort to trying 
to understand the returns to land than they did to labour or capital: it was both the 
most important asset and the most important factor of production. When Adam 
Smith was writing only about 12 percent of Europe’s population lived in cities and 
even in the most industrialised country, Britain, the value of agricultural land was 
about 3 times that of annual GDP. But as the value of other assets increased, interest 
in land diminished so that by about 1970 really only agricultural economists and a 
few urban economists were interested in it: and they did not talk to each other. But 
by 2010 residential property, mostly the land on which houses sat, was worth three 
times as much as British GDP. By the end of 2013 houses accounted for 61 percent 
of the UK’s net worth: up from 49 percent 20 years ago. Land, now urban land, is 
valuable, so there is renewed interest.” Global Housing Watch Newsletter, March 2019, 
http://unassumingeconomist.com/2019/03/paul-cheshire-on-urban-economics. 

Discussion Starters

Scott Lincicome describes “The ‘Protectionist Moment’ That Wasn’t: American 
Views on Trade and Globalization.” “In fact, recent public opinion polling uniformly 
reveals that, first, foreign trade and globalization are generally popular,  and in 
fact more popular today than at any point in recent history; second, a substantial 
portion of the American electorate has no strong views on U.S. trade policy or trade 
agreements;  third, and likely due to the previous point, polls on  trade fluctuate 
based on partisanship or the state of the U.S. economy; and, fourth, Americans’ 
views on specific trade policies often shift depending on question wording, espe-
cially when the actual costs of protectionism are mentioned. These polling realities 
puncture the current conventional wisdom on trade and public opinion—in partic-
ular, that Americans have turned en masse against trade and globalization…” Cato 
Institute, Free Trade Bulletin, November 2, 2018, https://object.cato.org/sites/cato.
org/files/pubs/pdf/ftb-72.pdf.

Michael Beckley considers “The Power of Nations: Measuring What Matters.” 
“What makes some countries more powerful than others? This is the most important 
question for the study and practice of international relations. … [M]ost scholars 
measure power in terms of resources, specifically wealth and military assets. The 
logic of this approach is simple and sound: countries with more wealth and more 
military assets at their disposal tend to get their way more often than countries with 
fewer of these resources. Unfortunately, however, most scholars measure resources 
with gross indicators, such as gross domestic product (GDP); military spending; or 
the Composite Indicator of National Capability (CINC), which combines data on 
military spending, troops, population, urban population, iron and steel production, 
and energy consumption. … Standard gross indicators are not good enough; they 
are logically unsound and empirically unreliable, severely mischaracterizing the 
balance of power in numerous cases, including in some of the most consequential 
geopolitical events in modern history. … The hype about China’s rise, however, has 
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been based largely on gross indicators that ignore costs. When costs are accounted 
for, it becomes clear that the United States’ economic and military lead over China 
is much larger than typically assumed—and the trends are mostly in America’s 
favor. … [T]here is a large literature showing that GDP per capita serves as a reliable 
proxy for economic and military efficiency. … Military studies also show that the 
higher a country’s GDP per capita, the more efficiently its military fights in battle. 
The reason is that a vibrant civilian economy helps a country produce advanced 
weapons, train skillful military personnel, and manage complex military systems. 
… GDP per capita thus provides a rough but reliable measure of economic and 
military efficiency. … Combining GDP with GDP per capita thus yields an indicator 
that accounts for size and efficiency, the two main dimensions of net resources. 
… Future studies can experiment with ways to improve this measure…” Interna-
tional Security, Fall 2018, 43:2, pp. 7–44, https://www.mitpressjournals.org/doi/
pdf/10.1162/isec_a_00328.

Giana M. Eckhardt and Susan Dobscha consider “The Consumer Experience 
of Responsibilization: The Case of Panera Cares.” “In this paper, we explore how 
consumers experience being tasked with solving social issues through their consump-
tion choices. … We do this in the context of Panera Cares, a nonprofit division of 
Panera Bread Company … Panera Cares self identifies as a conscious capitalist orga-
nization … They enact conscious capitalism through a pricing approach which we 
label conscious pricing. This incorporates elements of pay what you want (PWYW), 
Pay It Forward (PIF), and traditional charitable donation behavior by asking 
consumers to pay what they feel is appropriate for their food and drinks based on 
their support of the social issue of food insecurity … This pricing strategy allows 
us to understand how consumers put a price on morality. … We demonstrate that 
consumers feel discomfort with the conscious pricing policy. This discomfort takes 
three forms: physical, psychological, and philosophical. Consumers have disdain for 
the embodied experience of dining near the food insecure in the physical space of 
the café, and they question Panera Cares’ motives for engaging in conscious pricing. 
The food insecure experience discomfort as well. Rather than being empowered via 
a dignified dining experience, they feel ashamed or uncomfortable when trying to 
pay what they can for their food. Our findings suggest a pushback against tasked 
responsibilization.” Journal of Business Ethics, January 2018, https://link.springer.
com/article/10.1007/s10551-018-3795-4.
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