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Abstract
How does bank distress impact their customers’ gty of default? We address this
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firm-bank relationships through times of crises dmlress. We find that a bank bailout leads
to a bank-induced increase in the firms’ probapihit default. This effect mainly stems from
bailouts during the 2008-09 recession. We furtived that the direction and magnitude of the
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1 Introduction

The global recession of 2008-09 has shown that$armdger and amplify shocks to the real
economy. This paper studies how firms’ default riskaffected when their banks get into

distress. We examine whether the generated eféeetdifferent when bank distress happens
in normal times or when a systemic crisis hits Hamking sector. Besides, we analyze
whether the banks’ relationship orientation hadedint treatment effects on firms. We

furthermore investigate whether relationship-oeehtoanks that are in distress generate
differential impacts depending upon whether bargtress is idiosyncratic in nature versus
more systemic. We use detailed bank-firm level mitata from Germany, a bank-based
economy, to study how bank distress impacts onsfirdefault probabilities and credit

availability.

Banks play an important role in providing crediddiguidity to the economy (Krahnen and
Schmidt, 2004). Shocks to bank liquidity or impagmts of their balance sheet translate into
the real economy if firms cannot easily turn teeaittive financing sources. We investigate
how bank distress impacts a firm’s probability efault (PD) and recommended maximum
loan amount, as perceived by an independent ar&titilg agency. We also analyze how firm
sales are affected if a bank gets into distresseXémine how bank distress transmits to firms
with different default probabilities, and whethke trelationship orientation of banks mitigates
the potential negative impacts on firms. Finallye wvestigate whether the impacts depend
on whether a bank distress event is idiosyncraticature or happens in times of a systemic

banking crisis.

We apply recent methods used in the literaturehenttansmission of shocks to identify a
“bank risk channel’ Banks affect firm risk through several factonssts as whether credit is
granted or not, the loan amount, other loan camuitior the general quality and extent of
services provided. We classify supply related fectaffecting firm risk as thdank risk
channel We also control for what we call théirin risk channel” which captures demand
related factors affecting firm risk such as a fisnmidustry, general economic conditions, the
institutional environment the firm faces as wellaaBrm’s idiosyncratic risk. To separate the
bank-risk channel and the firm-risk channels, wphagthe methods employed to disentangle
supply and demand for loans (e.g. Khwaja and Me&®8; Morais, Peydro, and Ruiz 2016;
or Degryse et al. 2016) to a setting of risk traission in bank-firm relationships. In this way,
we study real effects of bank distress.



We also study whether thmank risk channelollowing bank distress differs depending upon
whether bank distress is idiosyncratic or systemigature. In particular, we investigate
whether the 2008-2010 banking crisis had differeffects that go beyond the usual
adjustments when banks are distressed. In timefnahcial crises, banks may find it

necessary (or be mandated by the regulator) togeh#tmeir lending policy and make their
loan decisions less opaque. This change might gongeadjustments in loan characteristics
such as interest rates and collateral requiremiemtsconstitute a structural change in the
bank’s lending policy.

We investigate whether distressed banks adjustrifkéness of their loan portfolio and
whether bank distress has impacts on firms’ PDc#ipally, we ask how distressed banks
deal with the risk composition of their loan polibs. Banks may change their lending
practices and put even low to medium risk firmsjecibto tighter and more variable loan
conditions. This may lead to an increase in pesgeirm riskiness even for firms that have a
viable financial condition. In contrast, banks iistcess may loosen their credit standards,
provide soft loan terms, and in this way “evergtettie more risky borrowers in a bet to
reduce potential losses on them (Peek and Rosent®8i) or comply with local political
guidelines (Gropp et al., 2010). If “evergreening'in place, we expect PDs to decrease due
to the application of more generous loan policBscause the impact of banks’ strategies
might differ from normal times compared to wheryatemic crisis is in place (Degryse et al.,
2013; Ivashina and Scharfstein, 2010), we diffea¢@tbetween normal times and times of

crisis in the analysis.

We combine several unique datasets to tackle tlypmestions. First, we employ the
Mannheim Enterprise PariéMUP) which covers for aimost any German non-firiahentity
an individual credit rating, its bank-firm relatisiip$ and other firm-specific information
between 1999 and 2013. Second, we combine themafoyn on the bank names with
regulatory and bank balance sheet data from DeaitBandesbank in order to identify banks
in distress. Third, we obtain information from MWRch as banks’ regional or industry-

! The Mannheim Enterprise Panéfignnheimer Unternehmenspanel MUP) of the Centre for European
Economic Research (ZEW) is the most comprehensieeondatabase of companies in Germany outside the
official business register (which is not accessitolehe public). The MUP is based on the firm date! of
Creditreform e.V., which is the largest creditmgtagency in Germany.

2 We know up to six bank relationships for firms.eTiirst bank is declared by Creditreform as thenr main
bank or “Hausbank”.
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specific market and portfolio shares, default raitescorporate banking or relationship

orientation measures.

The literature on financial intermediation has pauot of emphasis on the link between firms
and banks when firms are in financial distress.r@npnent question of interest is whether
especially relationship-oriented banks help in stmiog out credit constraints that firms face
(e.g. Berger and Udell, 1995; Berger and Udell,Z20®olton et al. (2016) build a model
where relationship banks compete with transacti@nkb and conclude that whilst
relationship banks charge higher rates in normmaksi they are able to supply continued
lending at more favorable terms in times of cri§isms that depend more on the business
cycle therefore prefer to engage with relationdfapks. An assessment of Italian loan-level
data confirms these predictions. Beck et al. (2G16)ly the role of banks’ business models
on firms’ credit constraints in normal and crisimés. They find that firms with more
relationship oriented banks in their vicinity haadower probability of experiencing credit

constraints during economic downturns.

In studies that analyze credit supply shocks, bwva arguments usually are referred to as the
so calledbank lending channdk.g. Gambacorta, 2005; Kishan and Opiela, 2000gj&wand
Mian, 2008; Nilsen, 2002). Though we do not analyre supply and demand for loans, we
also want to make sure to differentiate betwean-fielated and bank-related changes in the
PD. In Khwaja and Mian (2008), firm-related changeslemand are termddm borrowing
channel In our environment, the terfirm risk channelis the more appropriate, which we
distinguish from aank risk channelSpecifically, we apply a clustering method similar
Degryse et al. (2016). In this way we introducentyear-fixed effects in the sense of Kwaja
and Mian (2008) even when we observe single balakioaship customers and the outcome
variable is on the firm-year level. In the envirogmh of PDs, this will enable to cancel out

yearly industry, regional, age and firm size efemt PDghat arise in the economy.

Our work mostly builds up on the stream of literatdealing with the transmission of shocks
from the financial industry into the real economeyg( Peek and Rosengren, 1997; Kishan and
Opiela, 2000; Nilsen, 2002; Gambacorta, 2005; Khwand Mian, 2008; Amiti and
Weinstein, 2009; Loutskina and Strahan, 2009, Sa2@10; Puri et al., 2011; Jiménez et al.,
2012; De Haas and Van Horen, 2012a and 20CBbdorow-Reich, 2014). A second stream
of literature relevant for this work is the liteaua¢ on relationship banking and financial
intermediation between firms and banks over theness cycle (e.g. Holmstrom and Tirole,
1997; Ivashina and Scharfstein, 2010; Bolton et24113; Degryse et al., 2013; Beck et al.,
3



2016). Our paper contributes to these two stramdisecature by studying a unique indicator
of real effects, i.e. the firms’ probability of @efit, and identifying the role of banks’ business

models in this transmission.

Our paper generally contributes to the wide literaton information asymmetries between
firms and their financial intermediaries on the drend and the market on the other hand
(Stiglitz and Weiss, 1981; Sharpe, 1990; Rajan21%®tersen and Rajan, 1994; Berger and
Udell, 1995; Boot and Thakor, 2000; Agarwal and sieald. 2010).

The remainder of this article is organized as fefioSection 2 presents relevant strands of the
literature, sketches the banking and corporaterennient in Germany and introduces the
applied data sources and the empirical methodalsgy to address the research questions. In
Section 3 results are shown and discussed. Settioncludes.

2 Dataand Empirical Methodology
2.1 Data

2.1.1 Firm and bank level data

For thefirm and bank level datawe use theMannheim Enterprise Panel (MUPa panel
dataset generated by Centre for European EconomiedRch (ZEW). It contains the
complete data pool of Creditreform e.V. (on a haérly basis), the largest credit rating
agency in Germany. The MUP is the most comprehengiicro database of companies in
Germany next to the official Business Registerhaf Federal Statistical Office (which is not
accessible to the public). Comparisons of MUP wiftb Business Register reveal that the
coverage of MUP nearly represents the universémfifin Germany. It therefore provides a
representative picture of the corporate landscapgeaermany. For detailed information about
data collection, processing and definitions sees&eet al. (2014).

The MUP contains a large number of firm charadiess|t includes firm size (annual sales,
number of employed persons), industry (five-digilustry sector code according to NACE
rev. 2), legal form, date of foundation and of di@s the company’s complete address,
shareholder structure and personal details abeuintrolved persons. More importantly for
our analysis, the data also includes Creditreforenéslit rating score and information on the
firms’ banking relationships. The credit rating seas an index ranging from 100 to 600,
showing the firm’s credit rating for each panel rye@he credit rating is translated into
probabilities of default using a definition provildy Creditreform. The credit score has
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already been used in a number of recent papersa@tp2009; Brown et al., 2012; Cremers
and Schliessler, 2014). The dataset includes gp<tbanking relationships of a company. The
first relationship is denoted as the main bank (slmnk’), i.e. the bank used for day-to-day
transactions, credit lines and which is most likitlg firm’s main lender. Our analysis relies
on the firm’s main bank relationship as it consétuthe prominent external financier for the

firm.

Interestingly, the data from Creditreform also eams the identity of the bank’s branch that
the company employs. The bank branches themseteebn&ed to the overall bank by the
unique German bank identifier BLZ. Using this linkkEW constructs a panel of all banks
operating in Germany. By aggregating informatioratirfiirms connected to a particular bank,
we are able to infer bank’s market shares or plot&hares by region or industry. Moreover,
we are able to derive rates of firm failures by lb#imat go beyond information provided in
banks’ balance sheetdhe ZEW Bankpanel therefore gives a clear pictirne structure of

the corporate banking sector in Germany.
2.1.2 Dataon bank distress

Our second dataset concerns information on bartiedss We employ three sources. First, the
German banking system contains three banking piliee. commercial banks, savings bank
sector, and cooperative bank sector). Each bankitay has a voluntary financed insurance
fund operated by the respective bankers associtttadrmay provide ‘capital support’ when a
bank within the pillar is in distress. While supsors (i.e. BaFin and Bundesbank) may be
consulted during the process, the final decisiongeenting capital support rests on the
respective insurance schemes. The respective mzischeme and the member bank sign a
contract which includes the specific shortcomingsthee troubled bank that need to be
addressed and plans on how to resolve the disfféssinsurance scheme usually gains far-
reaching control rights if the member bank becorisgessed, in general going along with
restructuring and deleveraging ordér$. capital support measures are still considered
insufficient (maybe if the distressed bank hashedc stage in which recovery is no longer
possible) bankers associations have the power der aestructuring mergers (also called

“distressed mergers”) in the course of the resmfufirocess.

% The individual relationship entering a bank’s faid may be weighted by its rank (main bank or)raz well
as its PD or its number of employees.

* Bian et al. (2016), for example, find for Germaiags banks restructuring activities to be sigaifitly higher
in a bailout by the bankers association than inilbt by politicians.
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Second, at the end of 2008, as response to thecfalaand economic crisis, the Financial
Market Stabilization Fund Sonderfonds FinanzmarktstabilisieriingoFFin) was founded

which complements the described voluntary meadwyabe banking industry. Even though
SoFFin support has been only granted to a smallbeurof major German banks these
government bailout measures have been large inmeland may have thus significantly
impacted the banking sector and caused competlistertions (see Kick and Koetter, 2016).
Third, in addition to the described measures, algoervisors can intervene. If BaFin and
Bundesbank deem these measures inadequate oridesuff they can also intervene
according to the German Banking Act (“Kreditweseseje”). This includes severe

interventions like moratoria or finally revokingetfbank’s charter.

The bankers associations’ and the supervisors'saes are not independent of each other,
with various decision makers (BaFin, Bundesbankkbes associations and the boards of the
insurance schemes) involved. Even though the Hapoocess appears to be opaque, the
interventions of the different stakeholders comm@ameach other and constitute a kind of
well-functioning “private-public partnership”. Fa detailed description of the protection

schemes in the German banking sector see alsoeiak (2016).

We apply the definitions of bank distress of KickdaPrieto (2013) who investigate the
competition-stability nexus in the German bankiggtem. They employ several definitions,
among them distressed mergers (which are closesittagght bank defaults), capital support
(capital injections and guarantees) by the bankspective banking pillarsSince outright

default is a very rare event in Germany, we comeénton capital injections. We use the

initial capital injection for the bank such thatetlly constitutes a unique event for the bank.
2.2 Empirical Methodology

Our firm-level dataset contains information on théividual bank-firm relationship over the

period 2000 to 2012. We focus on the main bankiogiships. To investigate the treatment of
“bank distress” on firms’ outcomes (in particulbeir probability of default), only a selected
sample of firms will be employed. The reason ig tiwt all banks (and in turn their firms) are

equally likely to receive the treatment.

We usenearest neighbor matching of banksorder to find an appropriate control group of
banks which would have had a similar likelihoodr@teiving the treatment, but which have

® Kick and Prieto (2013) have a broader focus aral aso with other indicators of bank risk. In peutar, they
employ also continuous measures such as banksPéoiorming Loans (NPL) ratios and Z-scores.
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not received capital injections. Our method habddlistinguished from a standard matching
approach, where the matching both serves to atketiee bias of selection into treatment and
to construct an adequate control group. In ouirggtthe problem of selection into treatment
plays a subordinate role as the state of distrebamks can be assumed to be exogenous to an
individual firm outcome. While one could argue thigdtress of large customers may trigger
default in banks, the median firm in our sample Gi@&nployees. We further drop firms with
more than 10,000 employees from the analysis. Taehing rather serves as a device to
obtain an appropriate control group of banks tlaat lse traced over the same time span and
has a similar likelihood of receiving the treatmériterefore, we conduct the matching on the

bank level and only later enrich the sample of esiameighbors with firm data.

We match the treated banks (i.e. banks with a @laipiection) with control banks at period t-
1, i.e. one year before the initial capital suppoeasure is conducted. We match with control
banks that are non-treated neither in that yearimany of the three subsequent years after
the treatment (including the treatment year). Tlacimng yields at least one control bank for
every treated bank (initial capital support). Inl@rto obtain more observations for the firm-
level analysis in the second step, we allow fortaugthree nearest neighbors. We trace the
neighbors throughout the sample time span and tlekn to the firms having firm-bank

relationships to these banks.

A challenging feature of the German Banking Mairisethe occurrence of numerous bank
mergers in almost any banking segment. The numbdranks has decreased from 4,300
banks in 1990 to 2,700 in 2000, and 2,000 bank20ib0. Mergers are often a means to
restructure a bank and prevent it from defaultiigerefore, an initial capital support occurs
more frequently before a merger compared to theasin where no merger takes places..
From an econometric point of view, mergers areaiff to deal with for two major reasons.
First, they are a second treatment which is no¢épeddent from the first treatment. Second,
the merger substantially impairs the conductioraafontrol group study because the bank
before the merger will be different from the oneeafards.

There are two ways to handle these problems inatf@ysis. One way is to introduce a
differentiated analysis by type of treatment, wdether only treatment 1 (capital support)
happens or treatment 1 is accompanied or followetrdatment 2 (the merger). The latter
case will then be a different treatment effect tkagstimated. Another way is to only look at
treatment 1 and condition on a sufficient (e.gearg) time span before treatment 2 happens.
We would then only look at a maximum -3 to +3 yeansdow (including the treatment year)
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before and after treatment 1. Such a methodologllyia valid estimation framework for a
control group setting, since the treated bankilissstucturally the same. As a matter of fact it
has to be stated that this choice also limits tt@pe of our analysis because we cannot

analyze cases where both treatment 1 and 2 occur.

We apply method 2 in our analysis. The sample edtad banks is therefore restricted to
banks existing at least 3 years before and 3 yaftgs the treatment as the same unit. As we
want to follow firms in a window -3 to +3, treatnierbefore 2003 are not taken into account,

SO are treatments taking place after 2010.
2.2.1 Nearest-Neighbor Matching

There is considerable heterogeneity between tla¢etiebanks stemming from the size of the
capital injection (i.e. the intensity of the treamb). In order to reduce the heterogeneity
within the treatment group, we split treated banks two groups: one where banks encounter
a large treatment (above median capital injectionequity ratio) and one where banks
experience a weaker treatment (below median capj&dtion to equity ratio). Differences in
the magnitude of treatment may require differemtticd groups. We therefore estimate two
models to obtain the propensity score and aftersvarite the two sets of treated and control
banks to a joint sample. The split of the treatmgnaup also ensures that we have more
homogenous treatment groups and enables latenglisthing upon the size of the treatment.
In order to find the nearest neighbors, we usergbbées in the year just before the treatment.
Apart from a variety of observable characteriso€®anks, we postulate the following fixed
matching criteria:

1. Treatment and control observation are in the sagae.y

2. Treatment and control bank are localized in theesBomdesland (i.e.region).

3. At the year of evaluation, both have at least 3y@h observations before and after the
matched point in time.

4. Treatment and control bank are of the same typenifoercial bank, savings bank,
cooperative bank).

The first and second restrictions guarantee tlesttimnent and control bank fatiee same

(regional) macroeconomic conditions. The thirdmegson leaves us with those banks that can

be traced over a sufficient time span. Conditioar faccounts for the fact that most of the

capital injections stem from bank deposit insurasdeemes which are organized separately

(“three pillars”). Condition 2 also helps to compijth supervision based on the level of the

respective Bundesland.



The matching equation itself includes a varietyvafiables that are summarized in Bank
balance sheet and bank income statement informatbomes from Deutsche Bundesbank
Bank Supervisory Data. Aggregated Bank Customermétion stems from the MUP. Table
2 shows the output of the matching regression whegedependent variabkffected bank
takes the value of 1 if a bank receives an ind&dital injection in period t +1. Our results are
in line with the literature. Size plays a promineoie as well as the amount of loans the bank
has in place. As expected, the NPL ratio exertssitige effect on the probability of receiving
a capital injection. The reserves ratio is negétiassociated with the likelihood of getting a
capital injection while hidden liabilitisre positively associated. In general, effectsvavee

pronounced for severe treatments.

The share of single relationship customers is meggtassociated with receiving a capital
injection. This is probably the case because theenmiensely a bank is involved in customer
relationships, the less involved it is in tradingdanvestment banking activities and the less
exposed it is to heavy write-offs or liquidity stkgc On the other hand, the share of customers
within a 50km distance to the headquarters img@iesgional concentration of customers. The
bank is therefore less hedged against intra-regishacks. In line with expectations, the

variable is positively significant for severe traaints.

The matching regression yields a propensity saomedeive an initial capital injection from
banks’ depository scheme in period t+1 given tharatteristics of period t. The propensity
score is scaled by bank type, the region of theldpearters as well as the year of observation
such that we compare banks with the same businesdelmand within the same
macroeconomic environment. With the resulting st@mpensity score, we perform nearest

neighbor matching.

Table 3 shows information on the propensity scoatching by year of treatment. We obtain
a sample of 76 banks, of which 23 banks are treaeld53 are untreated. For each of the 23
treated banks we have at least one and up to ttmeol banks. The number of distress
events varies considerably across years. Most eVeaypen in the years 2003 to 2005. In
2007, one year before the global financial crisidy 1 treatment can be observed, while the

number increases again for the crisis years.

By comparing characteristics of treated and conbahks we receive a picture of how

relevant the treatment is. Figure 1 shows mediank baovariates before and after the

® The liabilities are hidden for the public, but thepervisor knows them.
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treatment for both treatment and control banks. @atanks are on average small, with total
assets reaching only 500 million Euros at the nrediaeated and control banks show similar
trends before the treatment period while afterttbatment period, total assets increase only at
control banks. Treated banks have to pay backap#at injection and may be under pressure
to shrink balance sheets and build reserves inrdad@&lfil minimum capital requirements.
However, the number of customers does not decrEasteated banks after the capital
support which indicates that banks on average titryéo get rid of customers.

The second row ofigure 1 shows the developments in the NPL ratio (obtaifredn

Bundesbank Supervisory Data) and in the share stfedised customers (which stems from
MUP-data). The two measures are highly relatedryesdestressed customer will represent a
non-performing loan but not necessarily vice-ve@arespondingly, NPL ratios are naturally

higher than customer default rates.

Before the treatment period, ratios of distressestamers rise for both treatment and control
banks and develop nearly identically which mayemsflgenerally worsening macroeconomic
conditions. In the treatment period and afterwatts, ratios of distressed customers are
higher at affected banks. However, the ratio ofrdssed customers seems to increase less
than the NPL ratio and eventually returns to theeséevel as for control banks. The absence
of higher rates in payment default may be integuteds a tentative sign for banks’ tendency
to reduce balance sheet losses and evergreen @&rstom

Measures of banks’ riskiness and return show alainpicture. The third row contains
average growth in RWA (risk-weighted assets) onleéfteand ROE (returns on equity) on the
right. For both measures, there is a strong dowthvirand for treated banks (approaching -
7% in RWA-Growth and 0% ROE). Both figures, howewemain relatively stable at control
banks. Overall, these measures point to difficabditions at treated banks. They may
therefore be under pressure to build up reserveésnanease equity ratios. An improvement in
capitalization can, indeed, be observed for tredtedks (see bottom row iRigure 1).

However, reserve ratios of treated banks remairstanbally lower compared to control
banks, possibly because banks first need to resimpéal before being able to build up

reserves.

To conclude, the graphs show that bank charadterisf treated and control banks evolve

similarly in terms of trends and levels before atgb, for non-performance related variables,
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after the treatment occurs. Performance-relatedsumea indicate difficult conditions at

distressed banks which should have significantegfen their customer portfolio.

2.2.2 Estimating Firm Outcomesusing the Matched Bank Sample

After conducting nearest-neighbor matching, we iobfd banks consisting of 23 treated and
51 control banks. A bank may serve as a controk loaore than once within the sample. We
connect banks to firms through the firm’s main baglationship. As outlined in section 2.1,
the main bank is the firm’s most important exteffivancier and our analysis therefore relies

on this relationship.

We obtain about 267,000 observations stemming fbout 50,000 individual firms. Table 4
shows the size of the compound sample by year sérohtion and year of treatment. Some
firms may occur multiple times within the samplecéese two different treated banks may
have the same control bank. We introduce the Jariaeighbor as an identifier which
captures every matched set of bank neighbors. akesel is therefore uniquely defined on
the firm-bank-neighbor-year level. Firms in the géamare on average young (about 21 years)
and small (about 7 employees and 2 to 2.5 millionoEn sales). Table 5 shows further firm
characteristics comparing firms at treated and tneated banks in the year before the

treatment.

In order to capture the bank-induced effects Gugply effects), we would ideally include
firm fixed effects to control for firm-specific deand (e.g. Khwaja and Mian 2008)). In our
setting this is impossible as we focus on the frmmain bank relationship. We therefore
follow recent literature and replace the firm fixeffects by a grouping of firm observations
where firms in one group face the same legal, nemoomic, spatial and industrial
environment (e.g. Degryse et al. 2016, Morais .€2@16). These papers show that controlling
for firm demand in this way hardly affects the m&tted supply effects. The grouping we
apply is on the level ahdustry, size class, legal form, single-relatioipsfyes, no), age class,
region and year (see the Appendix for a detailed overview of tlespective underlying

classifications).

We further control for potential differences retat® the organization of the credit rating
agency. Creditreform is organized in 130 divisiomsoss Germany. Each division is
identified as part of the firm ID. We control forcambination of division and year because
risk assessment may slightly differ across divisioRurthermore, the rating methodology
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undergoes some regular revisions which might bdamented at different points in time by

each division. Therefore we include division-yaaed effects.
2.2.3 Defining our Mode

To sum up, we apply a nearest-neighbor matchingoagp for banks and we use group fixed
effects for firms. We assume our treatment (i.@itahiinjection to bank) to be exogenous to
an individual firm’s performance. First, the firnmsour sample are on average small (90% of
the sample firms have less than 50 employeesk therefore unlikely that a single firm

triggers a bank’s capital injections. We also cointor regional demand shocks both by the
group fixed effects approach as well as the matclihbanks which settles the estimation
framework to the same macroeconomic environmentoi®@& banks are silent on the

possibility of capital injections up to the momémey are indispensable. Given that we apply
matching on bank performance covariates right leetbe treatment occurs, the treatment
should not be foreseeable for customer-firms egr-ahberefore, we do not need to include
any other firm or bank related characteristics identification of the treatment effect.

Robustness checks in Section 3.3 show that oultsesmain unaffected by the inclusion of a

variety of firm and bank covariates.

The methodology we implement is a combination afoaditional difference in difference
approach and a fixed effects approach. We wanstimate the impact of bank distress on
firm outcomes, in particular firm PD (probability default of firm i over one year evaluated
by Creditreform). Like in any difference in differee setup, we need (in addition to an
intercept on the right-hand side), i) the treatndmhmy @ffected bank)ii) the indicator for
after-treatment periodg@st) and iii) the interaction of both in order to regpeat our four
states of the world. This interaction term showes tleatment effect, i.e. in our case how, for
example, the PD of firms connected to banks irresst evolves compared to the average PD

of firms connected to banks not in distress. Ouallfmodel therefore is specified as:

firm Outcomei,t = :80 + .Bpost * pOStik,t + .Baffected * affeCtedik,t (1)

tBarer * af fected, * postice + Pgre + Eigre

i: firm, k: bank, g: group, t: time
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Firm outcome may be, for example, firm PD or salste thatpg . is a group fixed-effect
consisting of industry, size class, age class, region, Creditnefdivision, matched banks,

year.

Note that we drop the i, k and t subscripts for¢bmponents op, . as they always refer to
a specific combination of i,k and t. Further remtitétpost;, . takes the value of 1 if firm i
has relationship with bank k in period t and perioi after the treatment year (or the
treatment year). The indicataf fected ., takes the value of 1 if firm i has relationshiptwit

bank k in period t and bank k is a treated banlkaldgous holds for the interaction of both.

The group effecp,, . serves to absorb demand side and business cyetdsefissociated to
each group of firms that may influence firms’ outes. The Creditreform division takes
account for heterogeneous risk assessment metlgesl@across different Creditreform
divisions and/or time. Finally, the indicator fdret set of matched banks leaves us with an
estimator of the treatment effect within the matthenk neighbor(s) stemming from the

bank-level propensity score matching.
2.2.4 Estimating our Model

In order to estimate our model we choose a poulaverage GLM-estimator, also referred
to as a generalized estimating equation (GEE). GBE framework is often used in settings
where the covariance structure of residuals is ankn As GEE estimators are population-
average models, they focus on the average effeet em unspecified population of
individuals. They are frequently used to estimaterage responses in clustered samples. Our
setting with 130 different clubs evaluating the &irms seems to be exactly of such a kind.
We do not know the covariance structure within thesters but are still able to receive
consistent estimates even if the covariance streicgtumisspecified. The estimator is similar
to a random-effects Tobit regression with a Gamsssdom-effect (Robustness Checks in

Section 3.3 show that our results are confirmedgu€lLS, RE or Tobit regressions).

Other than in a genuine fixed- or random-effecttireg we do not take our firm identifier as
panel and neither year as our time variable. laistaagroup identifier is our panel variable.
Note that the timing of the observation, year, atf the panel variable. The theoretical
“time” variable is constituted by the individuairfi-year observations that are part of group g

in year t. We bundle the group identifier in a ik effect” o, ; We assume exchangeable
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correlation structure of residuals within each grothis structure is a reasonable assumption

since groups are narrowly defined and especiadlycanstituted within each division unit.

Our final dataset consists of about 267,000 obserns which represent about 50,000
individual firms, each over a period of up to 6 ngedVe follow firms in our matched sample
3 years before and 3 periods after the treatmewtu@ing the treatment year). There are a
couple of reasons to do so. First, we choose & geoiod of time after treatment in order to
capture the direct impact of the treatment and akersure that our measurement is less likely
to be contaminated by other influences. Secondetlhee substantial dynamics in firms’
outcomes, at least in their yeaf. Hence, the longer the time window the more of these
yearly movements will overlay each other and keggram getting a valid estimate of the
treatment effect.

3 Empirical Results

This section presents results for our conditiontieénce in difference estimations of bank
risk on firm outcomes, in particular their PD. Retness checks are presented in Section 3.3
where we verify our results for the inclusion ohet covariates and the choice of different
regression techniques.

As a starting point, we apply the conditional difiece-in-difference analysis on all firms and
banks in our sample in order to identify a genbeaik-risk induced effect on a firm’s PD (or
another firm outcome variable see Section 3.15dation 3.2, we apply our model in (1) to
different subsets of banks and firms that may yiekights into the heterogeneity of the
treatment effect. We investigate whether the basikinduced effect depends on firm risk
classes, the bank’s business model (relationshigusetransaction bank), firm industry, age
and size. Moreover, we also examine whether th&-bak induced effect on firm PD differs
between crisis years and normal times. We aretalilevestigate these issues because of the
grouping of observations instead of using genuiredfeffects which still leaves us with

some firm-level variation on the right hand sideéhivi each year.
3.1 BasdlineResults

Table 6 shows the baseline GLM estimations onulesdmple of firms and banks from 2000
to 2012. Specifications (Al) and (A2) show the hssthat serve to answer our first research
guestion, i.e. whether there exists a bank-indudtransmission effect from bank distress
to customer firms. The coefficients are to be jmteted in percent. We find that the PD of
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customers at distressed banks raised on averafj2%\after the treatment occurred than that
of customers at control banks. With an aver@Beof about 10%, this means that the average
probability of default of treated customers incexhso about 11.2% which is a substantial
increase.

The strong results are mainly driven by customererang the worst rating classes (80%
PD+) which is obvious when looking at specificatigh?) that excludes customers who
default within the sample period. However, alsorion-defaulting customers, PD increases
by 6.9% at treated banks. The importance of defmulicustomers is confirmed by
specification (A5) that estimates the probabilifyaotual default using a FE-Probit regression
framework. Customers at treated bank have a 6.8Wehiprobability of actually defaulting
after the treatment which coincides with the resstdind in specification (A2).

Specifications (A3) and (A4) show results when gsanother dependent variable as an
indicator: the variablAXLOAN Creditreform adds a maximum loan recommendation t
most firms that are evaluated by them MBBXLOANSserves as a benchmark to trade creditors
on how much credit could be granted to the firme Timpacts on MAXLOAN provide us
with another indicator of real effects for firmsh@ regression coefficients in (A3) and (A4)
show that maximum loan recommendations go dowrverage by about 900 Euros, or about
8% in relative terms, when looking at the log valu@iven that most firms in the sample are
small firms, this constitutes a severe slump inrteeope of operation. Finally, specification
(A6) shows the impact of bank distress on firm sal&e find that bank distress leads to a
decrease in firm sales by about 4%.

We visualize these effects by plotting the outcoragables for treated and untreated banks
around the treatment year. In order to do thatfilseestimated the models and then removed
the fixed-componentg,,; in (1) from the outcome variables. The resultiniguated values
for PD and MAXLOANare shown in Figure 2. We observe parallel trermd$bthPD and
MAXLOANfor the three years before the treatment andvediels a visible increase D
and a decrease MAXLOAN Interestingly, we see differences in levels befibre treatment
for both variables, i.e. treated banks have onameeibetter customers before the treatment
than control banks. After the treatment occurs,aberagePD of customers at treated banks
approaches the level of control bank customers.

This observation may first seem surprising, as bahkt go into distress may be expected to
have lent also to on average worse firms. On therdiand, there are good reasons to believe
that a bank’s turmoil does not originate in the dstit corporate sector but rather in other
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areas of their business such as real estate arlibsiness abroad, especially in the crisis
years. The observation actually fits to our basisuanption that credit rating agencies take
firms’ funding situation at their main bank intocacint and adjust credit ratings if lending
conditions, collateral requirements and servicealityuat firms’ main banks change. Credit
rating agencies will somehow find out if banks pdevexcess funding to firms of a certain
efficiency level, assigning better credit ratingsl@ng as banks carry on supplying firms with
loans and in particular current accounts. Furtheemid banks running into distress had the
strategy to keep inefficient contracts on theirabak sheets, fewer firms were actually
defaulting before (compare specification A5) and Hiso will be expressed in better average
credit ratings.

For a more detailed picture of the effects, we nmun to an analysis of different
macroeconomic conditions. Specifically, we wantattswer the question whether distress
events that happen during a systemic crisis hatereint impact on firms than distress events
outside a systemic crisis. Furthermore, we shéd bg the question whether relationship and
transaction banks behave differently and investigahether borrowers are differentially

affected depending on their risk class as meadwyede PD.
3.2 Réationship Banking, the Crisis, and Evergreening

In this section, we apply our model (1) to subsétirms, stratifying the sample on the level
of risk classes, bank characteristics and treatrgeats. We define crisis treatments to be
treatments occurring in the peak of the financrais 2008 and 2009 and all other treatment
years as non-crisis years. We employ indicatora dfank’s relationship orientation from
Bersch (2016). They are defined according to thapmsition of the customer portfolio of a
particular bank along the arrays a) share of singlationship customers, b) share of main
bank customers and c) customers within a 50km mstaaround headquarters. These
measures were already included in the matchingtequpresented in Table 2. The share of

single relationship customers is constructed as:

. iI(bank;s=k)*I( singlerel;;==1
single sharey, = 2 I(banky =) (singlerely==1) (2)
Yil(bank;=k)

l.e. (2) calculates the sum of all customer firmhidank k who only have relationship with
bank k over all customers of bank k, including nplétrelationship firms. This variable is an
indicator of the average importance of b&hko its customers and thereby serves as a proxy
of how much asymmetric information bank k on averhglds on customer firms towards the

market. Analogously, the share of main custometsaok k takes the sum of all customers of
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bank k, who have their main bank with bank k ovkrcastomers of bank k including

multiple-relationship customers:

Xil(bank, it=k)
Y9=1 Xil(bank, ;=k)

3)

main bank sharey; =

This indicator measure defines the average rol& kdras to its customers even if customers
have multiple relationships. In other words, itegws the average value bank k assigns to its
customer portfolio. The third measure of relatiopsbrientation considers the geographical
distribution of borrowers and is motivated by tlsults on the role of distance in relationship
lending. Shorter distances may provide the bank wiore information and allow to perform
relationship banking (e.g., Petersen and Rajan2;2D@gryse and Ongena, 2005; Agarwal
and Hauswald, 2010). It is defined as the shamusfomers located within 50km around the

headquarters of bank k and indicates bank k's ragifmcus:

Y8_, YiI(bank, ;;=k)*I(distance; ;<50km)
share 50kmy, = ' : 4
ke ¥9-; Zil(banky;=k) “)

Based on these three measures we construct a dwanmspble relationship bankthat
indicates whether some bank k exceeds the 75 géecamong all banks in a year t in at least

one of the measures.

We analyze the role of relationship banking in orteinvestigate how close customers are
affected when banks go into distress. The quesifowhether close bank-firm relationship
shield customers against crises has been subjactadety of studies in the field of financial

intermediation (e.g. Peek and Rosengren, 1997hirasand Scharfstein, 2010).

In the following section we first start out withetlguestion of whether treatments occurring
during the crisis years have differential effedtart those in non-crisis years. Then we
examine whether the banks’ relationship orientatias different treatment effects on firms.
Finally, we extend this analysis to the joint invgstion of crisis and relationship bank
effects.

3.2.1 Bank Distressin theCrisis

Table 7 shows the same specifications as in Talbeténow making a distinction in the
timing of the treatment. We observe that the eff@ctTable 6 are driven by those treatments
occurring in the crisis years 2008 and 2009. THeces in crisis years are much stronger.
Borrowers at distressed banks face an increagtDirof about 23% after treatment (Bla).

When only looking at non-defaulting firms, the treant effect equals 13% (B2a). With
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respect to the maximum loan recommendation MAXLOWHN treatment effect is equal to -
10% (B4a). While the regression employilBAXLOAN loses significance (possibly due to

non-linearities) it shows, however, a stronger negative coefficient.

For non-crisis years, none of the coefficientdgsificant; however, they remain qualitatively
in line with the overall results. Hence, bank disg does not seem to have a per se adverse
effect on borrowers but it does if distress happerbke course of a severe financial crisis.

We have shown that macroeconomic environmentsentla the pass-through of risks into
the real sector, identifying @ank-induced risk channdrom banks to their corporate

customers.
3.2.2 Relationship versus Transaction Banks

We now study whether a bank’s business model inflas the previously reported bank-
induced risk effects. In particular, we investigatbether a relationship or transactional
orientation has different impacts on firm outconislationship banks may provide liquidity
insurance for customers (e.g. Berger and Udell518®lton et al. 2016), i.e. they charge on
average higher rates but on the other hand keepidong liquidity even if firms are

temporarily under pressure. Relationship banksstrass may be less able to fulfill this job.

However, observably bad risks could also be kepeal.e. “evergreened”.

In Table 8, we examine how bank distress impacits 8ales depending on the fact if the
main bank is a relationship bank or a transactiankbWhile distress at a relationship bank
leads to significant increase in firm sales, firales goes down if a firm uses a transaction
bank as main bank and this main bank gets intoredist This finding suggests that
relationship banks and transaction banks behave differently when getting into distress.

Relationship banks shield their customers whiledaation banks pass on their risk.

We now look more in detail how the impact of bamitréss interferes with the bank business
model and the customer risk classes. We use geamgressions (QR) wheRD is the
dependent variable. Note that we now use the sufdeims who do not default within the
sample in order to distinguish impacts upon theégassl PD and impacts on actual default.
The latter will be analyzed in a further step. Hpplication of quantile regression techniques
is not straight-forward in the context of fixed exffs because standard software packages do
not provide an a priori solution to such a reg@sset-up. We rely on a method introduced in
Canay (2011) that tackles the problem in a twoestagression framework. In the first step,

we estimate a fixed-effects model with all non-tinmstant regressors on the right-hand-side
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(which equals the regression setup from (1) in B-amework) and then subtract the fixed
part pg; from the outcome variable y of interest. In theo® step, we estimate one
equation for every quantile of this new variabtewith bootstrapped standard errors from
250 replications. In our setup, the adjusted outcaariable y* is exactly what we used to

generate the graphs in Figure 2.

Figure 3 shows QR-plots using the dependent variablin all of the graphs. Note that the
effects here are to be interpreted as percentagespas they now come from a FE-OLS-
regression. Figure 3a) shows the QR-plot only fangaction banks (i.e. banks who do not
exceed the 7%percentile in any of the relationship variablesdduced above) whereas 3b)
shows only relationship banks. As it is best poactvith quantile regressions, we drop the
lower and upper quantiles because effects are aftstable there. 3c) compares the quantile
effects for relationship and transaction banks,mw showing percentage effects. They are
calculated by dividing the p.p. effects from thgression by the respective constant term in

that quantile.

While at both types of banks, median risk borrovaesequally affected, differences between
relationship and transaction banks can be obsefmedow and high risk customers. At
transaction banks, high risk customers are affestexhgly and face a significant increase in
PD. However, they are untouched at relationshigk®a@®n the contrary, low risk customers
(i.e. below median quantiles) do not experienceaf at transaction banks but are quite
strongly affected at relationship banks. The pffecé equals around 0.7, i.e. they experience

an increase in PD.

This is possibly the most direct evidence that ti@hship banks may leave the worst

customers untouched in order to reduce the risknofctual default of those, a phenomenon
often termed “Evergreening”. The resources thatti@hship banks keep at inefficient firms

will be badly missed at more efficient firms, whiamay explain the strong effects for the

good quantiles of the distribution at relationsbhgnks. What is more, the relatively decent
p.p. effects can be misleading when looking atatieial increase in default probability they

represent in 3c), peaking at almost 15% increageDirfior the 0.2 quantile. Again be aware

that for transaction banks, we find non-significaaar-zero effects in this quantile.

3.2.3 Réationship Bankingin theCrisis

In the last section we have shown that relationgingd transaction banks in fact behave

opposite in times of distress. We now turn to thesgon whether the role of relationship
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banks is different in crisis times. In order tottat, we apply the same methodology as before
by employing QR techniques to address banks’ behdwiwards different risk-classes but
now only look at relationship banks and distinguiséir behavior in the crisis years and non-
crisis years. It should be noted that there arédiions as we do not observe the same bank in

distress once in crisis years and once in NONE&SGEArs.

Figure 4 shows the resulting QR-plots for the stilb$eelationship banks distinguished by
treatment occurring within and those outside thisicryears. While the effects that we
concluded for the below median quantiles still se@mbe in place in crisis years,
Evergreening of inefficient firms is only found fareatments in non-crisis years. Note in
particular that we find even negative effects fon4trisis treatments in the upper quantiles of
the risk-distribution. The evidence for crisis yea@s compelling: relationship banks in the
crisis show nearly the same pattern of treatmdatesf than do transaction banks in Figure 3.
We take this as evidence that the merits of ralatigp banking that are still in place for
treatments in normal times are absent when a sgsieirisis hits the economy. The logical
explanation would be that distressed banks in tlstscare unable to shield inefficient firms

from the shock and also cut down liquidity provisto them.
3.3 Robustness of our Results

We carry out various robustness checks. First,results are robust to different estimators
applied to the data. Table 9 shows the regressamdwork from specification A2 now using
different estimators. Note that the coefficientewh in specifications C1 to C8 have to be
interpreted as p.p. effects. We see that effectsmire qualitatively similar no matter which
estimator is used. However, OLS and firm-fixed effe models (C1 to C4) show an
underestimation of the effect. This finding is likelue to both the demand side (firms’ order
situation, idiosyncratic and market risk) and Coedorm division effects (differences in risk-
assessment and application of new methodologigating agencies) that we aim to exclude
by applying our grouping in equation (1). Moreovaslumn C7 and C8 take into account that

the dependent variable is bounded between 0 antlith calls for a truncated regression.

Second, Table 10 gives evidence on whether thasimi of bank and firm covariates into the
regression changes the coefficient estimate®Dn Again, the baseline specification A2

builds the basis for this table, i.e. specificatdp equals specification D1, again this time
with a logit link. Moving more to the right of thtable, we include more and more covariates

into the regression. In a well-specified conditioBéD-setup, coefficients ought to remain
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stable when including covariates from the matcheggation. While firm characteristics are
not part of the matching equation, they enter tghotlhe grouping applied in equation (1) and
given little time variation in firm covariates, incling these covariates should also not change
our coefficients on the treatment effect. Tablesh@ws this to be the case for the bank-
covariates employed in the matching equation (coenpable 1 for an overview) and the firm

characteristics entering into the group-fixed dffec

Third, in Table 9, we examine whether the impadbafik distress on firm PD is different for
different subsamples. We find that our resultsralaist to firm location and restrictions on
the macroeconomic environment. Results differ tmes@xtent depending on the bank type.
The treatment effect is, for example, strongerobmerative banks are excluded. Moreover,
the treatment effect also depends on firm age. \tfiehexception of very young firms, we
find that the treatment effect goes down with fiage, i.e. younger firms are more strongly

affected when their main bank gets into distreas thider ones.

4 Concluding Remarks

Banks are important origins of shocks to the econdie investigate whether bank bailouts
lead to bank-induced changes in their customersbatility of default, maximum loan
recommendations (both determined by an externalitcemency, and not self-reported by
banks) and sales. Our empirical analysis of barilolta in Germany over the period 2000-
2012 shows that a bank bailout following bank @istrleads to a bank-induced increase in the
probability of default, and a lowering of the maxim loan recommendations and of sales.
We find that these effects are mainly driven bykbaailouts occurring during the global

recession.

Relationship and transaction banks that are bailedgenerate very different bank-induced
risk effects. While transaction banks lead to amaase in the probability of defaults for firms
with above median riskiness, relationship banksnseeshield high risk firms from increases
in probability of default. However, they lead ts@mewhat higher probability of default for
higher quality firms. This suggests that distresseltionship banks are perceived to
evergreen their lower quality customers and are éxe to perform relationship lending for
higher quality firms.

We furthermore find that the bank-induced risk effeare more pronounced during the
2008/2009 financial crisis. In that environmentsacalthe lower quality customers of
relationship banks see their probability of defautreasing.
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From a policy perspective, the limited bank-indugegacts following a bank bailout in non-
crisis times may please policy makers who are amackof job losses and regional economic
downturns. At the same time, it may prevent sudiressed banks to clean their balance
sheets and prevent resources to be allocated te efficient uses, eventually with beneficial

long run effects for the local economy.
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6 Appendix

Table 1:
Variables employed in the matching equation

Dependent

Affected Bank Bank receives capital injection ieatment
year t+1

Total Assets Log of GDP deflated total assets

Total Loans Log of GDP deflated total loans

NPL Ratio Non-performing loans over total assets
(in %)

RWA Growth

Risk-weighted assets growth (in %)

Bank Reserves Ratio Bank reserves (according to se8t0rf/g
Balance of the German Commercial Code) to total
Sheet assets (in %)
Information | Hidden Liabilities Dummy variable that takes oredar
banks with avoided write-offs on its
balance sheet
Reserve Reduction Dummy variable that takes onifdrenk
reserves are reduced
Share of Customer Loans Customer loans over total assets (in %)
Other Bank-| HHI Hirschman-Herfindahl-Index (based on 14
specific business sectors)
Information | ROE Return on equity (in %)
Bank Customers Log of number of bank customers
Share of Customers in Distress Number of distresastbmers over total
number of customers
Aggregate Share of Single Relationshiplumber of customers with a single
c Be:nk Customers relationship over total number of customers
|nfgrsm°£§:1 Share of Main Bank Customers Number of customexsuse the affected

bank as main bank to total number of
customers

Customers within agrah@0km to total
number of customers

Share of Regional Customers




Table 2;

Matching Regression

Method Logit
Bank Type Dummies, Year Dummies, Headquarters\id E/
Controls Germany
Below Median Regression Above Median Regression
Observations 9,926 9,778
Pseudo R-squared 0.143 0.308

Dependent Variable

Bank Receives Initial Capitgdtion (Cl) in Period t+1

Total Assets 3.062** 3.690%**
(1.479) (1.365)
Number of Bank Customers 0.188 -0.0198
(0.342) (0.212)
Total Loans -2.543* -3.314**
(1.342) (2.297)
RWA Growth -0.0164 0.0139
(0.0289) (0.0140)
Share of Customer Loans 0.0114 0.0146
(0.0184) (0.0157)
NPL-RATIO 0.0576* 0.054 1 ***
(0.0325) (0.0194)
Reserves Ratio -0.848** -1.912%**
(0.334) (0.489)
Hidden Liabilities -0.462 1.249**
(0.695) (0.487)
Reserve Reduction 0.431 0.341
(0.638) (0.531)
Equity Ratio -0.174 -0.0690
(0.192) (0.118)
HHI -0.0319 0.0271*
(0.0335) (0.0155)
ROE -0.00712 -0.00518
(0.00870) (0.00448)
Share of Customers in Distress -46.29** 1.754
(20.97) (3.997)
Share of Single Relationship Customers -1.283 13.39
(2.341) (2.927)
Share of Regional Customers -0.0437 5.972**
(2.313) (2.418)
Share of Main Bank Customers 2.527 0.816
2.777) (1.778)
Constant term -15.03** -17.24%**
(7.620) (6.641)

The table shows the logit regression used to catiedhe propensity score for the matching. Standanats in
parentheses, *** p<0.01, ** p<0.05, * p<0.1. Variab are explained in Table 1.



Table3:

Number of treated banks and control banks

Treatment Year Treated Banks Control Banks Total
2003 5 10 15
2004 3 7 10
2005 4 11 15
2006 1 2 3
2007 3 7 10
2008 4 8 12
2009 2 6
2010 1 2
Total 23 53 76

For each treated bank up to 3 control banks aextssl. Each bank is observed for a
total of 6 years around the treatment year. THesuhple period goes from 2000 to

2012.



Figurel

Median Bank-Characteristics of Treated Banks (solid) and Control Banks
(dashed) Before and After Treatment

The timeline refers to years before and after matchMatches are obtained using nearest-neighbtchimg on
bank covariates in period t-1. The set of contaniks may be constituted by the three nearest neighdf bank
k.



Table4:

Firm-Observations by Year of Observation (left) and Year of Treatment (top)

Treatment Year

OJSZ?:/;’;W 2003 2004 2005 2006 2007 2008 2009 2010  Total
2000 10,144 10,144
2001 10,368 5,450 15,818
2002 10,514 5330 5,166 21,010
2003 10972 5314 5497 2,748 24,531
2004 11,631 5491 5604 2,808 1,652 27,186
2005 11,735 5453 5258 2,737 1,707 2,850 29,740
2006 5348 5344 3035 1,833 3,066 12,114 30,740
2007 5360 3,031 1941 3,373 12,260 1,290 27,264
2008 3,045 2,145 3739 12,487 1,604| 23,020
2009 2,281 4,105 1253 1,895 | 20,817
2010 4,426 12,534 2147 | 19,107
2011 12,528 2,446 | 14,974
2012 2,844 | 2,844
Total 65,364 32,386 32,229 17,404 11,559 21,559 4584, 12,235 267,195

Firms may occur multiple times because two tredtedks may have the same control bank. The dataset i

uniquely defined on the firm-bank-neighbor-yeareev



Tableb:
Comparison of Firms of Treated and Control banks

Number of Observations Mean (year before treatment
. Mean
Variable Difference
Treated Control Treated Control
Number of
Bank 7538 36219 1.35 1.28 0.0659***
Relationships
Main Bank
Switch (Y/N) 7538 36219 0.01 0.01 0.0014
Main Bank
Drop (Y/N) 7538 36219 0.01 0.01 0.0012
Payment Status 7538 36219 26.36 26.81 -0.4455%**
PD 7538 36219 0.1 0.11 -0.0094***
Number of 5299 25519 7.94 6.93 1.0084**
Employees
Sales (in 1,000) 5366 25809 2648.55 2172.76 511%79*
Entrepreneur
(Y/N) 7538 36219 0.84 0.85 -0.0071
Number of 7538 36219 1.08 1.08 0.0058
Managers
Financier (Y/N) 7538 36219 0.19 0.19 -0.0004
Max. Recomm. 6610 31216 15.24 11.79 3.4475%
Loan (in 1,000) ' ' '
Distance Firm 7369 35259 8.7 9.9 -1.198%*
Bank (in km)
Age 7538 36219 20.71 24.26 -3.5446***
Single
Relationship 7538 36219 0.72 0.78 -0.0544***
(Y/N)

Significance levels*** p<0.01, ** p<0.05, * p<0.1



Table6:
Impact of Bank Distresson Firm Distress

Specification Al A2 A3 A4 A5 A6
Estimator GLM logit link  GLM logit link OLS FE OLS FE FE Probit OLS FE
Dependent Variable PD PD MAXLOAN LOG DEFAULT LN SALES
MAXLOAN
Sample all no defaultees all all all all
Time All Years All Years All Years All Years All Years All Years
Treatment Effect 0.120*** 0.0694*** -905.0** -0.0794*** 0.0675** -0.0368*
Observations 267,195 228,708 214,833 214,833 197,692 187,280
Number of groups 54,407 53,332 51,443 51,443 - 43,450

Conditional Difference-in-Difference-Estimates twe fFirm-Bank-Neighbor-Year-Level. (Robust) standamrs in parentheses
Specifications Al and A2 show GLM-estimates on §irindividual PD, specification A3 and A4 introduce the new vargabl
MAXLOANIn two FE-OLS estimations. Specification A5 shdvsProbit results on actual default of firms. Sfieation A6

show the impact on firm sales. All specificatiomsept specification A5 use robust standard errdtg<0.01, ** p<0.05, *
p<0.1



Figure 2
Average Adjusted Outcome Values from Regression Specifications
A1l (top) and A3 (bottom).
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The counterfactual situation is calculated by apglythe trends from control observations to treated
observations after the time of the treatment.



Table7:

Impact of Bank Distress on Firm Distress: Crisisversusnormal times.

Panel a
Speciﬁcation Bla B2a B3a B4a B5a
Estimator GLM logit link  GLM logit link OLS FE OLSE FE Probit
Dep. Variable PD PD MAXLOAN Log MAXLOAN DEFAULT
Sample all no defaulters all all all
Time Crisis Crisis Crisis Crisis Crisis
Treatment Effect 0.231*** 0.132*** -1,323 -0.102%** 0.141**
(0.0652) (0.0309) (908.1) (0.0206) (0.0457)
Observations 108,253 96,770 92,702 92,702 80,039
Number of groups 23,106 22,812 22,605 22,605 16,604
Panel b
Specification Blb B2b B3b B4b B5b
Estimator GLM logit link  GLM logit link OLS FE OL$E FE Probit
Dep. Variable PD PD MAXLOAN Log MAXLOAN DEFAULT
Sample all no defaulters all all all
Time No Crisis No Crisis No Crisis No Crisis No Crisis
Treatment Effect 0.0528 0.00916 -360.6 -0.0459 0.0199
(0.0424) (0.0283) (337.0) (0.0317) (0.0327)
Observations 158,942 131,938 122,131 122,131 117,653
31,301 30,520 28,838 28,838 24,407

Number of groups
Conditional Difference-in-Difference-Estimates e ffirm-bank-neighbor-year-level depending on tbaryof
treatment (within crisis or not). Specificationg éine same as in Table 6. (Robust) standard ermrparentheses,

*k n<0.01, ** p<0.05, * p<0.1



Table 8: Impact of Bank Distress on Firm Sales. Relationship versus Transaction Banks

Specification E7 E8
Estimator OLS FE OLS FE
Dependent Variable LN SALES LN SALES
Sample Restriction Firms All All
Relationship-
Sample Restriction Banks Oriented Banks Transaction Banks
Time All Years All Years
Treatment Effect 0.157** -0.0335
Observations 28,719 155,872
Number of Groups 6,668 37,462
R-squared 0.637 0.624

Conditional Difference-in-Difference-Estimates & tfirm-bank-neighbor-year-level depending on thsibess
model of the main bank (relationship bank versasdaction bank). (Robust) standard errors in pheses, ***
p<0.01, ** p<0.05, * p<0.1



Figure3

Results of Quantile Regressions (usitig as a dependent variable and distinguishing upon

relationship and transaction banks).

We apply a method for fixed-effects in quantileressgions introduced in Canay (2011).
Standard errors are bootstrapped with 250 reptioatiPlots a) and b) are p.p. effects and
show 5%-confidence intervals. Plot ¢) shows the gffiect in relation to the respective
constant in quantile g, i.e. the percentage efiéfttite boxes/prisms show insignificant areas
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Figure4
QR-plots usind®D as a dependent variable and distinguishing reiskiip banks running into
distress within and outside the crisis years. Pla)sand 4b) are p.p. effects and show 5%-
confidence intervals. Plot 4c) shows the p.p. ¢fiecelation to the respective constant in
guantile g, i.e. the percentage effect. White bfpresns in 4c) show insignificant areas at the
5% level.
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Table9:
Robustness Check for the application of different estimatorson the variable PD.

Number of Number of  Treatment
Specification | Estimator Observations Groups Effect

C1 OLS 228,708 0.000548**
C2 OLS robust 228,708 0.000548**
C3 Genuine FE 228,708 56,157 0.000695***
C4 Genuine RE 228,708 56,157 0.000690***
C5 Group FE 228,708 50,349 0.00198***
C6 Group RE 228,708 50,349 0.00101***
C7 Tobit robust 228,708 50,349 0.000914***
C8 GEE robust 228,708 50,349 0.00110***

C1 and C2 show basic OLS estimations, C3 and C4dtimates on the firm-level, C5 and C6 FE and RE
estimates on the group-level, C7 is a random eff€obit estimation with O lower and 1 upper bouirihally,
C8 is the GEE estimator applied in our main rego@ss however, this time with an identity-link, .iiegives the
p.p. effect for reasons of comparison to the othedels. All models are estimated without firms wdefault

within the sample duration.



Table 10:
Robustness Check for theinclusion of bank and firm covariates.
All models are estimated without firms who defauilhin the sample duration. Baseline specificat®apecification A2 fronTable 6using all non-defaulting
firms and a logit link function

Control Variables

RWA Growth, Share of Distressed/

Reserves, Hidden Single Relationship/
Speci- Firm  Firm Banktype NPL Liabilities, EQ Ratio,  Within 50km/ Main Total Number of Total  Treatment
fication Observations | Sales Employees Dummies Ratio HHI Secl4, ROE Bank Customers Assets Customers Loans Effect (%)
D1 228,708 0.0694***
D2 168,728 X 0.0554***
D3 145,734 X X 0.0500**
D4 145,629 X X X 0.0682***
D5 143,130 X X X X X 0.0556**
D6 143,130 X X X X X X X 0.0683**
D7 143,130 X X X X X X X 0.0630**
D8 143,130 X X X X X X X 0.0670**
D9 143,130 X X X X X X X X 0.0731*
D10 143,130 X X X X X X X X 0.0532**




Table 9: Robustness Checks: Various samplerestrictions

Specification F1 F2 F3 F4 F5 F6 F7 F8 F10 F11
Estimator GLM logit link
Dependent Variable PD
Sample Restriction No firmsin  Two Year No No Private  No Public  No Coop. Only Public Only Firms Only Firms Only Firms Only Firms
east Window Regions Banks Banks Banks Banks not older not older  older than
Germany with 2 than 5 than 20 50
subse-
guent
years of
neg. GDP
growth
Time All Years
Treatment Effect 0.0909** 0.103** 0.130*** 0.0890** 0.0975** 0.186*** 0.146** -0.00441 0.0925** 0.0388
Observations 213,953 178,205 181,446 231,393 144,986 158,011 122,209 40,627 184,716 16,972
Number of groups 41,004 36,408 45,900 42,342 36,229 30,243 18,178 11,695 40,334 7,839




TableA 1:

Industry Definition and Distribution according to NACE Classification

Industry sector classification

No. Industry Sector Groups Observations | Percent (NACE rev. 2)
Cutting-edae technolo 20.2, 21, 24.46, 25.4, 26.11, 26.2,
1 manu%du?ing oy 1,091 0.41 26.3, 26.4, 26.51, 26.6, 26.7,
30.3,30.4
20.13, 20.14, 20.16, 20.42, 20.51,
20.53, 20.59, 22.11, 23.19, 23.44,
26.12, 27.11, 27.12, 27.2, 27.31,
2 High-technology manufacturing 3,799 1.42 23712322712 227323228124228129
28.3, 28.41, 28.49, 28.92, 28.93,
28.94, 28.99, 29.1, 29.31, 29.32,
30.2, 33.2
3 Non-high-tech manufacturing 21,364 8.00 10-33 (excl. sectors 1 and 2)
4 Technology-intensive services 11,376 4.26 61.1-613, 65’2613'1’ .1,71.2,
5 Non-technical consulting services 9,636 3.61 69, 70.2,72.2, 73
. . . 61-63, 69-72, 77.1, 77.3, 77.4,
6 Other business-oriented services 14,609 5.47 78, 80, 81 (ex 70.1, 74.2)
_ _ 55-56, 58-60, 68, 74.2, 75, 77.2,
7 Consumer-oriented services 56,498 21.14 | 79, 85.5-85.6, 86-88, 90-93, 95-
ofF
8 Energy/Mining/Disposal 2,362 0.88 5-9, 35-39
9 Construction 46,787 17.51 41-43
10 |Trade 72,674 27.2 49-52
11/12 | Traffic/Mailing 11,16¢ 4.1¢ 49-53
13 Bank_s/ Insurances/ Financial Excluded from Firm 64 (excl. .64.2), 65, 66,67
Services Sample
14 | Holdings 6,801 2.5k 70.1, 64.2
0 Other (e.g. Forestry/ Agriculture) 8,35¢ 3.1% <10
Total 267,195 100

Source: Own classification, NIW/ISI/ZEW Listen 20(@ehrke et al., 2013)



6.1.2 Legal Forms

TableA 2
Legal Formsin the Main Regression Sample

No. Industry Sector Groups Observations Per cent
1 Liberal Profession 10,116 3.79
2 Commercial Operation ("Gewerbebetrieb") 139,848 52.34
3 BGB-Company ("BGB Gesellschaft") 10,188 3.81
4 Partnership ("Arbeitsgemeinschaft") 19 0.01
5 One-Man Business ("Einzelfirma) 11,148 4.17
6 General Partnership ("OHG") 523 0.2
7 Limited Partnership ("KG") 842 0.32
8 :{i)r;rizﬁgr??grrlneg;hg e/:v(i)t.hKaelli‘r)nited liability compgas general 5,926 299
9 Limited Liability Company ("GmbH") 85,289 31.92
10 Corporation ("AG") 40 0.01

Registered Co-Operative ("eG") 1,520 0.57
11 Registered Association ("eV") 1,736 0.65

Total 267,195 100




