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1 Introduction

Suppose the econometrician believes her data to be correlated but lacks information
regarding its dependence structure. For example, suppose she has data on individuals
sampled from a geographic region with only a small number of zip codes, but all she
observes about locations are individuals’ zip codes. If she believes her data to be
spatially dependent, it is difficult to account for this, since locations are imperfectly
observed. For instance, it is impossible to compute a spatial HAC variance estimator,
since distances between pairs of observations are unknown. Another example is clus-
tered data with imperfectly observed cluster memberships, for instance if there are
multiple potential levels at which one can cluster, but the right level of clustering is
unknown. Alternatively, it is possible that the econometrician has the option of com-
puting a variety of variance estimators that control for different types of dependence,
but it is unclear which form of dependence is of first-order importance. Should she
cluster geographically? At which level? Should she use a spatial HAC estimator to
control for a more heterogeneous form of spatial dependence? Or is the dependence
structure more complicated, for example network dependence?

This paper studies inference procedures robust to general forms of weak depen-
dence. These procedures are constructed using “randomized subsampling,” a resam-
pling procedure first proposed in an insightful paper by Song (2016), the implemen-
tation of which is independent of the correlation structure of the data. We prove that
randomized subsampling procedures are asymptotically valid under weak conditions
on the correlation structure that are satisfied by most forms of weakly dependent data.
In this sense, randomized subsampling is robust to general forms of weak dependence.

To be more concrete, consider inference on the population mean. The randomized
subsampling procedure consists computing a resampled test statistic that averages
over random subsamples of the original data. We show that this statistic is asymp-
totically normal under the weak requirement that the sample mean is y/n-consistent.
One can then easily construct confidence intervals using normal quantiles. Song
(2016) proves that the randomized subsampling statistic has a normal limit under a
weak-dependence condition he refers to as local dependence. He verifies this condi-
tion holds under M-dependence or strong mixing, under certain restrictions on the
mixing coefficients. It is less clear how to verify this condition for other forms of de-
pendence such as near-epoch dependence or forms of network dependence that occur
in strategic models of network formation. In contrast, y/n-consistency condition is a
very minimal requirement that follows directly from most conventional forms of weak
dependence, which makes randomized subsampling applicable to a wider variety of
contexts. Also, Song (2016) focuses on equality tests, while we also develop a method
for testing moment inequalities.

We consider four applications. The first is inference under cluster dependence
when the level of clustering is unknown and the number of clusters is potentially
small, which are well-known problems with implementing existing clustered standard
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errors (see e.g. Cameron and Miller, 2015, §IV-VI). The second is inference on network
statistics, such as the average clustering coefficient or degree distribution. The mo-
tivation is that there are many possible models of network formation, and the same
network statistics under different models may have different asymptotic variances.
However, for many such models, these statistics are y/n-consistent, so randomized
subsampling can be used for inference robust to the underlying network formation
model. The third application is treatment effects with network spillovers when the
network is imperfectly observed. The fourth application is testing for a power law dis-
tribution, a problem that has received a great deal of attention in economics, network
science, biology, and physics (Barabasi and Albert, 1999; Gabaix, 2009; Newman,
2005). Widely used methods in practice assume that the underlying data is i.i.d.
(Clauset et al., 2009; Klaus et al., 2011), which is generally implausible in economic
applications involving spatial or financial data and network applications.

Many resampling methods are available for inference on spatial, temporal, and
clustered data when the dependence structure is known (see e.g. Cameron et al., 2008;
Lahiri, 2013; Politis et al., 1999). Knowledge of the dependence structure is commonly
exploited by resampling blocks of neighboring observations, but this requires data on
which observations are neighbors, which is unavailable if, for example, locations are
imperfectly observed. It is also an open question how to devise valid resampling
procedures for dependent data that lack a temporal or spatial structure, such as
network data.

Conventional resampling procedures are used to construct critical values for a test
statistic computed on the original dataset. For the critical values to be asymptoti-
cally valid, resampling has to be implemented in a way that mimics the dependence
structure of the data, which requires information about the dependence structure.
In contrast, with randomized subsampling, one computes a resampled test statistic
and critical values for this new statistic based on its limiting distribution. Thus, the
objective is not to mimic the actual dependence structure, which is intuitively why
randomized subsampling is dependence-robust.

Asymptotic normality of randomized subsampling statistics follows from the fact
that we draw random subsamples in an i.i.d. fashion, so that conditional on the data,
the statistic has a normal limit when centered at the conditional mean. Under ap-
propriate conditions on the number of subsamples and subsample size, the difference
between the conditional mean and target unconditional mean is negligible in large
samples, which establishes asymptotical validity of the procedure.

Of course, the broad applicability of the randomized subsampling procedure comes
at some cost. First, implementation requires choosing two tuning parameters, the sub-
sample size and the number of random subsamples to average over. However, note
that conventional subsampling for dependent data also requires two tuning parame-
ters: the subsample size and the block size. Most inference methods for dependent
data depend on some tuning parameters, including the bootstrap and autocovariance-
consistent variance estimators, and it is generally a difficult problem to devise data-
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dependent choices of these parameters. In this paper, we provide simple rules of
thumb for tuning parameter choice that work well across a variety of data-generating
processes in our simulation study.

A second problem with randomized subsampling is that, in settings where ex-
isting inference procedures exist, randomized subsampling will typically yield wider
confidence intervals and tests with lower power, a problem shared with conventional
subsampling. This is the price to be paid for having a widely applicable procedure.
Our objective is not to propose a procedure that is competitive with existing proce-
dures but rather to provide a broadly applicable and robust inference procedure that
is advantageous when little is known about the dependence structure and useful for
complex forms of dependency for which no procedure is presently available.

The outline of the paper is as follows. The next section introduces the randomized
subsampling statistic and shows how to construct Cls for a population mean. We then
discuss the four applications and related literature. We prove the asymptotic validity
of the inference procedures for the population mean problem in §3 and provide a test
for moment inequality models in §4. We discuss results from an empirical application
to testing for power law degree distributions in §5. Then §6 presents simulation results
for four different data-generating processes, which motivate our recommendations for
tuning parameter choice. Finally, §7 concludes.

2 Overview and Applications

Let X = {X;}7, < R™, a set of identically distributed random vectors with possibly
dependent row elements. Denote the mean of X by X. Our main assumption requires
X to be weakly dependent in the sense that X is y/n-consistent for a parameter yg €
R™. For now, consider the case ug = E[X;]; we will discuss other examples below. In
this section, we consider the problems of testing that g equals a hypothesized value
and constructing a confidence region for p. We consider testing moment inequalities
in §4.

Let b, be a natural number less than n, denoting the subsample size, and R, a
natural number denoting the number of subsamples Let II be the set of all bijections
(permutation functions) on {1,...,n}. Draw {r,}?, ii.d. and uniformly from II, and
let # = (my,...,7R,). Define the sample variance matrix ¥ = 3" (X; — X)(X -
X)'/n. Note that 3 is generally not consistent for nVar(X) because we allow for
dependent data.

We define two statistics, following Song (2016). The first is the randomized sub-
sampling mean-type statistic, given by

Ry, bn

Tl m) = e 3 S (X ).

r=1i=1

This is computed by drawing R,, subsamples of size b, and averaging. The second is

4
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a variant of Song’s randomized subsampling U-type statistic,! given by

Rn bn n

S (pio; ) \/ﬁb 200 2 K — p0) S (Xa) — Ho).

r=1i=1j=1,5%#1

Inference. In the next section, we show that if X is \/n-consistent for s, then
(under regularity conditions)

T (j1o; @) = N(0, Iy if

Sp(pio; ) =2 N(0,1) if

w0 )

where [, is the m x m identity matrix. Then to test the null that py = p against
two-sided alternatives, we can use

HT (s m) To(psm) > ¢ or 1{Su(p;m) > 2}, (2)

where c is the appropriate chi-square quantile (with m degrees of freedom) and z the
appropriate normal quantile. To construct a CI for a component of j for the case
m =1, (1) suggests the following simple CI:

i Mgv

bn $11/2

; =Ry

where z is the appropriate normal quantile. Alternatively, we can use the U-type
statistic to obtain a CI by test inversion:

{po e R™: Sy (po;m) < z} .

Tuning Parameters. Based on our simulation study in §6, in practice we suggest
choosing

(Rp, by) = (n1/4,n1/4) for T, (po; ),
(R, by) = (nz/g,n1/3) for S, (uo;m),

which work well for both tests across a variety of testing problems and data-generating
processes.

In general, we face the following trade-off in tuning parameter choice: larger
values of R, and b, mean higher power and narrower confidence intervals, but this
also inflates a bias term, leading to a poorer limiting approximation. Consider the
case (1o = 0. For the mean-type statistic, the test has power against local alternatives

LOur U-type statistic is scaled differently, and we do not partially bias-correct, since this appears
to worsen coverage in our simulations.
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that vanish no faster than (R,b,)~"/? (call this rate the test’s rate of convergence for
short), but the bias term vanishes at the rate (R,b,/n)"/?. For the U-type statistic,
the test’s rate of convergence is R, Yy Y ? but the bias term is order RY’b, /n.? Thus
for the first choice of tuning parameters above, for the mean-type statistic, the bias
and rate of convergence are both n~4 whereas for the U-type statistic, they are
respectively n=5/® and n*'6. In contrast, for the second choice of tuning parameters
above, the bias and rate of convergence are respectively 1 and n~? for the mean-type
statistic, and for the U-type statistic, both equal n~='/3.

Choice of Statistic. The mean-type statistic leads to confidence intervals that
are easy to compute because they have the simple form of being a mean of randomized
subsamples plus or minus a “standard error,” which does not require test inversion.
Also, the U-type statistic can only be used to test against two-sided alternatives,
whereas the mean-type statistic can be adopted for one-sided alternatives. However,
the U-type statistic has a better rate of convergence under our recommended tuning
parameters and should therefore be preferred.

Asymptotically Linear Estimators. Our setup generalizes beyond the sample-
mean case. Suppose we observe data Z = {Z;}!"_,, and we are interested in a parameter
Bo € RY. Let 6 be an asymptotically linear estimator in the sense that

V(B — o) = %ﬁ;wzi;ﬂm T 0p(1) (3)

for some function v and first-stage estimator 4 that is a function of Z. For example, in
the case of maximum likelihood, 4 is the sample Hessian, and v is the score function
times the Hessian. We can then apply randomized subsampling to the asymptotically
linear form of B to conduct inference on [y by defining

Xi = ¥(Zi; o, ) (4)

As discussed in Remark 2, under regularity conditions, the resulting procedure is
asymptotically valid if B is y/n-consistent for By and ¥ is 4/n-consistent for its popu-
lation analog ~.

In the remainder of this section, we discuss four applications of randomized sub-
sampling.

2.1 Cluster Dependence

Let Y be an n-dimensional outcome vector, W an n x k matrix of covariates, and W;
the 7th row of X. Consider the standard linear model

Y, = VV{@’O + &4,

2For the bias terms, see the proof of Theorem 1 in the appendix. For the rates of convergence,
see Remark 3 in §3.
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where {g;}7_, is identically distributed with mean zero but possibly dependent. We
are interested in the jth component of 3, denoted by ;.

It is a common concern that {(W;,&;)}", are dependent, perhaps because the
data is clustered (Bertrand et al., 2004), there is spatial dependence (Barrios et al.,
2012; Bester et al., 2011), or ¢; is some function of an underlying social network and
therefore exhibits network autocorrelation (Acemoglu et al., 2015). We may often not
know the precise form of dependence or not have enough data to use conventional
standard error formulas, for example if we do not fully observe the clusters, the spatial
locations of the observations, or the network. Nonetheless, we can still construct a
valid CI for §; using randomized subsampling.

To apply our procedure, we write the estimator in the form of a sample mean. Let
A= (W'W/n) "W’ and Aj; its jith component. Then the least-squares estimator

for 3; can be written as
1 n
— DAY
iz

This fits into our setup, specifically (4), if we define Z; = (V;, X;), 4 = W/W /n, and
V(Zi; Bo,y) = Aj;Y;. That is, we apply randomized subsampling to the summands
X, =AY,

The main assumptions required for these Cls to have correct asymptotic coverage
are y/n-consistency of the least-squares estimator and W'W /n. For cluster depen-
dence, this holds under conventional many-cluster asymptotics, where the number of
observations in each clusters is small, but the number of clusters is large. Importantly,
we need not know the right level of clustering or even observe cluster memberships.
For spatial dependence, this holds under standard mixing or near-epoch dependence
conditions (Jenish and Prucha, 2009, 2012). For forms of dependence captured by
dependency graphs, this holds under restrictions on the degree distribution (Aronow
and Samii, forthcoming; Leung, 2017a).

We can also allow the number of clusters to be small, perhaps even equal to one,
so long as the data is weakly dependent within clusters in the sense of 1/n-consistency
of the estimator. Bakirov and Szé¢kely (2006), Canay et al. (2017), Ibragimov and
Miiller (2010), and Ibragimov and Miiller (2016) propose novel inference procedures
for cluster dependence when the number of clusters is small, also assuming weak
dependence within clusters. An advantage of randomized subsampling is that we can
allow for only a single cluster and do not require knowledge of cluster memberships.

2.2 Network Statistics

Much of the literature in network science is motivated by a handful of stylized facts
about real world social networks (Barabasi, 2015; Jackson, 2008). These facts are
obtained by computing various network statistics from networks across a wide variety
of social and economic domains. However, we have no measure of sampling varia-
tion for these point estimates. In part, this is due to the wide variety of network

7
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formation models, many of which induce different dependence structures among the
set of potential links. This motivates the use of randomized subsampling, which can
be used to construct Cls for network statistics without taking a stance on the par-
ticular data-generating process. Network statistics are also important for inference
on strategic models of network formation (Sheng, 2016; de Paula et al., forthcoming;
Leung, 2017b). Leung and Moon (2017) develop a central limit theorem applicable
to such models, but the asymptotic variance has a complicated form for which it is
difficult to construct a consistent estimator. For this reason, the authors resort to
randomized subsampling for inference.

We consider two stylized facts that have arguably received the most attention in
the literature: clustering and power law degree distributions.? This subsection focuses
on the former, while the latter is discussed in the more general context of testing for
power law distributions in §2.4. For a set of n nodes, let G be a symmetric, binary
adjacency matrix that represents a network. Define the individual clustering for a
node ¢ under network G as

Zj;éi;k#j;k#i GGGk
?
Z#i;k#a‘;k#i GijGin

with Cl;(G) = 0 if ¢ has at most one link. The numerator counts the number of
pairs (7, k) linked to ¢ that are themselves linked, while the denominator counts the
number of pairs linked to 7. The average clustering coefficient of G is defined as
S0, CL(G)/n.

This statistic is a well-known measure of transitivity or clustering, the tendency for
individuals with partners in common to associate. A well-known stylized fact in the
network literature is that most social networks exhibit nontrivial clustering, where
“nontrivial” is defined relative to the null model in which links are i.i.d. (Jackson,
2008). Under the null model, the average clustering coefficient in expectation equals
the probability of forming a link, which is typically order n~!, since most networks
are sparse. Yet, the average clustering coefficient typically appears to be quite larger
than zero in practice (Barabéasi, 2015, Ch. 3), hence the stylized fact.

In order to assess formally whether average clustering is significantly different from
the probability of link formation, we can use the tests given by (2) with

ClL(G) =

2 n
Xi = Cli(G) = — ;GU.
Then X is the difference between the average clustering coefficient and the empirical
linking probability. To verify the main regularity condition that the sample clustering
coefficient is y/n-consistent, we can apply results in Bickel et al. (2011), Leung and
Moon (2017), and Resnick and Samorodnitsky (2016), which prove CLTs for various
classes of network statistics and network formation models.

3The degree of a node is the total number of links it forms.
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2.3 Treatment Effects with Spillovers

Suppose we observe data from a randomized experiment on a single network, where for
each node 7, we observe an outcome Y;, a binary treatment assignment D;, the number
of treated network neighbors 7T;, and the number of such neighbors 7;. Consider the
following outcome model studied in Leung (2017a):

Yi =T (D%Ea’}/iugi)

(also see Aronow and Samii, forthcoming). This departs from the conventional po-
tential outcomes model by allowing 7(-) to depend on T; and ~;, which violates the
conventional stable unit treatment value assumption. The object of interest is the
following measure of treatment /spillover effects:

E[r(dataf}/?gi(Py))] - E[T(d/at/77a€i(7))] ) (5)

where t,t' < 7, and g;() is the conditional distribution of ¢; given ; = ~. The
latter allows for some dependence between the network and unobserved heterogeneity.
Treatment effects are obtained from differences between d,d and spillover effects
from differences between t,¢'. Leung (2017a) provides conditions on the network and
dependence structure of {¢;}”_; under which the sample analog of (5) is y/n-consistent.
In particular, we can allow ¢; and €; to be correlated if the network distance between
7 and j is at most M.

Suppose the econometrician obtains data {W;}r, for W; = (Y;, D;,T;,v:) by
snowball-sampling 1-neighborhoods. That is, she first obtains a random sample of
units, from which she gathers (Y;, D;), and then she obtains the network neighbors
of those units and their treatment assignment, from which she gathers (7},;). This
is a very common method of network sampling. However, standard error formulas
provided by Aronow and Samii (forthcoming) and Leung (2017a) rely on knowing
for each unit which alters are of path distance at most M, due to the dependence
structure on the unobservables. For this, we would have to instead snowball-sample
M-neighborhoods, which requires knowledge of M and can be costly in practice.

An alternative is to use randomized subsampling. Let 1;(d,t,v) = 1{D; = d,T; =
t,vi = v}. The frequency estimator for the average treatment /spillover effect is given

by
Z?:l le]-l(d> ta 7) . Z?:l Y;ll(d/? tla ’7)
S Li(d, t, ) S Lidt,y)

This fits into our setup, specifically (4), if we define Z; = W},

( 21 (d,t,), i 1,(d, ¢ 7>

3IH

e Yi1i(d,t,7) Yil,(d, ')
~ ilg 77’7 141 ) 77

W(Zi; Bo, ) = - - - .

(i 0. ) LY L(dty) A3 L(d )

9
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Thus, we can construct confidence intervals for (5) using randomized subsampling
with X; given by (4).

2.4 Testing for Power Laws

Testing for whether the data follows a power law distribution is of wide empirical
interest in economics, finance, network science, neuroscience, biology, and physics
(Barabasi, 2015; Gabaix, 2009; Klaus et al., 2011; Newman, 2005). Existing methods
rely on the assumption of i.i.d. data, which is unrealistic for spatial and financial data.
It is also unrealistic in network applications, which study the degree distribution, since
even if links are formed i.i.d., the degrees of different nodes are dependent.

By “power law” we mean that the probability density or mass function of the data
f(z) is proportional to = for some positive exponent ar. Many methods are available
for estimating «, for example maximum likelihood.” When the data is dependent,
this becomes a pseudo-maximum likelihood, but the estimator is still consistent under
weak dependence.

With an estimate of the power law exponent in hand, it is of interest to test how
well the data accords with or deviates from a power law. Standard methods assume
that the underlying data is independent, which motivates the use of randomized
subsampling. The hypothesis we test is motivated by Klaus et al. (2011): the power
law fits no better than some chosen null distribution, for example exponential or
log-normal.” We operationalize this by testing the null that the log-likelihood ratio
is less than or equal to zero, where the numerator of the likelihood is the power
law distribution with exponent estimated using pseudo-maximum likelihood and the
denominator is the estimated null distribution. This is a non-nested model selection
test. Under general misspecification, the log-likelihood ratio is zero if both models
are misspecified and poor fits and less than (greater than) zero if the null distribution
fits better (worse) (Pesaran, 1987; Vuong, 1989). The reason we test the inequality
< 0, rather than the equality = 0 as in Klaus et al. (2011), is that this literature is
solely interested in making a decision about the power law hypothesis.®

Formally, for identically distributed data {Z;},, let £pr(Z;, @) be the likelihood
of observation ¢ under a power law and ¢y(Z;, ) the likelihood under the null distri-

4Regression estimators are also popular. See e.g. Ibragimov et al. (2015); Nicolau and Rodrigues
(2015).

°It is common in practice to test for a power law using a Kolmogorov-Smirnov test (Clauset et
al., 2009). However, as pointed out by Klaus et al. (2011), nonrejection does not constitute evidence
for a power law, and with large enough samples, the test will eventually reject, since no distribution
perfectly follows a power law in practice.

6Tt is certainly possible to use, for example, a randomized subsampling version of the Vuong test
(Vuong, 1989) to test the equality, that the log-likelihood ratio is equal to zero against one-sided
alternatives. However, this requires using the mean-type statistic, which has worse power compared
to the moment inequalities test.

10
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bution, which we assume to be parameterized by 6. Then the null is
Ho ' E [IOgEPL(Zi, Oz) — logEO(Zz,Q)] < 0.

This fits into our setup (4) by defining 4 = (&, é), the pseudo-maximum likelihood
estimates of (a, 6), and

¢(Zz'§ 50,’7) = IOggPL(Ziad) - 108;50(21',(9)-

A key difference, however, is that this is a test of the moment inequality py =
E[¢(Z;; Bo,v)] < 0. Because the methods in §2 only apply to tests of moment equal-
ities, in §4, we develop a randomized subsampling procedure applicable to testing
moment inequalities.

3 Large-Sample Theory

Consider a generalization of the setup in the previous section where X is a triangular
array. Hence, X; and ¢ may implicitly depend on n, but we suppress this in the nota-
tion. This is important to accommodate the previous network applications. The next
theorem provides conditions for asymptotic validity of the randomized subsampling
procedures previously introduced.

Theorem 1. Suppose R, — 0 and b;' = O(1) as n — o, and the following condi-
tions hold.

(a) 21 (Xi = po)/v/n = Oy(1).
(b) ¥ =1lim, o >0 E[(X;—p0)(Xi—po)']/m is finite and positive definite, and there

N

exists an estimator X consistent for 3.
(¢) 7 i 1XlPP = Op(1).
If R,b,/n = o(1), then
To(pio;7) = N(0,I,)  and T,(X;7) -5 N(0, I,,).
If @ — 0, then
Sp(po; ™) 5 N(0,1)  and S, (X;7) -2 N(0, 1).

Remark 1. Assumption (b) requires an asymptotically nondegenerate sample vari-
ance. Note that if a CLT exists, unless the data is independent, S will typically not
be consistent for the asymptotic variance of X. Song (2016) assumes locally depen-
dent data and that 8th moments exist. Assumptions (a) and (c) substantially weaken
these requirements, the latter of which is important for the power law application.

11
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Remark 2. Assumption (a) allows X; to depend on a “first-stage” estimator, which is
important for many of the applications in §2.4 and asymptotically linear estimators.
Suppose we have data Z = {Z;}",, and 6 is an estimator of a vector 6, € © that
is a function of Z. Define X; = h(Z;,0) and po = E[h(Z;,0,)]. The following are
primitive conditions for the assumptions in Theorem 1:

(i) 2y (A(Zi,60) — po)/v/n and v/n(6 — fo) are Oy(1).

(ii) Suppose S = lim, o > i E[(h(Z;, 00) — 1) (h(Z;, 00) — p)']/m is finite and posi-
tive definite. There exists an estimator S consistent for S.

(iil) D3, [17(Zi, 00)I1P/n = Op(1).
(iV) SUDgeo } Z?:l v9h(Xi7 0) - E [Z?:l veh(Xlﬁ 0)] ‘/TL = Op<1)'

Note that for asymptotically linear estimators of the form (3), h(-) = ¥(-, By, ), and
0 = 4. Hence, the second requirement of (i) is y/n-consistency of 4, and the first
requirement is

1 n
= Z’Lv 3 = O 1 )
\/ﬁ i§_1¢( 50 '7) p( )
which follows from standard weak-dependence conditions.

Remark 3. As with all other subsampling procedures, the generality of randomized
subsampling comes at the cost of having power against fewer sequences of alternatives.
If the econometrician could consistently estimate the asymptotic variance of X, then
the usual trinity of tests would have power against local alternatives y,, = po + h/y/n.
In contrast, it is easy to see that the test in (2) using the mean-type statistic only
has nontrivial asymptotic power against alternatives u, = h/q,, where a,, — oo but
an(Rpbn) ™2 — c € [0,00). For the test using the U-type statistic, we have instead
anR;1/4b;1/2 — c € [0,00) (Song, 2016, Theorem 3.3). We interpret the lower power
of randomized subsampling tests as the cost of having a dependence-robust procedure.

Remark 4. It should be straightforward to modify the rate conditions on R,,b,
to allow for estimators that converge at rates slower than y/n, for example kernel
estimators. We do not pursue these extensions here because, in light of the previous
remark, the power properties of the resulting tests will be rather poor.

Remark 5. The theorems prove convergence of T,,(X; 7) and S, (X; 7). These results
can be used to construct a permutation critical values, which may have better finite-
sample properties than the asymptotic critical values suggested in §2. Let L be a
natural number. For each [ =1,... L, let 7; = (71, ..., Tri), where the components
of 7 are drawn independently and uniformly from II. Following §3.2 of Song (2016),

12
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the permutation critical value for the test in (2) using the mean-type statistic is

1 . i
cn(a, ) = inf {c’ >0: Z; 1 {Tn(X,frl)’Tn(X;frl) > c’} < a} .

For the U-type statistic we replace T, (X, 7;)'T,(X; ;) with S, (X, 7).

We give a quick sketch of the proof of Theorem 1 for mean-type statistics. Define

. 1 &
Xr, = STV ( Xy — o) - (6)

Consider the decomposition

Ry,
T 1105 ) > (Xr, — Bl | X]) +
r=1

1
_Rn_

" "

(] [11]

It is not too hard to calculate that

Ribpe 1 1 <
1] =4/ — =% /\/_EZ(Xi_NO)a

=1

which is immediately o,(1) by the assumptions of the theorem. Since the random

permutations are i.i.d. conditional on X, we can then show that [I] N N(0,1,,)
using a martingale difference CLT. The proof for S, (juo; 7) follows a similar logic.

4 Testing Moment Inequalities

The results in the previous section are relevant testing the hypothesis that o = p.
In this section, we instead consider the null hypothesis

HO ) < 0, (7)

where “<” denotes a component-wise inequality. Let T,x(ux; ) be the mean-type
statistic applied to data {X}" ,, where X is the kth component of X;. We focus
on the test statistic

Qn(m) = max T, (0;7)

1<ksm

studied in, e.g., Romano et al. (2014). From the proof of the theorem below, it
is evident that we could also use test statistics other than the max statistic above
satisfying the regularity conditons of Andrews and Soares (2010).

13
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Let S\k = \/R b Zkk Xk, where X, is the kth component of X and Zkk, is the
kkth element of 3. Then

Qu(m) = max {Tpe(Xp; ) + Ai}- (8)

1<ks<m

We construct a critical value for Q, () by replacing A, with min{\;,0} (which is
asymptotically equivalent only under the null) and resampling = L times and taking
the appropriate quantile of the resulting permutation distribution of statistics, as in
Remark 5. Formally, the critical value is

1< .
C1—q = inf {c/ >0: EZI { max T (Xp; m) + min{Ag, 0} > c’} < a} )

1<k<m
=1

Our proposed test is to reject if and only if ¢, = 1 for

On = 1{Qn(ﬂ) > Cl—a}‘

Based on our simulations, we suggest choosing

(Rna bn) _ (n0.4, n0.4).

Remark 6. For the case m = 1, dropping the subscript k, we have that Q,,(7)—A\ AL
N(0,1) directly from Theorem 3. We can therefore use the computationally simpler
test ¢, = 1{Q,(m) — min{\, 0} > q1_o}, where qi_q is the (1 — a)-quantile of the
standard normal distribution.

We next show that the test uniformly controls size. Let Apin(A) denote the small-
est eigenvalue of a matrix A, and Xp = lim,, o Y | Ep[(X; — o) (X; — p10)']/n, where
Ep[-] denotes the expectation under the data-generating process (DGP) P

Theorem 2. Let Py be the set of all DGPs any sequence of DGPs {P,}nen in Py, we
have

(a) 25_1(Xi = po)/v/n = Op,(1).

(b) There exists an estimator S consistent for $p, . Additionally, limsup, ., |[|Sp, || <
oo and liminf, o Apin(Zp,) > 0.

(¢) limsup, ., 2 3 || X[ < o0,

If R, — o, b,' = O(1), and R,b,/n = o(1) as n — 0, then SUP pep, E[¢,] — a.

The theorem follows fairly directly from the next proposition, which also provides
results on the power of the test.

14
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Proposition 1. Suppose assumptions (a)-(c) of Theorem 1 hold, and the rate condi-
tions on R, b, in Theorem 2 hold. Fork =1,...,m, let 6} = lim,_,o \/RnbnE;km/Lok,
where g s the kth component of .

(a) If maxy 6f = —oo, then E[¢,] — «.
(b) If maxy 0} is constant and weakly negative, then E|¢,] — .
(¢) If maxy 0} = oo for all k, then E[¢,] — 1.

(d) If maxy 6; is constant and strictly positive, then E[¢,] — € (0,1).

Note that Theorem 1 allows X to be a triangular array, which we also allow here.
Parts (a) and (b) show that the test controls size and is asymptotically exact. Parts
(c) and (d) describe the test’s power, (d) showing that the test has power against local
alternatives that vanish no faster than rate (R,b,) "/2. Since we need R,b,/n — 0,
this implies that it does not have power against y/n local alternatives, which is the
same as conventional subsampling.

We sketch the proof of the proposition for the simple case where m = 1. Dropping
the dependence on k, we have

Qn(m) = To(X;7) + V/Rubn 2 7YV2(X = p19) + A/ Rubn 272 . (9)

The first term on the right-hand side is asymptotically distributed A/ (0,1) by the
proof of Theorem 3. The second term is 0,(1) by the assumptions of the proposition.
Hence, for 6* = lim,_,o, v/ Rpbn X219, Qn(7) is approximately distributed

T(X;m) + 6% ~ N(0,1) + 6*.
Critical values are instead constructed using the distribution of
To(X; ) + min{ RobnS Y2(X — 1) + A/ Robn S Y2410, 0} , (10)

which has asymptotic distribution (0, 1) + min{6*, 0}. This is the same asymptotic
distribution as that of (9) only under the null. Moreover, these arguments hold under
any sequence of DGPs {P, },en in Py.

Remark 7. Suppose m = 1, and consider the “conventional” moment-inequalities

setting in which X is ii.d. and the test statistic is 37, $Y2X;/y/n. The problem
with constructing critical values for this statistic is that while

1 &
\/_ﬁ Z 2_1/2(Xi - MO) —d) N(07 [m)a
i=1

it is impossible to consistently estimate y/n¥~/219. Much of the moment-inequalities

literature boils down to finding clever ways to bound this nuisance parameter from

15
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above (Canay and Shaikh, forthcoming). In contrast, in our setting the nuisance
parameter is v/R,b,X""2 1, which can be consistently estimated by v/R,b,% /%X,
since R,b,/n — 0.

Remark 8. Consider the case m = 1 and drop the subscript k. The bias-variance
trade-off appears in the moment inequalities context when 0* is a negative constant.
To see this, recall that @Q,,(7) satisfies (9), whereas critical values are constructed using
(10). Hence, if Rnb, = n, then the bias term v/Rnbp S~ V2(X — p1o) - N(0,1), and
clearly the size of the test is incorrect. Thus, validity of the test requires R, b,/n — 0,
and the rate of convergence is (R,b,)"/2, which is the same type of bias-variance
trade-off faced by the mean-type test in the equality-testing case.

5 Empirical Application

Jackson and Rogers (2007) propose a model of network formation that generates a
parametric degree distribution, where a parameter r interpolates between the ex-
ponential and power law distributions. Their model provides microfoundations for
the different distributions. When r — oo, the network is formed primarily through
random meetings, and the distribution is exponential. When r — 0, the network is
formed primarily through “network-based meetings,” as nodes are more likely to meet
friends of nodes that were previously met randomly. High-degree nodes are more
likely to be met through network-degree meetings, which corresponds to a “rich-get-
richer” or “preferential-attachment” mechanism that generates a power law degree
distribution.

Jackson and Rogers (2007) estimate the parameters of the degree distribution
using data on six distinct social networks and informally assess the extent to which
the estimated distributions depart from a power law. In this section, we use the same
datasets to implement the test described in §2.4 and §4. This formally tests the null
that an exponential degree distribution fits the data at least as well as a power law.

The test requires estimates of two parameters of the power law distribution, the
lower support point and the power law exponent. For a fixed value of the lower support
point, we estimate the exponent by (pseudo) maximum likelihood. We estimate the
lower support point by minimizing the Kolmogorov-Smirnov distance between the
empirical distribution and the power law distribution with exponent equal to the
maximum likelihood estimate (see e.g. Clauset et al., 2009, p. 672). Based on our
simulation results, we set the randomized subsampling parameters to be (R,,b,) =
(n04, n04).

Jackson and Rogers (2007) describe the six datasets as follows: “the links among
Web sites at Notre Dame University (labeled ‘WW W’ below), the network of coauthor-
ship relations among economists publishing in journals listed by EconLit in the 1990s
(labeled ‘Coauthor’), a citation network of research articles stemming from Milgram’s
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1960 paper. .. (labeled ‘Citation’), a friendship network among 67 prison inmates in
the 1950s (labeled ‘Prison’), a network of ham radio calls during a one-month pe-
riod (labeled ‘Ham Radio’), and, finally, a network of romantic relationships among
high-school students (labeled ‘Romance’).”

Table 1 displays the results of the tests. Row “Exponent” displays the estimated
power law exponent, while row “xmin” displays the estimated lower support point.
Row “LL” gives the log likelihood ratio. We reject the null for the WWW and citation
networks and do not reject for the others. This is qualitatively consistent with the
findings in Table 1 of Jackson and Rogers (2007). They estimate r to be close to zero
only for the WWW and citation networks (respectively 0.57 and 0.63). The coauthor
and ham radio networks yield respective estimates of 4.7 and 5.0. As the authors
note, this means network-based meetings are eight times more common in the WWW
network compared to the coauthor network, so their degree distributions should be
closer to exponential than power law, which is consistent with our test results. Lastly,
they estimate r to be infinite for the prison and romance networks, indicating that
the distribution is very close to exponential for these networks. This is also consistent
with our results.

Table 1: Power Law Tests.

Coauthor Ham Radio Prison Romance Citation WWW

# Nodes 56639 44 67 572 396 325729
Exponent 4.03 1.46 1.63 1.94 2.12 1.95
xXmin 9 1 1 1 4 2
LL -0.11 -1.69  -5.80 -13.75 0.92 25.44
Reject N N N N Y Y

6 Monte Carlo

This section presents results from four simulation studies exploring the finite-sample
properties of the proposed tests, each corresponding to one of the applications in
§2. For tests of moment equalities, we only present results for the U-type statistic
using test (2) and asymptotic critical values. Our tests of moment inequalities only
involve single inequalities, so we use the asymptotic critical value given in Remark 6.
For both tests, due to space constraints, we only display results for pairs of tuning
parameters that imply the same rate of convergence.

17
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6.1 Cluster Dependence

Let ¢ index cities, f index families, and 7 index individuals. We generate outcomes
according to
Yire = 0o + oy + €ige,

where a; % N(0,1) and &7, ©

family level.

We first test the null that 8, = 6, for values of 8 specified below, against a two-sided
alternative at the 5 percent level. We present results for randomized subsampling and
t-tests using Liang and Zeger (1986) clustered standard errors at each possible level
of clustering. For these equality tests, we set the true 6y = 1.

Table 2 displays simulation results for the size and power of the test, computed
using 5000 simulations. The sample size is denoted by n, the number of individuals;
the number of families is n/2; and the number of cities 20. The tuning parameters
(Ry,by) are given by the floors of (n"',n"?). Rows “RS (6 = «)” display results for
the randomized subsampling test for # = a. Rows “cluster «” display results for the
t-test, where @ = ¢ means clustering at the city level, & = f the family level, and
a =1 the individual level.

The results show that the t-test overrejects when clustering at too coarse a level
and the number of clusters is small (clustering at the city level). It also overrejects
when clustering at too fine a level (clustering at the individual level), intuitively
because this assumes more independence in the data than is warranted. Random-
ized subsampling controls size well when (R,,b,) = (n??,n'?). When b, is chosen
larger ((k1,k2) = (1/3,1/2)), the test tends to overreject, and when chosen smaller
((k1,k2) = (1,1/6)), the test is underpowered. Note that the latter two choices of
tuning parameters have the same rate of convergence as (n?3,n'/?).

(0,1). Thus, the true level of clustering is at the

Table 2: Equality Test

n 400 4000

(o e2) @/3.1/3) (L1/6) (1/3,1/2) | 2/3,1/3) (1,1/6) (1/3,1/2)
RS (6 =1) 5.24 1.24 6.98 4.92 2.18 7.48
RS (0 = 1.5) 88.20 55.10 85.64 100 100 100
cluster ¢ 7.34 7.16

cluster f (0 =1) 5.72 4.88

cluster f (§ = 1.5) 99.98 100

cluster ¢ 11.48 10.88

6o = 1. 5000 simulations. Significance level: 5%.

Next, we test the null that 8y < 0 at the 5 percent level using the moment
inequalities test in §4. Table 3 reports results computed using 5000 simulations. The
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rows indicate the true value of 6. All choices of tuning parameters displayed satisfy
R,b, = n®8, and all perform well.

Table 3: Inequality Test

n 400 4000

(K1, K2) (0.2,0.6) (0.4,0.4) (0.6,0.2) | (0.2,0.6) (0.4,0.4) (0.6,0.2)
B = —1 4.54 4.62 5.24 4.98 5.00 4.80
0o = —(Ruby) V2| 5.18 5.20 5.88 5.24 5.38 5.10
B = (Ruby) /> 22.22 20.84 22.46 21.26 20.06 19.76
b = 1 100 100 100 100 100 100

Hy : 6y < 1. 5000 simulations. Significance level: 5%.

6.2 Network Statistics

We generate a network according to a strategic model of network formation, follow-
ing the Monte Carlo design in Leung (2017c) with 6 = (0,0.25,0.25,1). We are
interested in two statistics that are functions of the network, the average clustering
coefficient (defined in §2.2) and the average degree. Leung and Moon (2017) prove
v/n-consistency of the sample statistics for their population analogs.

We test the null that the expected value of the statistic is equal to 6 against a
two-sided alternative at the 5 percent level, for both average clustering (Table 4 in
the appendix) and average degree (Table 5). The tables report rejection rates, with
n denoting the network size and tuning parameters (R,,b,) given by the floors of
(n"1,n"). Row “RS (6 = 6)” displays results from the randomized subsampling test
when 6 is set to the true expectation 6. Row “t-test” displays rejection rates for

= f for the naive t-test that assumes i.i.d. data. Rejection rates are computed by
averaging across 5000 simulations.

The results show that setting (R,,,b,) = (n¥3,n/?) works well across the different
sample sizes, producing rejection percentages fairly close to the nominal level. The t-
test unsurprisingly substantially overrejects. Similar to the cluster-dependence results
in the previous subsection, when b, is chosen larger ((k1, k2) = (1/3,1/2)), the test
substantially overrejects, and when chosen smaller ((k1,k2) = (1,1/6)), the test is
very underpowered. Note that the latter two choices of tuning parameters have the
same rate of convergence as (n?/3, n'/?3).

In unreported results, we compute rejection rates under two different models of
network formation and obtain similar results. One is the Erdés-Rényi model, where
link-formation is i.i.d., and the linking probability is set to 7/n, chosen to obtain
a sparse network with limiting average degree of seven. The other is the following

random geometric graph model: nodes are endowed with positions X; Yy ([0, 1]?),
and nodes ¢ and j form a link if and only if ||X; — Xj|| < r,, where || - || is the
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Euclidean norm and r,, = (7/(n))"/2. (The parameter 7, is chosen to obtain a sparse
network with limiting average degree of seven.)

6.3 Treatment Effects with Network Spillovers

Consider the setup in §2.3. We assign units to treatment with probability 0.3, and
draw the network from a strategic model of network formation following the Monte
Carlo design in Leung (2017c) with 6 = (—1,0.25,0.25,1). We generate outcomes
according to the linear model

Y = B+ BoDi + BT + Bayi + €4y

where ¢; = >, Gi;v;/ >; Gij, with v; % N(0,1). This represents exogenous peer
effects in unobservables. We set (31, B2, 84) = (1,2,0.5), and S5 is specified below.

Unless the network is very large, nonparametric estimators suffer from small ef-
fective sample sizes. We therefore consider a linear regression estimator of Y; on
(1, D;, T, ).

For equality tests, we set the true [y equal to —2. We test the null that f3 = £
at the 5 percent level. Table 6 in the appendix displays simulation results for the
size and power of the test, computed using 5000 simulations. The number of nodes
is denoted by n. The tuning parameters (R,, b,) are given by the floors of (n"' n"?).
The row labels display the hypothesized value of (5, being tested. Hence, the first
row concerns the size of the test and the second row the power. The results are
fairly similar to those in the previous two subsections, although our preferred choice
of tuning parameters (n%?,n'/3) slightly underrejects, and (n'/3,n'/?) is closer to the
nominal level.

We next test the null that the ASE is weakly negative at the 5 percent level using
the moment inequalities test in §4. Table 7 in the appendix reports results computed
using 5000 simulations. The row labels display the true value of 5. Hence, the first
two such rows concern the size of the test and the next two rows the power. Similar to
the simulation experiments under cluster dependence, the displayed tuning parameter
choices all perform similarly.

6.4 Testing for Power Laws

Following the notation in §4, the data {Z;}!, consists of the degrees of n nodes
generated according to one of two network formation models: the Erdés-Rényi or
preferential attachment model. In the former model, links are i.i.d. Bernoulli(10/n),
and thus the degree distribution has exponential tails. The preferential attachment
model is the standard Barabasi and Albert (1999) model, where the out-degree of a
node equals 10, and that generates a limiting power law exponent of 3. Resnick and
Samorodnitsky (2016) (Theorem 4.1) proves that the empirical degree distribution of
a variant of the Barabasi-Albert model is y/n-consistent.
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We test the null that the log-likelihood ratio in §2.4 is at most zero at the 5
percent level, where the null distribution is exponential and the alternative is the
power law. Details for maximum likelihood estimation can be found in §5. Table 8 in
the appendix reports rejection percentages, which are obtained by averaging across
5000 simulations, with n = 5000 and tuning parameters (R, b,) given by the floors
of (n",n"?). Row “Exp” is the average estimated power law exponent, “xmin” the
average estimated lower support, “LL” the likelihood ratio, and “Reject” the rejection
rate of the test. All choices of the tuning parameters displayed satisfy R,b, = n°8
and all perform well.

7 Conclusion

In this paper, we provide general and computationally simple methods for construct-
ing confidence intervals and hypothesis tests that are robust to dependence. The basic
procedure, first proposed by Song (2016), is to compute a resampled test statistic by
averaging over random subsamples of the data, which does not require knowledge of
the dependence structure. We extend Song’s results, showing that randomized sub-
sampling is valid for general forms of weakly dependent data. To illustrate the broad
applicability of the results, we discuss in detail applications to clustering when the
group structure is unknown, spatial data when locations are unobserved, and network
data. We also devise a randomized subsampling test for moment inequalities. An in-
teresting theoretical result is that, while conventional moment-inequalities procedures
have to account for a nuisance parameter that cannot be consistently estimated, the
nuisance parameter is actually known when using randomized subsampling, which
leads to a simple and asymptotically exact test.

A Appendix

A.1 Proofs

PROOF OF THEOREM 1. This is a corollary of Theorems 3 and 4 below. [ |

Theorem 3 (Mean-Type Statistic). Suppose the following conditions hold.
(a) Asn — o, we have R, — o0, b1 = O(1), and R,b,/n = o(1).
(b) 251 (Xi — po)/v/n = Op(1).

(¢) Suppose ¥ = limp_,00 > i E[(Xi—po) (X — po)']/n is finite and positive definite. There
exists an estimator 3 consistent for 3.

(4) 5 31X = 0p(1).
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Then B
Ty (po; ) 4, N(0,I,) and T,(X;m) 4, N(0, Iy,).

PROOF. Notice T,,(X) = T,,(10) + en, where

«/R nbn \FZE Y2(X; — o). (11)

By assumptions (a)-(c), e, = 0p(1). Hence, it remains to establish asymptotic normality of

Tn (,UJO)'
Recall the definition of X7, from (6), and consider the decomposition

Ry Ry,

FZ(XT,T_ [XTT|X) FZEXTHX

>

Tn(po) =

" N~

(1] [11]
By definition of =,

1

mell i= 1

:\/7 1/21!22

1=1mell

_ \/}T e ly, i <bn__11>(bn —1)!(n — by)!

IR bp o 19 1 &
_ . ) 1/2\/51._21()(}_”0)‘ (12)

To understand the third line, note that the number of times X; — po appears in the sum
D rer1(Xr(i) — #0) is equal to the number of permutation-subsamples of size b, for which X;
is assigned the label of 1. The number of such permutation-subsamples is the number of
ways one can choose the remaining b,, — 1 elements of the subsample from n — 1 units times
the number of possible orderings of the subsample (b, — 1)! times the number of possible
orderings of indices not included in the subsample (n — by,)!. Since the right-hand side of
(12) equals (11), we have established that [II] = 0,(1).

It remains to show that [/] AN (0,1,,). We will apply a martingale difference CLT,
where the conditioning o-algebra is that generated by X (e.g. Hall and Heyde, 2014, Corol-
lary 3.1). First, we show that the conditional variance of [I] converges in probability un-
conditionally to I,,,. Note that

Var([7]| X) = E[Xr, X, | X] - E[Xr,, | X|E[Xz, | X]
— E[Xr, X5, | X] + 0,(1)
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by our argument for [IT]. Now,

bn  bn
E[Xr, X, |X] = |H| 3o D) DTS Xy — o) Xy — o) (572

mell ”z’ 1j5=1

n! [ZE Y2(X5 = o) (X — po) (E72) (n — 1)
i=1

(bn — 1) ZZE V2(X5 = o) (X — o) (5712 (n - 2)!

1= 1]#1
(1) 2 £2(X — ao) (X, — o) (872
+ nzzz__ll)z_l/Q(X — o) (X — o) (£712)'.

The first term in the last equation converges in probability to I, by assumptions (b) and
(c). The second term is o,(1) by assumptions (a)-(c). Thus, we obtain

Var(Ty (10) | X) = Iy,.

It remains to check the Lindeberg condition. Let pos denote the sth component of yyo.
Since E[ X7, | X] = 0,(1) by (12), it is enough to show that

( 2 u03> x| o,

for any s = 1,...,m. Abbreviate Xis = Xjs — pos- Then

1 & ’ -
<m2 ) ‘X _|H|Z 3/2ZX w(j)s X (k)s

7r€Hb 4,5,k

1 &3 (n—1)! T (n—
[m;X“n— RO ; Tl

(bn — 1)(by — 2) i o
Xiszsts(n - 3)'
\/E i#j#k

This is the same asymptotic order as

1 18 - by (18 - 1 & b\ (1 -\’
gl (89) (Ee) () (GEn)

which is Op(1) by assumptions (a)-(d). ]
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Theorem 4 (U-Type Statistic). Define

Tl TL TL

Z D Koy = 10) SN (Xr, () — o) (13)

= nz 1j5=1,5%#:

gn(,U’O;

Suppose the assumptions of Theorem 3 hold, except with (a) replaced with

Ry— w0, bt=0(), Yinbe
n

=o(1), (14)
asn — o. Then
Sp(po: ) 5 N(0,2)  and  Sn(X;7) —2> N(0,2).

PROOF. Step 1. We first show that S, (X;7) = S, (uo; 7) + An + 0,(1) for some term A,
defined below. We have

Sn(X; ) £ Sy (po; 7) = Sn(po; )
R by . B o B )
(X — o) S X gy — Xy ETNX - u0)+X’Z_1X—M{)E‘1M0>.

r=1:=1j%#:

From the right-hand side, add and subtract

~(X = o) £ (—p0) = (—10) STH(X — puo))

r=14i=1j+#1
to obtain
1 on
Sn(X;7m) = Sn(po; ™) — (X — o)’ 87" Xoro (i) = #0) + (Xo () —
(X;m) (ko; ) — (X — po) mbn;i=1j¢i(( ) — Ho) + (Xx, (j) — o))
VR, (b, — 1 _ . _
3 V0 =D % g SR — ).

By assumption (14) of this theorem and assumption (b) of Theorem 3, the third term on
the right-hand side is 0,(1). Call the second term on the right-hand side A,,.

Step 2. We show that A, = 0,(1), from which it follows that S,(X;7) and S, (uo; )
have the same asymptotic distribution. Notice that A, equals —1 times the sum of two
virtually identical terms (they are equal up to an op(1) term), one of which is

R b
~. VR, b, —1 - A —
(X — o)’ Z DI (X = (n)mx — 110) S (X — o)
r=1i=1j%#1
Von(bn — 1), o 1 & .
( )<X — 0)'% ! Z Z(Xﬂr(z) X)
bn Rnbn r=1i=1
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The first term on the right-hand side was shown to be 0,(1) in step 1. The second term

equals
Rnbnbn_l v I5v—1/2 & & 12 Y
\ /(X = )2 STV (X ) — X))
n by, 1/4 \/R b TZ“ZI ®
B
Following the exact same steps as the proof of Theorem 3, we can show that B,, = op(1).

In particular, by assumption (14) of this theorem and assumptions (b) and (c) of Theorem
3, we have
\/ Rubp ¢\ _1p 1 -
= [I1] = A/ 572 Y (X — o) = 0p(1).
En [ ] \/5121( i :u’O) OP( )

Furthermore, [I] is now multiplied by an extra R, Y4 term and is therefore op(1). Hence,
Ay, = op(1).
Step 3. Decompose

Sn(p0; ™) = (Sn(po; ©) — B[Sn(po; 7) | X]) + E[Sn(po; ) | X]. (15)

We show that B[S, (uo; 7) | X] - 0:

E[‘gn(/’LOa ) |X Z Z; Z E [ (i) — ),i_l(XWr(j) - IMO) |X]
r=11¢ j;ﬁz

= \/7 nlb,, ZE Z MO 2 (Xﬂ'(]) _MO)

1=1j#1 mell

:\/Rin(n;!bn'( — ,222 Xy = 10)' S (Xn(j) — 1o0)

n 'z 1 j#i mell

= /R (bn — 1) ZZ “H(Xj — o).

i=1j%#1

From the last line, add and subtract

VB~ 1) 0 o) S )

i=1
to obtain
VHnlbn — 1) (ﬁ()‘( o) STIV(X — o) — T3 (X — oy STX uo))
i=1
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Assumptions (b) and (c) of Theorem 3 imply that

SRS

n
D (X = o) STHXG — o) > 1.
—1

Assumption (14) then establishes the claim.
Step 4. In view of (15) and step 3, it remains to show that

S (103 ™) — B[Sy (no; 7) | X] -5 (0, 2).

We will apply a martingale difference CLT, where the conditioning o-algebra is that gen-
erated by X (e.g. Hall and Heyde, 2014, Corollary 3.1). In this step, we show that the
conditional variance converges in probability to 2. Let

- 3 Z Z () (XTI'T(j) - /JJO)‘
nz 15#1

Then Var(S, (uo; 7) | X) = E[X? | X] —E[X, | X]?, where the second term on the right-hand
side is o0p(1) by step 3 above. Now,

E[X]|X] Z Zn: > Z DXy —10) S (X ()= 10) (X, (ry—10) S (X, 1y =10

7r61'[z 1j5#1t k=11#k

- (% 53 [ 1<Xj—uo>J2<?:bi)§!

i=17#1
. (n —3)!
G ZZ PO S B ),
+ha! D0 (X — o) STHXG — o) (Xk — o) STHX - MO)H (16)

i=1jAkAl#i

The first term on the right-hand side equals
11 ¢
-
n 4
=1

which converges in probability to 2 by assumption (c¢) of Theorem 3. The second term on
the right-hand side of (16) equals

- bn — ZZZ STHXG — po)(Xi — o) SN ( Xk — po)-

i=1 j#1 k#1i

110)(X; — 110)' S HXi — po),

J#l

Under the assumptions of this theorem, this is of the same asymptotic order as

4%” <\}ﬁ ;(Xj - Mo)l) 31 (i;(){i — po)(Xi — po ) (f g Xp — o )
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which is 0p(1). Lastly, the third term on the right-hand side of (16) is of the same asymptotic

order as 2

_ 2
I [VAX = 1) STV = o) = 0p(1):

Step 5. It remains to verify the Lindeberg condition. Since E[X, | X] = O,(1) by step
4, it is enough to show that

(nZZ (i) — Ho) ) (Xr, () — uo) ‘X = 0,(1)

1=1j#1

Similar to step 4, we break this expectation into a sum of multiple summations and show
that each is o0p(1). This is tedious algebra, and we only show below calculations for a few
representative terms. One term is a summation over six distinct indices, which, following
calculations in step 4, equals

15,! o
bfgﬁ D (XK= o) ETHXG — o)
n s jtkAlAmtp

X (Xi = o) 57 (X1 — 10)(Xom — 107 (X — prg) L%

This is of the same asymptotic order as

3

[ Va(X — i) 87X — )| = 0,0).

n3

Several terms will be summations over five distinct indices (so that, e.g. index i equals
index p and all others are distinct). These are of the same asymptotic order as

2
D (X~ o) STVA(K — )5
xS UK o) X — i) VA(X — o) SVA(X — o) = Oy(1).
=1

Several terms will be summations over 4 distinct indices (so that, e.g. index i = k = m
and all others are distinct), equal to

15,! &
bfgﬁ(n—b) D1 (X = po)STHX — o)
i#j#l#p
et A1 (n—4)!
X (X — o) X7 (X — o) (X — pao)' 5™ (XP_MO)M‘

This is of the same asymptotic order as

b, f1l o _ .
3 n(X — o)~ ;Z — 10)' X7 'Vn(X = po)v/n(X — po)'SH(Xi — po),
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which is Op(1) using (d) of Theorem 3 to account for the presence of three (X; — o) in the
summation over %.

The last terms we will consider are the summations over two indices (so that, e.g. indices
i =k =m and j = [ = p but they are otherwise distinct), equal to

(n—2)!
(b — 2)1"

1 by,!

e 2 oy £ )|

1]

This is of the same asymptotic order as

D ID M BT lC R
n i=1j=1

The average over i, j is Op(1) under assumptions (c) and (d) of Theorem 3. Hence, the term
is Op(1) by assumption (14). |

PROOF OF THEOREM 2. We first establish that suppcp, E[¢n] — o' < a. If not, then
we can find some sequence {P,},cn satisfying the assumptions of the theorem under which
liminf,, o E[¢,] > . This contradicts conclusions (a) and (b) of Proposition 1. Lastly,
the test is asymptotically exact because Py includes DGPs in which pg = 0, which falls
under conclusion (b) of Proposition 1. ]

PrROOF OF PROPOSITION 1. Note that the setup of this Proposition allows X to be a
triangular array, as in §3. We have that

(T (0;7); k= 1,...,m) = (T (Xi; ) + My k= 1,...,m), (17)
and by the assumptions of the theorem,

e = VRubn S0P ior + 0p(1).

Thus,
N 1/2 Rn b'n
Qn(w)zmgx{zkk (\/WZZ o Xi) + N/ Rubupior + 0p(1 >}
r=14i=1

By assumption, 21/2/21/2 ”, 1 for all k. By the proof of Theorem 3, for any A € R™,

R"L n
d ~
(m;; mr(i),k Xk)+)\k,k‘—1 >—>/\/'()\7E). (18)

Now consider cases (a) and (b). Let Z ~ N(0,%) for X, = Yi/(3;;%%) "2 By
Slutsky’s theorem and Polya’s theorem, the CDF of

ml?X{Tnk<Xk; ™) + 2;;;3/25\1@}
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converges in sup norm to the CDF of

m’?X{Zk + E,;klpj\k}.

Moreover, this convergence holds uniformly in A eR™ (see e.g. Romano and Shaikh, 2008). It
therefore holds for A\ = v/Rnbp 0. Then (a) and (b) follow from the fact min{ Az, 0} — A, — 0
for all £ and the max function is continuous and strictly increasing in the largest component
of its input.

For case (b), we have (17) - o0 and min{\g,0} -~ 0 for each k. The claim follows
from the fact that the max function is continuous and strictly increasing in the largest
component of its input.

For case (c), without loss of generality suppose that 6; is finite and positive for k =
1,...,4; and finite and negative for k = ¢1 + 1,...,¢2. Then

7777

min{, 0} =2 0 for k = 1,...,¢;, and min{)\y, 0} - O for k=41 +1,..., 0. Thus,
E[¢,] > P (kr_nlaXZ{N(O, ¥) + 0} > Q1—a) ,

where g1 is the 1 — o quantile of maxz—1 . {N(0, 3) 46}, where 6, = 0 for k=1,....¢
and 0y, = 6;, for k = {1 +1,...,f2. The claim follows.

A.2 Tables
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Table 4: Average Clustering.

n 100 | 500 1000
(o 2) @313 (L1/6) (1/3.172) | (2/3,1/3) (L1/6) (1/3,1/2) | 2/3.1/3) (L1/6) (1/3,1/2)
RS test (6 = 6)) 6.26 1.86 9.68 6.04 1.34 8.66 5.60 3.34 7.98
RS test (0 =6y + 0.1) 51.00 37.72 54.86 99.62 94.52 98.74 100 100 92.16
t-test (6 = o) 18.24 18.36 19.58

5000 simulations. Significance level: 5%.

Table 5: Average Degree.

n | 100 | 500 | 1000
(1, 1) 2/3.1/3) (1,1/6) (1/3.1/2) | (2/3,1/3) (L,1/6) (1/3.1/2) | (2/3,1/3) (L1/6) (1/3,12)
RS test (0 = 6y) 7.28 2.84 10.22 0.88 1.14 8.22 6.30 2.72 8.82
RS test (6 = 60y + 1) 43.48 34.94 49.18 89.98 65.62 87.92 99.34 98.94 98.44
t-test 21.72 19.66 19.48

5000 simulations. Significance level: 5%.
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Table 6: Treatment Spillovers (Equality Test)

n ‘ 100 ‘ 500 1000
(K1, K2) (2/3,1/3) (1,1/6) (1/3,1/2) | (2/3,1/3) (1,1/6) (1/3,1/2) | (2/3,1/3) (1,1/6) (1/3,1/2)
Hy: By = -2 2.72 1.32 3.44 3.56 1.84 4.64 3.90 2.42 4.90
Hy: 08y =-3 15.40 6.42 25.18 66.88 22.30 68.16 93.30 90.52 88.48
True By = —2. 5000 simulations. Significance level: 5%.
Table 7: Treatment Spillovers (Inequality Test)
n 500 1000 2500
(1, fia) (0.6,0.2) (0.4,0.4) (0.2,0.6) | (0.6,0.2) (0.4,0.4) (0.2,0.6) | (0.6,0.2) (0.4,0.4) (0.2,0.6)
by = —2 4.12 3.08 2.68 4.14 3.84 3.26 3.96 4.24 3.80
By = —(Rnbn)_l/Q 4.94 4.72 4.30 4.70 4.78 4.30 5.16 5.24 4.90
By = (Rnbn)_l/2 7.62 6.96 6.16 7.08 7.26 6.64 7.20 7.50 7.42
By =2 27.84 29.66 26.38 69.00 75.06 70.72 85.88 89.84 85.66
Hy : B2 < 0. 5000 simulations. Significance level: 5%.
Table 8: Power Law Test.
Erdss-Reényi Preferential Attachment

(k1,k2) | (0.2,06) (0.4,04) (0.6,0.2) | (0.2,0.6) (0.4,0.4) (0.6,0.2)

Exponent 5.09 2.87

xXmin 10.00 11.32

LL -19.35 9.17

Reject % 4.30 5.40 5.50 100 100 99.90

n = 5000. 5000 simulations. Significance level: 5%.
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