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Abstract

This paper presents a model in which the e�ect of monetary policy depends on the state
of bank net worth. When banks are �ush with equity, changes in the central bank’s policy
interest rate pass through fully to bank lending rates. When banks have low equity, there is no
such pass-through. Banks in the model are local monopolists for borrowers near them. When
they have lots of equity, they compete for customers at the edges of their markets. When they
have little equity, they retreat and exploit the monopoly power over their local customers.
With very low equity, banks may even raise lending rates after a drop in the policy rate. The
model posits novel connections between aggregate bank net worth, bank competition, and
the e�ectiveness of monetary policy.
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1 Introduction
Interest rate pass-through is the interest rate channel of monetary policy. Changes to a central
bank’s policy interest rate are meant to pass through to retail borrowing rates of consumers
and �rms in order to in�uence aggregate spending and �xed investment. One important class of
borrowing rates for �rms are interest rates on commercial and industrial (C&I) bank loans.

After the �nancial crisis, the pass-through to these loans appeared to be impaired. Despite the
Federal Reserve holding the federal funds rate near zero starting in late 2008, interest rates on C&I
loans were slow to respond. As a consequence, credit spreads on these loans remained elevated.
Meanwhile, delinquency rates, the fraction of nonperforming loans, and net loan charge-o�s for
new C&I credit returned to pre-crisis levels, suggesting more than just a default-based explanation
for the prolonged high spreads. See Figures 1(a)-1(b). Figure (12) in Appendix (A.1) plots both the
C&I loan spread and a corporate bond spread measured in Gilchrist and Zakrajšek (2012), which
is commonly referred to as the GZ spread. The �gure shows that the C&I loan spread was slower
to decline than corporate bond spreads following the crisis.

During this period, bank concentration in the C&I loan market also rose strongly, with a notably
sharp decline between 2008 and 2010 in the number of banks that extended this kind of �rm credit.
The spike in concentration coincided with the extraordinary wave of bank consolidation that took
place following the �nancial crisis. From 2007 to 2013, 492 commercial and savings banks were put
into FDIC receivership and sold at auction to acquiring banks (Granja et al. (2015)). See Figures
2(a)-2(b).

Is there a connection between the rise in bank concentration and the lack of pass-through?
Indeed, one of the most robust empirical �ndings on impediments to interest rate pass-through is
increased bank concentration (Cottarelli and Kourelis (1994); Borio and Fritz (1995); Mojon (2000);
Sørensen and Werner (2006); van Leuvensteijn et al. (2008); Gigineishvili (2011)). In light of this
fact, the contribution of this paper is to jointly explain an obstructed interest rate channel and a
rise in bank concentration following a �nancial crisis.

I present a dynamic stochastic general equilibrium model of credit and the real economy to
understand why bank loan spreads can remain high and �xed investment low for a protracted
period after a �nancial crisis despite accommodative monetary policy. I posit that aggregate equity
capital in the banking sector provides an explanation. My central thesis is that bank oligopoly
power can persistently impede the interest rate channel as long as bank net worth remains low.

I argue that when banks are �ush with equity, their required cost of equity is low, so they
have incentive to compete across di�erent parts of the loan market, because doing so is relatively
cheap. In this case, competition compels banks to pass through changes in the central bank’s
policy interest rate to their lending rates.
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However, a severe contraction in total bank equity sharply raises the cost of equity across
banks, which forces them to consolidate for survival. Competing across each other’s territories
is no longer pro�table, so instead banks become local monopolists in separate parts of the loan
market.

No longer facing the same competitive pressure, banks do not pass through changes in the
policy rate to their lending rates. In some cases, the central bank may lower the interest rate, but
banks perversely raise their lending rates in response. Over time, as long as bank equity remains
strained, there is no transmission via the interest rate channel. High bank loan rates consequently
lower investment and output.

In the model, banks lend money to entrepreneurs who run industrial projects that produce
physical capital. These projects are located around a circle, and locations on the circle represent
industries or geographic areas. Banks are local monopolists for borrowers near them, but they can
compete for customers at the edges of their markets.

A bank has reason to diversify its loan portfolio around the circle to increase its leverage,
which is constrained because of an agency friction with depositors. Diversi�cation is increasingly
expensive, though, in that the cost of liquidating projects in default grows in the size of the bank’s
loan portfolio. Banks that focus on narrow parts of the loan market are more e�cient at recovering
value from distressed assets than are banks that operate over broad stretches. Banks trade o� the
costs and bene�ts of diversi�cation, and in equilibrium, they specialize in classes of industries or
areas.

Bank market power arises out of an entrepreneur’s preference to contract with a bank that is
more specialized in that entrepreneur’s project (i.e., closer to his or her location on the circle). Each
bank can carve out a local monopoly market by o�ering credit at a price that entices entrepreneurs
to borrow and pursue their projects. With more aggressive pricing, the bank can try to lure
borrowers away from a neighboring bank, igniting competition. Hence the local monopoly power
of a bank can always be softened by another bank’s competitive entry.

When a bank lowers its lending rate to exactly match its neighbor’s, the local monopoly
markets of the two banks just touch. At this price of credit, the bank observes a kink in its residual
demand curve for loans. Charging any higher lending rate shrinks the bank’s local market, which
the neighbor pays no attention to. Charging any lower lending rate expands the bank’s market
into the neighbor’s territory. The amount the bank must o�er as a price concession to get new
customers doubles when it switches from a local monopolist to a competitor, which generates the
kink. The kink plays a key role in the analysis, because a bank that operates there does not adjust
its lending rate to small changes in its marginal cost of �nancing.

This price rigidity at the kink is the reason for an obstructed interest rate pass-through. A
central implication of the model is that all banks in the credit market collectively settle at the kink
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Figure 1: Commercial and Industrial Loans since the Crisis, All Commercial Banks

(a) C&I Loan Spread
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Notes: The C & I loan spread is the di�erence between the weighted-average e�ective annual loan rate on all
commercial and industrial loans and the e�ective federal funds rate. Weights are by loan amount. The delinquency
rate is the fraction of total C & I loans that are delinquent. Delinquent loans are those past due 30 days or more and
still accruing interest, as well as those in nonaccrual status. The nonperforming rate is the fraction of total C & I loans
that are nonperforming. Nonperforming loans are those that bank managers classify as 90 days or more past due or
nonaccrual. The charge-o� rate is the value of C & I loans removed from the books and charged against loss reserves
divided by the total value of C & I loans. Charge-o� rates are annualized, net of recoveries. Data are quarterly.

Sources: Board of Governors of the Federal Reserve System (C & I loan spread, delinquency rate, charge-o� rate).
Federal Financial Institutions Examinations Council (nonperforming rate). Data retrieved from FRED, Federal
Reserve Bank of St. Louis.
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Figure 2: Concentration in the C&I Loan Market since the Crisis

(a) Annual Percent Change in the Number of Banks with at Least 10% C&I Lending
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Notes: Panel (a) depicts the annual percent change in the number of banks with at least 10% of their loan portfolio
consisting of C&I lending. Panel (b) depicts the minimum number of banks required each year to amass 50% of the
total market for C&I loans.

Source: Berger et al. (2017)

if aggregate bank equity capital is su�ciently depleted. A severe drop in net worth raises the cost
of equity, forces bank consolidation, and transitions the loan market to the kink in equilibrium,
where each surviving bank maintains a local monopoly over a distinct segment of the loan market.
As long as equity capital positions stay impaired, no bank �nds it optimal to deviate its price of
credit away from the kink and trigger competition, because doing so would further damage pro�ts.
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Instead, banks tacitly collude to keep their lending rates �xed. E�orts by the central bank to get
banks to pass through a low policy rate fail.

More accommodative monetary policy can even raise lending rates to �rms because it in-
creases bank market power. At the kink, a drop in the interest rate lowers bank funding costs,
which increases rents. Higher potential rents encourage other banks to enter the lending market,
which makes each one more specialized in a narrower class of industries or areas. The average
entrepreneur can then contract with a more preferred bank closer to his or her location. Each
bank exploits its position by charging a higher price of credit. An accommodative monetary policy
thus inadvertently increases the local monopoly power of banks.

Because bank net worth in the economy is procyclical, the central bank’s attempts to lower bank
lending rates will be persistently thwarted in downturns. A �nancial accelerator e�ect emerges
in which an initial shock to bank equity propagates through time because banks a�ect physical
capital production. They do so in two ways. First, their loan rates in�uence aggregate investment.
Second, their scale determines their specialization and hence their e�ciency at recovering physical
capital from failed projects.

When banks turn into local monopolists following an aggregate shock that pushes them to
the kink, their higher price of credit curtails aggregate investment. In addition, after banks have
consolidated from the drop in their net worth, their larger scale and weaker specialization hurt
their ability to retrieve capital. Both e�ects deplete the physical capital stock and lower output,
which reduce bank net worth the following period. The banking sector persists at the kink where
pass-through is obstructed, and the initial shock to bank equity permeates the real economy
through time.

In summary, this paper provides a framework for studying how aggregate bank equity and
the industrial organization of the banking sector a�ect the real economy and monetary policy. A
novelty of the analysis is that bank net worth becomes an indicator for the degree of competition
in the bank credit market and the e�ectiveness of the interest rate channel. Poor health of bank
balance sheets leads the economy to persist in an equilibrium where e�orts by a central bank to
lower the cost of �rm credit are repeatedly frustrated, while output and investment remain low.

Literature

This paper combines the insights of several strands of literature to uniquely tie aggregate bank
net worth to bank competition, monetary policy, and the real economy.

The �rst strand is the broad body of work exploring the e�ects of �nancial frictions on
the macroeconomy. The papers most closely related to mine are Bernanke and Gertler (1989),
Holmstrom and Tirole (1997), and Gertler and Kiyotaki (2010).

As in Bernanke and Gertler (1989), frictions in the �nancial market waste productive physical
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capital resources and a�ect aggregate output. A key distinction here is banks. Their e�ciency at
recovering value from defaulted projects in�uences the size of the physical capital stock.

Net worth in the banking sector plays a major role in the model, as in Gertler and Kiyotaki
(2010). Here, the novelty is that net worth in�uences the degree of competition among banks and
the e�ectiveness of monetary policy.

Holmstrom and Tirole (1997) analyze the e�ect of changes to the supply of intermediated �nan-
cial capital on investment and credit spreads. A di�erence here is that the market for intermediated
�nancial capital (bank loans) is imperfectly competitive.

A second strand is on bank diversi�cation and specialization. Diamond (1984) stresses the
bene�ts of bank diversi�cation in lowering the uncertainty in a bank loan portfolio and shrinking
costs of delegated monitoring. I adopt that insight. Greater diversi�ed banks in the model can
operate with more leverage. Liang and Rhoades (1991), McAllister and McManus (1993) and
Demsetz and Strahan (1997) give empirical evidence of a positive correlation between bank
diversi�cation and leverage.

Winton (1999) explores some hazards of bank diversi�cation. Expansion into new industries
may reduce the e�ectiveness of loan monitoring and increase the chance of bank failure. Acharya
et al. (2006) �nd that a less diversi�ed bank loan portfolio is associated with higher return on
assets and a lower fraction of nonperforming loans among Italian banks. Paravisini et al. (2015)
�nd evidence of bank specialization in lending to exporting �rms in Peru. Berger et al. (2017)
document industry concentration in commercial and industrial loans among U.S. banks.

Banks in the model specialize in di�erent segments of the credit market rather than fully diver-
sify because of the increasing costs of liquidating failed projects. The convex cost of diversi�cation
I use is similar to that in Gârleanu et al. (2015), who work in a setting of investor portfolios and
asset pricing, rather than one with banks and competition.

A third strand is the industrial organization of banking. Berger et al. (2004) provides a survey.
Matutes and Vives (1996) present a model in which banks rival each other in deposits. Whether a
bank is a local monopolist or a competitor depends on the perceptions of that bank’s likelihood of
failure. I �x depositor beliefs (banks cannot fail) to emphasize how bank net worth alters bank
lending competition.

Matutes and Vives (2000) analyze how imperfect competition a�ects bank portfolio choice and
whether deposit regulation intensi�es or weakens risk-taking. Loans in my model all carry the
same risk, so I can focus on the choice of pass-through rather than the choice of bank portfolio.

This paper owes a large debt to Salop (1979), whose structure of monopolistic competition on
a circle I adopt. Other papers have also used the Salop framework to explore a variety of issues in
banking:

Besanko and Thakor (1992) present a spatial model in which banks di�erentiate in loans and
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deposits and study the welfare implications of relaxed barriers to entry. To focus on bank lending,
I have banks competing only in the credit market.

Chiappori et al. (1995) study the e�ects of deposit regulation on bank lending rates. In their
model, the interest rate channel can also be hampered, but only when deposit rates are capped
and deposits are bundled with credit services; otherwise, full transmission occurs. The deposit
rate in my model is unregulated to put attention on bank lending.

Sussman and Zeira (1995) look at �nancial development across U.S. states and present a
macroeconomic model in which costs of intermediation increase with the distance between the
borrower and the bank. As in my model, greater bank specialization enhances physical capital
production. Their economy displays no persistence.

Hauswald and Marquez (2006) feature bank-screening technology whose signal quality declines
with the borrower’s distance from the bank. Their focus is on banks strategically screening
borrowers to carve out di�erent segments of the loan market and soften competition. In my model,
all borrowers are identical prior to obtaining a loan.

The �nal strand is the empirical and theoretical work on interest rate pass-through and its
relation to banks. The papers mentioned in the introduction document the positive connection
between impaired pass-through to lending rates and bank concentration. Early work by Hannan
and Berger (1991) and Neumark and Sharpe (1992) �nd a similar relation in deposit rates, as does
Drechsler et al. (2017) in more recent work. Aristei and Gallo (2014) and Hristov et al. (2014) provide
evidence that pass-through deteriorated in the Euro area during the �nancial crisis. Recently,
Scharfstein and Sunderam (2016) �nd that higher mortgage lender concentration reduces the
pass-through of declines in RMBS yields to mortgage rates.

Models of interest rate pass-through in the banking sector typically assign market power to
banks, but they treat incomplete pass-through using either sticky prices (Hülsewig et al. (2009)) or
menu costs (Hannan and Berger (1991); Cottarelli and Kourelis (1994); Scharler (2008); Hülsewig
et al. (2009); Gerali et al. (2010); Günter (2011)). I micro-found the pass-through impairment from
the kink in the demand curve for bank credit. The kink arises endogenously from the competitive
market structure among banks.

2 Economy
The model setting is an overlapping generations economy advancing through discrete time on a
circle. Lining the circle each period are industrial projects that produce physical capital. Banks
�nance these projects with single-period loan contracts, and retain market power over borrowers,
but engage in monopolistic competition à la Salop (1979). Banks will specialize in di�erent segments
of the loan market and �nance themselves with deposits and equity.

The baseline model I present in this section features a single-unit scale for investment and fully

8



depreciating physical capital. Cyclical persistence will originate purely from the banking sector
rather than from the productive sector, because aggregate investment will be �xed through time.
In section 7, I allow the scale of investment to vary, thus letting aggregate shocks to propagate
through time from investment �uctuations as well.

2.1 Production

Distinct production technologies exist for output and physical capital. Output produced in period
t can be consumed in the period or invested in the production of capital that becomes available
for use in t+ 1. Capital cannot be consumed but only used in production of output.

Output

At time t, a �nal consumption good, denoted Yt, is produced by a perfectly competitive, repre-
sentative �rm. The �nal good is produced using capital and labor in a Cobb-Douglas production
technology:

Yt = ÃtK
α
t L

1−α
t ,

with α ∈ (0, 1). The random productivity shock Ãt is continuously distributed over a �nite
positive support

[
A,A

]
, has mean A, and is i.i.d. over time. It is the only source of aggregate

uncertainty in the economy.

Physical capital

Firms use projects to produce physical capital. A continuum of projects are uniformly distributed
around the circle each period. I normalize the circumference of the circle to one, so projects take
up a unit measure. A project is identi�ed by its unique location j ∈ [0, 1) on the circle. I interpret
projects on di�erent parts of the circle as belonging to di�erent industries or geographic areas.

Projects (and �rms) are owned and managed by entrepreneurs, who operate a single project
(and �rm). Entrepreneurs borrow from banks to �nance projects, posting the project as collateral.
I elaborate on entrepreneurs in the section on entrepreneurs below.

A project is indivisible, lasts a single period, and is risky. A project takes the output good as
investment and can produce one of two possible quantities of physical capital: high and low. Let
H denote the high state and L the low state. All projects require a single unit of output to initiate.

Denote the high return on the project κ and the low return κ. The returns are arranged

0 < κ < 1 < κ,

making the low return a strict loss on investment (a failure), and the high return a strict gain (a
success).
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Project uncertainty

The probability that a project produces the high return takes a special form. This form allows
all projects to bear the same expected probability of success prior to �nancing, but di�erent
probabilities after initiation. At the beginning of period t, the probability that project j reaches the
high state at the end of that period is random. This random probability takes the following form:

∼
Prt+ (H|j, ũt+) =

1

2

(
1 + cos

(
2π (j + ũt+)

))
, (1)

where ũt+ ∼ U [0, 1]. The object in (1) is a random measure that maps a realization of the uniform
shock ũt+ to a probability distribution over the two states at a location j. I call (1) the success
probability of a project.

The periodicity of the cosine function guarantees
∼
Prt+ : [0, 1] 7→ [0, 1]. The shock ũt+ is

realized in the middle of the period, which I represent using the t+ notation, making the success
probability measurable as of time t+.

Properties of a project’s success probability are presented in Lemma (1).

Lemma 1. The success probability in (1) satis�es the following properties:

1. (Distributional symmetry) The probability density function of a project’s success probability is
the same at all locations.

2. (Mean and variance) Each project is expected to succeed half the time, with variance 1
8
.

3. (Distance-dependent covariance) The covariance between projects j and k in their success
probabilities is 1

8
cos (2π (j − k)) .

Proof. See Appendix (A.2).

The form in (1) is a way to make a project’s probability of reaching the high state invariant to
its location. Prior to the realization of ũt+ , a project’s outcome distribution cannot be distinguished
from its neighbors’, because all projects bear the same uncertainty of success. As a result, projects
at every location share the same expected probability of generating the high return κ–namely, 1

2
.

Another important feature of physical capital production is that the covariance of success
probabilities between projects depends exclusively on the distance between those projects rather
than on their locations. From the lemma, the correlation between the success probabilities of
projects located at positions j and k on the circle is

corr
( ∼

Prt+ (H|j, ũt+) ,
∼
Prt+ (H|k, ũt+)

)
= cos (2π (j − k)) .

The above expression implies projects located near one another on the circle have more positively
correlated probabilities of success than those located farther apart. Projects positioned opposite
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one another on the circle have the lowest correlated probability. This correlation structure is meant
to capture the notion of integrated industries (e.g., metals and automobiles) or nearby geographic
areas (e.g., neighboring cities) sharing more correlated production outcomes than more “distant”
ones.

Figures 3(a) - 3(b) present an illustration of project uncertainty. At the start of the period, each
project around the circle bears the same uncertainty of project success, having one-half chance of
yielding the high return. Once the shock ũt+ is drawn in the middle of the period, projects bear
di�erent probabilities of success according to their locations, with those close to one another on
the circle sharing similar likelihoods of yielding the high return.

Figure 3: Example of Success Probabilities across Projects

(a) Before realization of ũt+ (b) After realization of ũt+

Notes: At the beginning of each period, all projects share the same expected success probability of one-half. This
common probability of success in expectation is represented in Figure 3(a) by the color yellow along the entire circle.
In the middle of the period, the shock ũt+ is realized. The example in the �gure has a realized value of ut+ = 0. At
that moment, projects di�er in their success probabilities according to (1). In Figure 3(b), arcs of the circle with
projects having high success probability are colored green. Arcs with projects having low success probability are
colored red. The four numbers positioned around the circle are the success probabilities of the projects located at
those positions.

A project’s life follows this sequence: at the beginning of the period, the project is �nanced
and the investment is made. In the middle of the period, ũt+ is realized, which determines the
project’s actual probability of the high return, denoted Prt+ (H|j, ut+). No action related to project
�nancing or the project itself can be made at that time. Finally, at the end of the period, the project
produces either the high or low amount of physical capital.
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Physical capital formation

Total physical capital in the economy aggregates the high and low production from all projects. A
successful project contributes its full quantity produced κ to the physical capital stock.

If a project produces a low return κ, however, the project is in default, control rights over
the project transfer to the bank, and the entrepreneur receives nothing. The productivity of the
project after production is zero, so the bank’s only recourse is to liquidate the project and recover
as much as possible.1

I assume the bank is imperfect in liquidating a project, in that it retrieves only a fraction of
the low physical capital amount. The di�erence between κ and the quantity the bank can retrieve
from the distressed project is the liquidation cost. I go into more detail on liquidation costs in the
section on banks below. For now, let G (1, Nt) denote the aggregate liquidation costs of all banks
in the economy, which is a function of the aggregate investment of 1 and the number of banks Nt.

Physical capital depreciates fully in the period. Because of how I de�ned the probability
of project success in (1), and the presence of a continuum of projects, project outcomes in the
aggregate feature no uncertainty. At the end of each period, exactly half the projects will succeed
and half will fail.

Therefore, the aggregate quantity of physical capital produced and available for the next period
will be known. For any period t, the next period physical capital stock Kt+1 in equilibrium is
given by

Kt+1 =
1

2
(κ+ κ)︸ ︷︷ ︸
real side

− G (1, Nt)︸ ︷︷ ︸
banking side

. (2)

The equation for physical capital in (2) consists of two components. The �rst component
originates purely from the real side of the economy, capturing the total quantity of physical capital
produced by entrepreneurial investment. The second component captures the impact the banking
sector has on the production of physical capital. That piece is a consequence of frictions in the
banking sector in the liquidation of failed projects.

Banks will play a central role in the quantity of physical capital produced. The number of
banks Nt will greatly in�uence the banking sector’s e�ciency in recovering physical capital from
defaulted projects.

2.2 Agents

Three types of agents populate the economy: depositors, bankers, and entrepreneurs. Depositors
and bankers live for two periods, whereas entrepreneurs live for one. Periods should be interpreted

1The entrepreneur alone observes the project return. Control rights transfer to the bank to compel the entrepreneur
to report the outcome of the project truthfully. Such a setting justi�es the use of a debt contract and is similar to the
costly state veri�cation assumptions of Townsend (1979).
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as long enough to allow for the entry and exit (consolidation) of banks in the commercial loan
market in response to aggregate shocks. Each agent knows his or her type at the beginning of
life. Every generation produces a continuum of depositors, bankers, and entrepreneurs, with each
continuum having unit measure.

Depositors

Bank deposits are the only �nancial asset depositors have access to. And in equilibrium, depositors
will be the exclusive investors in bank deposits. Their location on the circle is immaterial, so I put
them at the center. Each depositor is endowed with Ld units of labor while young and old. They
have no disutility of labor, so supply it inelastically both periods in a competitive labor market.
Individual preferences are identical over lifetime consumption:

Ud = log ct + βEt (log ct+1) .

The budget constraints in the two periods of life are

st + ct ≤ Ldwt +Mt,

ct+1 ≤ Ldwt+1 +Rf,tst (1− τ) .

Here, wt is the real wage, Rf,t is the gross real interest rate on deposits, τ is the marginal tax rate
on deposit savings, and Mt is a lump-sum tax rebate or levy. Bank deposits will be free of default
risk, so Rf,t is the risk-free interest rate in the economy. The lump-sum amount Mt = τst, so that
tax policy is government-budget neutral.

This economy is real and there is no money. I abstract from a nominal economy in order to
put focus singularly on (monopolistic) competition in the banking sector as an impediment to
the interest rate channel. The tax rate τ is set to directly alter the real interest rate Rf,t, and it
is the single monetary policy tool in the economy. Hence monetary policy is inextricably linked
to �scal policy. Monetary policy amounts to a redistribution of wealth between young and old
depositors that adjusts the supply of aggregate deposits. To simplify things, I restrict the tax rate
to be constant, making τ a parameter of the model.

Bankers

Bankers are risk-neutral and have utility only over expected consumption when old. They have
access to both bank deposits and bank equity for their �nancial investments. In equilibrium, they
will exclusively invest in bank equity, because the return on equity will be at least as high as the
return on deposits. While young, they are endowed with Lb units of labor and the exclusive ability
to evaluate industrial projects. They supply labor inelastically and thus save the amount wtLb.
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Like depositors, bankers are located at the center of the circle.
The ability to evaluate projects involves expertise in writing �nancial contracts with en-

trepreneurs, collecting payments, and liquidating projects in the event of non-payment. No single
banker has enough personal wealth to �nance a project on his own. So groups of bankers pool
their savings and incorporate Nt institutions called banks at di�erent locations on the circle2. Let
Nt denote the set of bank locations on the circle at time t, so that |Nt| = Nt and i ∈ [0, 1) for all
i ∈ Nt. I exclude explicit bank collusion in setting loan prices.

Banks �nance projects with loans. Bankers are the equity investors in banks and can perfectly
observe the loan portfolio of their banks. I denote the expected return on bank equity capital at
time t by R̂E,t+1. A banker consumes the realized return on his investment in the second period.

Aggregate bank equity in the economy will turn out to be the savings of bankers wtLb, and
will play a critical role. When aggregate equity is low, the cost of equity will be high, and vice
versa. Bank equity is the source of a �nancial-accelerator e�ect similar to Bernanke and Gertler
(1989), but here the e�ect is coming from the banking sector. Bank equity capital positions become
a channel through which an i.i.d. aggregate productivity shock propagates through time despite
fully depreciating physical capital. The tight link between banker savings and bank net worth is
one way to capture the notion that bank cost of equity is low in good times and high in bad times.

Entrepreneurs

Entrepreneurs are endowed with both Le units of labor and a potential project. They are risk
neutral with no disutility of labor. An entrepreneur decides either to work for the representative
output �rm and consume income wtLe, or start a �rm, pursue the project, and consume the net
return. Projects are non-tradeable and non-transferable. Entrepreneurs lack any wealth, so their
projects must rely entirely on bank �nancing.

Entrepreneurs are located at di�erent positions on the circle and their individual locations
are important. Entrepreneurs are identi�ed by the locations of their projects j ∈ [0, 1) . Consider
an entrepreneur positioned at location j who thinks about a loan from bank i ∈ Nt. Let Ri

L,t be
the gross lending rate bank i charges on the loan. The expected utility of entrepreneur j who
undertakes the project and borrows from bank i at time t is

U e
j,i =

1

2

[
q̂t+1κ−Ri

L,t

]
− c|i− j|. (3)

Prior to �nancing, the entrepreneur expects the project to succeed half the time, and expects
to default and receive nothing in the other half. The term q̂t+1 is the expected relative price of
physical capital as of time t. If the project is successful, the entrepreneur will receive the expected

2Agents who collaborate to form �nancial intermediaries is also featured in Ramakrishnan and Thakor (1984).
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high return q̂t+1κ in the physical capital market. He must also repay the bank loan with interest:
Ri
L,t.

3

Entrepreneurs have preference to borrow from a bank “nearby.” This preference for proximity
is represented by the term −c|i− j|, where c captures the strength of the preference and |i− j| is
the shortest arc length between i and j.

There are many interpretations of the proximity preference. An entrepreneur could prefer a
closer bank because the bankers there speak the same language, or demand less paperwork, or
because the bank has a reputation for speci�cally lending to the industry or area the entrepreneur’s
project is in.

In fact, banks end up specializing in di�erent segments of the industrial loan market. The
preference for minimizing the distance will incline an entrepreneur to borrow from a bank with
expertise in that entrepreneur’s industry or geographic area. Paravisini et al. (2015) provide
empirical evidence that �rms with exports have a greater likelihood of borrowing from a bank
that specializes in that �rm’s exporting country.

2.3 Banks

After incorporation, banks extend credit in the form of one-period bank loans to entrepreneurs.
After the project returns, each bank collects the promised repayments from entrepreneurs with
successful projects. They also liquidate failed projects, which involves selling the distressed
assets in the physical capital market. After all payments are collected and sales are made, each
bank repays its depositors and issues a liquidating dividend to its equity holders. Bank equity is
therefore all external equity with no retained earnings. In the next period, a fresh crop of banks
are incorporated under the new generation of bankers.

Banks confront two key frictions: deadweight costs from liquidating assets and a constraint on
leverage. The �rst friction encourages them to be small, specialized, and “close” to their average
borrower, whereas the second friction encourages them to be big, broad, and “far” from their
average borrower. Banks trade o� these two frictions when choosing their loan portfolios.

Loan portfolio

I restrict a bank to only �nance projects that are positioned along arcs centered at the bank’s home
location (headquarters). Let ∆i

t ∈ [0, 1] denote the arc length of the projects �nanced by a bank
headquartered at position i on the circle. With each project requiring a single unit of �nancing,
the size of the total loan portfolio of bank i is then ∆i

t. This length can also be considered the
“size” of the bank. A visual depiction of a bank i′s portfolio is given in Figure 4.

3Physical capital is sold to the representative �rm at the end of the period. However, the productivity of that
capital is not known until the start of the following period once the shock Ãt+1 realizes. Therefore, physical capital
transactions are based on the expected relative price.

15



Figure 4: Bank Loan Portfolio Representation

Notes: Projects are uniformly distributed around the circle. Bank i is headquartered at the bottom dot. The bank’s
loan portfolio size ∆i

t is the length of the arc centered at bank i′s headquarters. The three remaining dots represent
other banks in the loan market.

Banks issue take-it-or-leave-it loan o�ers to entrepreneurs. Banks know entrepreneurs have a
preference for proximity, and they are aware of the preference structure (−c|i− j|). However,
the location of an entrepreneur is unobservable to any bank at the time the loan is contracted.
Also at that time, all projects share identical potential returns per unit of investment and bear the
same risk. For these reasons, a bank does not engage in any degree of price discrimination, but
instead posts a single lending rate Ri

L,t, while taking into account the rates of all other banks on
the circle. Entrepreneurs will self-select into banks according to their preferences and the posted
lending rates. In Appendix A.8, I show that the results of the model go through even if the bank
can price discriminate.

Diversi�cation

In �nancing multiple projects, a bank can reduce the uncertainty of its loan portfolio through
diversi�cation. For a given ∆i,

t , the bank’s average probability per project of receiving payment
Ri
L,t, prior to the realization of ũt+ , is given by

∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)

=
1

∆i
t

∫ (∆it)/2

−(∆it)/2

1

2

(
1 + cos

(
2π (i+ j + ũt+)

))
dj

=
1

2
+

sin (π∆i
t)

∆i
t︸ ︷︷ ︸

diversification

cos
(

2π (i+ ũt+)
)

2π︸ ︷︷ ︸
residual

uncertainty

. (4)
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I call (4) the repayment rate of bank i′s loan portfolio, as it is the fraction of projects whose owners
can repay the bank.

Two components comprise the repayment rate of a portfolio: diversi�cation and residual
uncertainty. The diversi�cation component captures the reduction in the uncertainty of a bank
loan portfolio’s payo� from choosing a larger arc length around the circle. The residual uncertainty
component re�ects the risk that remains in a loan portfolio that is imperfectly diversi�ed.

Important properties of the repayment rate are presented in Lemma (2).

Lemma 2. The repayment rate of bank i′s portfolio satis�es the following properties:

1. (Common mean) The expected repayment rate is always 1
2
, no matter the choice of ∆i

t.
2. (No diversi�cation) As ∆i

t ↓ 0, the bank’s repayment rate approaches the same probability that
a single project succeeds, given in (1).

3. (Declining variance) As ∆i
t increases, the variance of the repayment rate declines.

4. (Perfect diversi�cation) When ∆i
t ↑ 1, the repayment rate approaches 1

2
, no matter the realiza-

tion of ũt+ .

Proof. See Appendix (A.3).

The repayment rate of an imperfectly diversi�ed bank is a random variable prior to the
realization of ũt+ . Though, no matter the bank’s arc length, the expected repayment rate on its
portfolio is always 1

2
: the bank expects half its loan portfolio to repay and half to default.

As a bank lends to more and more entrepreneurs around the circle, it reduces the variability of
its repayment rate by diversifying its loan portfolio. This reduction in a bank’s loan portfolio risk
is similar in spirit to the bene�ts of bank diversi�cation identi�ed in Diamond (1984). Eventually,
if a bank lends the circumference of the circle, its portfolio becomes risk-free, being immune to
the random realization of ũt+ . In this case, half the portfolio will succeed and half will fail; the
payo� of the portfolio is no longer uncertain.

Debt constraint

Diversi�cation a�ects a bank’s �nancial capital structure. Bank capital structure consists of deposits
from depositors and equity capital from bankers. The bank chooses the composition of debt and
equity to �nance its operations. The �rst friction a bank encounters a�ects its capital structure.

Both bankers and depositors know their bank’s loan portfolio ∆i
t. Whereas bankers also

perfectly observe the uniform shock ũt+ , and thus the realized pro�ts of their bank’s loan portfolio,
depositors do not. However, depositors do know the loan repayment rate function in (4), and hence
are certain of their bank’s minimum possible repayment rate. The minimum pro�t on the loan
portfolio is the maximum amount depositors can prove and recover from the bank in bankruptcy
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court. Depositors are only willing to �nance their bank up to this amount.4 The minimum of (4)
over the shock ũt+ is

Prmin
(
Ri
L,t|∆i

t

)
=

1

2

(
1− sin (π∆i

t)

π∆i
t

)
.

Denote the minimum loan pro�ts for bank i at time t as Πi,t
min. Depositors are willing to lend

an amount up to the discounted face value of Πi,t
min. Because deposits are safe, the deposit rate is

the risk-free interest rate Rf,t. Let Di
t be the amount of deposits a bank chooses. The constraint

on Di
t is

Di
t ≤

Πi,t
min

Rf,t

. (5)

I call the maximum amount a bank can raise in deposits the debt capacity of the bank. Whatever
additional outside �nancial capital a bank requires to �nance its operations, it obtains from the
equity market at the required expected equity return R̂E,t+1. In equilibrium, equity will be at least
as expensive as debt

(
R̂E,t+1 ≥ Rf,t

)
.

The minimum repayment rate of a bank determines its debt capacity, which in�uences its
leverage. As a bank increases ∆i

t, it expands its lending operations to more and more industries or
areas across the circle, and diversi�es its portfolio. Depositors, in turn, are then willing to lend
more to the bank. The minimum repayment rate of the bank is increasing in ∆i

t, and so too will
its debt capacity and leverage. 5

Liquidation costs

A bank has reason to extend its �nancing around the circle in order to diversify, loosen its debt
constraint, and obtain cheaper deposit �nancing. Because project success probabilities near the
bank are more highly correlated with each other than with those farther away, the bank achieves a
greater diversi�cation bene�t per loan the larger its loan portfolio.6 The debt constraint encourages
banks to be diversi�ed and big.

A second friction encourages them to be specialized and small. The friction limits how much a
bank can recover from loans in default. The entrepreneur cannot make payment after a project

4Bank i su�ers its minimum repayment rate if the shock lands at location | 12−i| if i ∈
[
0, 1

2

]
or location 1−|12−i|

if i ∈
(

1
2 , 1
)
. If the shock lands at some other location for all i ∈ Nt, every bank’s realized repayment rate exceeds

the minimum.
5The debt constraint in (5) can equivalently be considered a minimum equity capital requirement. Denote the

total assets of the bank by Ait. Substituting the balance sheet identity Ait ≡ Di
t + Eit , the constraint can be written

as Eit ≥ Ait −
Πi,tmin

Rf,t
. So rather than choosing an amount Di

t in deposits, the bank instead can choose an amount
Eit in equity, provided its choice satis�es a minimum amount. A greater diversi�ed bank loosens this equity capital
requirement, allowing the bank to issue less equity and more debt.

6Formally, for small ∆i
t, −

d2
(

sin(π∆it)/∆it
)

d(∆i
t)

2 > 0. The sign is negative because the diversi�cation component in

(4) is decreasing in ∆i
t, as a larger loan breadth reduces the exposure of the bank’s repayment rate to the residual

uncertainty.
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failure. With the loan in default, the bank transfers control rights of the project to itself, seizes the
collateralized assets, and liquidates those assets in the physical capital market. However, the bank
recovers less than the full amount of low physical capital return κ, which means liquidation is
costly.

I assume the total liquidation costs of a bank, denoted g (∆i
t) , are increasing in a bank’s loan

portfolio ∆i
t at an increasing rate. I take the function g to be

g
(
∆i
t

)
= γ

(
∆i
t

)2
, (6)

with γ > 0. The bank loses the amount g in physical capital from every loan it liquidates. Because
liquidation costs are convex in ∆i

t, the bank su�ers a diseconomy of scale, making diversi�cation
costly.7

A bank’s loan portfolio ∆i
t signi�es the class of industries or geographic areas to which it lends.

Successfully extending credit to a speci�c set of industries or locations requires expertise in those
markets. I interpret the arc length ∆i

t to be an indicator of a bank’s expertise or specialization. It
also represents the size of the bank. A greater arc length means a greater “distance” between the
bankers who oversee individual loans and bank headquarters.

Part of a bank’s expertise is intimate knowledge of the “soft” information about the industries
or locations it lends to that is not easily communicated to others. This information includes the
organizational structures of the �rms, common production processes, the local customer markets,
and importantly, the second best use of the physical capital assets. Convex liquidation costs is a
reduced-form representation of the economic reasoning in Stein (2002): bank lending that relies
on soft information weakens the research incentives of the line managers in a large, hierarchical
bank. These weakened incentives make bankers less capable of liquidating distressed assets at
their full value.

Bank decision

A typical bank i chooses a lending rate Ri
L,t and quantity of deposits Di

t to maximize expected
pro�ts over a single period, perfectly knowing and taking as given (1) the demand curve for bank
credit (described below), (2) the lending rates of other banks, (3) the number of banks Nt on the
circle, and (4) the factor prices wt and q̂t+1, and the costs of debt and equity capital, Rf,t and
R̂E,t+1, respectively. Let FCi

t denote the �nancing cost function for bank i.
7Having the liquidation costs be a function of the distance between the failed project and the bank headquarters

greatly complicates the aggregation of physical capital. Instead, I make the liquidation costs a function of bank size,
which is related to distance, because a larger bank will be farther from its average borrower.
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Expected pro�ts of the typical bank at time t are

Πi
t =

1

2
Ri
L,t∆

i
t +

1

2
q̂t+1

(
κ∆i

t − g
(
∆i
t

))
− FCi

t . (7)

Prior to the realization of ũt+ , the bank expects half the projects in its loan portfolio to repay
and half to default. The �rst term in (7) represents expected payments received from the fraction
of projects that succeed. The second term is the expected proceeds from the fraction that fail. In
this case, the bank recovers the low returns on physical capital net of the liquidation costs.

The �nancing cost function FCi
t consists of the payments to depositors and equity holders.

The function is
FCi

t = Rf,tD
i
t + R̂E,t+1

(
∆i
t + f −Di

t

)
, (8)

where f is a �xed cost of entry into the commercial loan market (i.e., costs of chartering, complying
with regulations, building the organizational form, etc.). Market power without a �xed cost would
encourage an unlimited number of banks to enter the lending market. The bank requires an
amount ∆i

t + f in �nancing. The minimum loan pro�ts that determines the debt constraint of (5)
are

Πi,t
min = Prmin

(
Ri
L,t|∆i

t

)
Ri
L,t∆

i
t

+
(
1− Prmin

(
Ri
L,t|∆i

t

))
q̂t+1

(
κ∆i

t − g
(
∆i
t

))
.

The bank maximizes (7) subject to (5).

3 Demand Curve for Bank Credit
The purpose of this section is to construct the demand curve for bank credit from the perspective
of a typical bank. In doing so, I describe the industrial organization of the banking sector.

Entrepreneurs choose which bank to �nance a project in order to maximize utility presented
in (3). For an entrepreneur to borrow from a bank and undertake the project at all, the expected
return from the project must exceed the outside option: the income from working, wtLe. Because
of a preference to be “close,” as measured by the distance cost c, an entrepreneur will always
choose between three alternatives: the outside option, a loan from the bank to his or her “left” on
the circle, and a loan from the bank to his or her “right.”

Because I will focus on symmetric equilibria, I derive the demand curve for a typical bank i
assuming (1) Nt banks operate on the circle, located a distance 1

Nt
from each other, and (2) all

other banks on the circle charge the same �xed lending rate RL,t, whereas bank i decides on its
lending rate Ri

L,t. The demand curve for credit from the typical bank will consist of a monopoly,
competitive, and kinked component.
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3.1 Monopoly

The monopoly portion of bank i′s demand curve consists of the set of lending rates the bank can
charge and face no competition from its neighboring banks.

To begin, if bank i sets Ri
L,t > q̂t+1κ − 2wtL

e, no entrepreneur on the circle would �nd it
worthwhile to borrow from the bank. The price of the bank’s loan would be so high that even the
entrepreneur located at the bank’s headquarters would rather work or borrow from a neighboring
bank.

As bank i lowers Ri
L,t, however, it will start attracting entrepreneurs whose surplus from the

project exceeds the outside option value. Denote by x the distance from the bank’s headquarters
such that the entrepreneur located at that distance has a surplus from the project equaling the
value from working. The entrepreneur’s surplus consists of the expected net return on the project
1
2

(
q̂t+1κ−Ri

L,t

)
less the distance cost cx. Formally, x satis�es

1

2

(
q̂t+1κ−Ri

L,t

)
− cx = wtL

e.

The entrepreneur at distance x is indi�erent between managing the project and working. Solving
for x yields

x =
1
2

(
q̂t+1κ−Ri

L,t

)
− wtLe

c
.

A typical bank will fund projects on either side of it, so the monopoly demand function for bank i,
denoted ∆i,M

t , is

∆i,M
t =

1
2

(
q̂t+1κ−Ri

L,t

)
− wtLe

c/2
. (9)

This quantity de�nes the potential local monopoly market of the typical bank. The monopoly
demand function is increasing in the high physical capital return q̂t+1κ. It is declining in the
lending rate Ri

L,t, the outside option value wtLe, and distance cost c. Although a bank faces no
competition from other banks in its local monopoly market, the bank implicitly competes with
the outside option of entrepreneurs.

3.2 Competitive

The competitive part of bank i′s demand curve consists of the set of lending rates that would
expand bank i′s loan portfolio into the lending market of a neighboring bank, igniting competition
between the two.

If an entrepreneur is choosing between two banks, it must mean the expected return on the
project exceeds the outside option value. The entrepreneur will borrow from the bank o�ering
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the lower �nancing and distance cost. Because the neighbor is located 1
Nt

distance away on the
circle, a typical bank will capture all projects within a distance x satisfying

1

2
Ri
L,t + cx ≤ 1

2
RL,t + c

(
1

Nt

− x
)
.

The entrepreneur who is indi�erent between the two competing banks is at a distance x′ that
satis�es the above relation with equality. Solving for x′ gives

x′ =
1/2
(
RL,t −Ri

L,t

)
+ c/Nt

2c
.

Because the typical bank competes against the two neighbors on either side, its competitive
demand function ∆i,C

t = 2x′, making

∆i,C
t =

1/2
(
RL,t −Ri

L,t

)
+ c/Nt

c
. (10)

Bank i′s competitive credit market shrinks the more its lending rate exceeds the rates of the
neighbors. Additionally, the more banks on the circle, the closer every entrepreneur is to a
potential bank, which narrows the competitive market of any one bank.8

The size of bank i′s competitive lending market is determined by the marginal entrepreneur
who is just indi�erent between borrowing from bank i and borrowing from the bank’s neigh-
bors. Entrepreneurs located closer to bank i will strictly prefer borrowing from it. Conversely,
entrepreneurs located outside bank i′s competitive market strictly prefer borrowing from the
competing neighbor. For these reasons, each entrepreneur will prefer funding the project using a
single bank. Petersen and Rajan (1994) document that small U.S. �rms tend to concentrate their
bank borrowing from one source. I assume the marginal entrepreneur �ips a fair coin, and picks
the bank according to the result.

3.3 Kinked

When bank i reduces its lending rate to exactly match the neighboring rateRL,t, its local monopoly
market will just touch the monopoly markets of its two neighbors, and a kinked market arises. I
denote this kinked lending rate Ri,K

L,t .

The kinked market gets its name from the kink in the demand curve at the lending rate Ri,K
L,t .

If bank i set its lending rate just above Ri,K
L,t , its local monopoly market would be segregated from

8When competing with neighboring banks, bank i could reduce RiL,t enough to capture even those entrepreneurs
residing at the neighbors’ locations. Such a pricing strategy would drive the neighboring banks out of the market, and
create a jump discontinuity in the demand curve for bank i′s credit. This predatory pricing would require posting a
lending rate below marginal cost, which would necessarily lose money, so can be ruled out in equilibrium.
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that of its neighbor. The bank would lend according to the monopoly demand function in (9). The
slope of the corresponding monopoly demand curve is dRi,ML,t

d∆i
t

= −c. Alternatively, if the bank set
a lending rate just below Ri,K

L,t , its local monopoly market would cross the markets of the two
neighboring banks, which sets o� competition. Bank i would collect demand according to the
competitive demand function in (10). The slope of the corresponding competitive demand curve is
dRi,CL,t
d∆i

t
= −2c. The di�erence in the slopes of the monopoly and competitive portions generates

the kink in the demand for bank loans.
The slope of the competitive portion is twice that of the monopoly portion for the following

reason. When the typical bank is a local monopolist that seeks to expand its market ∆i
t by an

increment, it must o�er a price concession in the amount c in order to entice the marginal
entrepreneur to borrow from a more distant, less specialized bank.

But when the typical bank tries to expand in a competitive market, it must o�er the same
price concession as before plus an additional amount c because the marginal entrepreneur is now
closer to a neighboring bank that is more specialized in the entrepreneur’s industry. The extra
concession is meant to lure the entrepreneur away from the competition.

The kink in the demand curve for bank credit is a key feature of the lending market and
critical for the main results. In the theory of kinked demand curves,9 prices under oligopoly may
“stick” around a focal price. That price is sustainable in equilibrium out of each �rm’s belief that
undercutting will trigger a price war, but charging more leads no other �rm to follow. The demand
curve an individual �rm faces will have a kink at the focal price.

The same economic reasoning applies here. If a bank reduced its lending rate below Ri,K
L,t ,

it would expand its segment of the loan market into the territories of the neighboring banks,
sparking competition and hurting pro�ts. Alternatively, raising the lending rate simply reduces
the breadth of that bank’s local monopoly market, which neighboring banks can safely ignore.
The novelty here is that aggregate net worth in the banking sector will determine whether banks
settle at that focal price.

Figure (5) illustrates bank i′s demand curve for loans, stitching together the monopoly, kinked,
and competitive lending markets.

4 Equilibrium
I study dynamic, symmetric, pure-strategy, zero-pro�t, Nash equilibria. The dynamic equilibrium
is de�ned as a sequence of static Nash equilibria that will be linked together through aggregate
savings. A static equilibrium is characterized by the tuple Et ≡

{
RL,t, Nt, q̂t+1, wt, Rf,t, R̂E,t+1

}
,

9Hall and Hitch (1939) and Sweezy (1939) introduced the concept. Maskin and Tirole (1988), Bhaskar (1988),
Rothschild (1992), and Sen (2004) give rigorous foundations. The literature on kinked demand curves is large. Reid
(1981) provides a survey.
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Figure 5: Demand Curve for Bank Credit from a Typical Bank i.

where RL,t is the single lending rate charged by all banks, Nt is the positive-integer number of
equally spaced banks on the circle, q̂t+1 is the expected relative price of physical capital, wt is
the real wage, Rf,t is the risk-free interest rate on deposits, and R̂E,t+1 is the required expected
return on equity. The tuple is determined so that (1) every bank’s choice of lending rate RL,t

is pro�t-maximizing, (2) this choice of lending rate earns zero expected pro�ts10, (3) the circle
contains no gaps

(
∆i
t = 1

Nt
, ∀i

)
, and (4) markets clear.

The market for bank credit will be characterized by monopolistic competition, as in Chamberlin
(1933), Robinson (1969), and Salop (1979). Entrepreneur preference for proximity will be a source of
di�erentiation among banks that gives them market power in loan pricing, even when competing
with one another to fund projects. Banks perfectly compete for deposits and bank equity.

4.1 Competitive and kinked equilibria

Three types of equilibria are possible in the economy: monopoly, kinked, and competitive. These
types correspond to the three parts of the demand curve for bank credit.

A convenient way to visualize the equilibrium of the economy is to plot the average revenue
and average cost curves of banks, given a set of prices

(
wt, q̂t+1, Rf,t, R̂E,t+1

)
that clear the other

10In equilibrium, banks will enter or exit the lending market each period until no more pro�ts can be made. A
non-integer number of banks ηt might be required for zero pro�ts. In this situation, the equilibrium number Nt will
be the largest previous integer to ηt, and banks on the circle earn positive expected pro�ts in equilibrium. The next
bank to enter, however, would earn negative expected pro�ts, which prevents entry.
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markets. The point of tangency between the two curves indicates the equilibrium. Tangency
ensures all Nt banks in the loan market jointly earn zero expected pro�ts at the pro�t-maximizing
lending rate RL,t.

The average revenue curve is a simple a�ne transformation of the demand curve for bank
loans. The part of the average revenue curve at which the average cost curve lies tangent indicates
the equilibrium as monopoly, competitive, or kinked. If the average cost curve touches the kink in
the average revenue curve, the �rst-order condition of the bank’s problem will hold as a strict
inequality.

I focus on kinked and competitive equilibria rather than monopoly. The monopoly equilibrium
does not add much to the main results, and the economy can be in a monopoly equilibrium at
only one point on the average revenue curve.11 For these reasons, I ignore it.

Dividing the bank pro�t function in (7) by ∆i
t gives the average revenue and average cost

functions. Denote them by AR (∆i
t) and AC (∆i

t) , respectively:

AR
(
∆i
t

)
=

1

2

(
Ri
L,t + q̂t+1κ

)
, (11)

AC
(
∆i
t

)
=

1

2
q̂t+1γ∆i

t −

(
R̂E,t+1

Rf,t

− 1

)
Πi,t

min

∆i
t

+ R̂E,t+1

(
1 +

f

∆i
t

)
. (12)

The second term in the average cost AC (∆i
t) is negative because it represents the cost savings

from cheaper debt �nancing. Here, the lending rate Ri
L,t is the inverse demand function for loans

and a function of ∆i
t. An illustration of a kinked and competitive equilibrium is presented in

Figure 6.
The average cost curve is downward sloping and convex because of the �xed cost of bank

entry f. In both equilibria, banks specialize their lending over non-overlapping segments of the
credit market. Local bank markets cannot overlap since entrepreneurs will only select a single
bank in equilibrium given their preferences. In the kinked case, monopoly markets just touch and
competition is threatened, whereas in the competitive case, competitive markets just touch and
competition is active.

A simple way to distinguish the two types of equilibria is to consider a deviation by a bank
thinking to raise its lending rate. In a kinked equilibrium, if a bank were to raise the rate, its
customers would elect to work rather than borrow. In a competitive equilibrium, its customers
would still borrow, but from the neighboring bank. A positive deviation in the kinked equilibrium
kicks entrepreneurs out of the credit market; in the competitive equilibrium, it relinquishes them

11The equilibrium requirement that ∆i
t = 1

Nt
for all i implies local monopoly markets will just touch in a monopoly

equilibrium. However, a kinked equilibrium also features local monopoly markets just touching. The only point of
tangency in a monopoly equilibrium, therefore, is located immediately before the kink (approaching from the left) in
the average revenue curve.
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Figure 6: Kinked and Competitive Equilibria

Notes: The equilibrium lending rate RL,t and loan portfolio arc length ∆t are determined at the point where the
average revenue curve and average cost curve are tangent (competitive) or just touch (kinked). Kinked average
revenue and average cost curves are solid; competitive are dashed.

to a competitor.

4.2 Market clearing

Five markets must clear in equilibrium: bank credit, labor, physical capital, deposit, and equity. I
brie�y describe each of the markets next.

The condition of no gaps on the circle ensures the market for bank credit clears: the aggregate
demand for project �nancial capital (1) will match the aggregate supply of bank loans

(
Nt × 1

Nt

)
at the equilibrium lending rate RL,t.

I normalize the aggregate supply of labor to one, which means the labor endowments of
depositors and bankers are arranged so that 2Ld + Lb = 1. In equilibrium, all entrepreneurs will
undertake their project rather than work, so they do not contribute to the labor supply. The wage
is determined by the marginal productivity of labor:

wt = (1− α)AtK
α
t . (13)

The supply of physical capital is given by the capital-formation equation of (2). The capital
demand curve is set so that the expected relative price of physical capital equates to the expected
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marginal product:
q̂t+1 = αAKα−1

t+1 , (14)

where A again is the mean of Ãt.
The supply of bank deposits is the aggregate private savings of depositors st. From depositor

preferences, their savings are

st =
Ld

(1 + β (1− τ))

(
βwt −

ŵt+1

Rf,t (1− τ)

)
, (15)

where ŵt+1 is the expected period t + 1 wage. Banks will maximize their deposit �nancing, as
deposits must be no more expensive than equity

(
Rf,t ≤ R̂E,t+1

)
for the equity market to clear.

The deposit constraint (5) will bind. The demand curve for bank deposits, denoted Dt, is

Dt = Nt

(
Πt

min

Rf,t

)
. (16)

Finally, the supply of bank equity capital is the aggregate private savings of bankers: wtLb.
Equity demand, denoted Et, is the aggregate funding shortfall after deposit �nancing:

Et = Nt

(
1

Nt

+ f − Dt

Nt

)
. (17)

Aggregate net worth in the banking sector is directly tied to banker savings, making it pro-
cyclical. In a downturn, the equity position of banks will deteriorate, putting upward pressure on
the cost of equity capital R̂E,t+1. Bank equity will play an important role in whether the interest
rate channel is e�ective.

4.3 Dynamics

In this section, I derive the dynamical system representing the equilibrium of the economy. The
state variable of the economy turns out to be the lagged number of banks Nt−1, or equivalently,
the current period physical capital stock Kt.

Physical capital stock

The economy displays non-trivial dynamics despite i.i.d. aggregate shocks and fully depreciating
physical capital. From the formation equation in (2), the supply of physical capital in period t that
is available for use in period t+ 1 is

Kt+1 =
1

2
(κ+ κ)−

γ/2

N2
t

. (18)
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The �rst term of (18) comes from the real side of the economy. Half the projects will generate the
high physical capital return κ and half will generate the low return κ. The second term comes
from the banking sector. It re�ects the loss in the quantity of physical capital produced from the
liquidation of failed projects.

For every project that fails, a bank will lose an amount γ/N2
t from liquidation costs. In aggregate,

the total fraction of failed projects is 1
2
. So the amountG (1, Nt) =

γ/2

N2
t
will be lost from the physical

capital stock across the banks in the credit market.
A greater number of banks in the economy means each will lend to a more specialized set of

industries, making the banking sector as a whole more e�cient at recovering the low physical
capital return from projects in default. Aggregate physical capital production will be higher, as
well as output.

Propagation

The link between aggregate savings, bank equity capital, and the number of banks in the lending
market allows i.i.d. aggregate productivity shocks to propagate through time despite a fully
depreciating physical capital stock. Substituting (18) into the factor market-clearing condition for
the wage (13) gives

wt = (1− α)At

(
1

2
(κ+ κ)−

γ/2

N2
t−1

)α
, (19)

The equilibrium evolution equation for physical capital in (18) and the wage equation in (13)
is key to understand the source of the propagation. Shocks will a�ect the aggregate supply of
deposits and bank equity capital through the wage, which will in�uence the cost of bank funding
Rf,t and R̂E,t+1. Costs of bank funding will partly determine the number of banks Nt sustainable
in the lending market through the average revenue and average cost functions.12 A high cost of
funding, for instance, will lower potential pro�ts in the credit market and restrict the number of
banks.

In turn, the number of banks a�ects the e�ciency of bank specialization in the production
of the physical capital stock that is usable the following period. A shock At will thus in�uence
production in period t+ 1, and so on, because the wage the next period is a�ected, as are the cost
of bank funding, the number of banks Nt+1, and the physical capital stock the following period. A
shock propagates through aggregate savings, the cost of bank funding, and bank specialization.

12The asset prices Rf,t and R̂E,t+1 are available in closed form in both the competitive and kinked equilibria. I
provide them in Appendix (A.5).
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State variable

The state variable of the economy is the lagged number of banks Nt−1, as information about that
variable is enough to determine the future evolution of the economy in the absence of any further
shock. 13

For a �xed level of productivity At, an evolution equation for Nt characterizes the equilibrium
dynamical system. The evolution equation is an implicit non-linear function F (Nt−1, Nt). In
the kinked case, that function is the equity-market-clearing condition (20). In the competitive
case, that function is the zero-pro�t condition (21). The zero-pro�t condition equates the average
revenue and average cost curves of (11) and (12) and sets ∆i

t = 1
Nt

:

wtL
b = 1 + fNt −Nt

(
Πt

min

Rf,t

)
, (20)

1

2
(RL,t + q̂t+1κ) =

1

2

q̂t+1γ

Nt

−

(
R̂E,t+1

Rf,t

− 1

)
NtΠ

t
min + R̂E,t+1 (1 + fNt) . (21)

The lending rate RL,t in (21) is the kinked lending rate, whereas the lending rate that is implicit in
Πt

min in (20) is the competitive lending rate. We shall see next that the degree of pass-through of
the interest rate to bank lending rates depends on the type of equilibrium.

5 Frustrated Monetary Policy
This section presents the main results on interest rate pass-through. In Proposition 1, I present
the bank lending rates in both the competitive and kinked equilibria. I then discuss how the
pass-through depends on the amount of bank equity and the type of equilibrium. The superscripts
in the proposition signify di�erent values of the endogenous objects across the two equilibria.

Proposition 1. (Lending rates) The bank lending rate in a competitive equilibrium is

RC
L,t =

R̂C
E,t+1 + 1

2

[
q̂Ct+1g

′
(

1
NC
t

)
− q̂Ct+1κ+ 2c

NC
t

]
+

(
R̂CE,t+1

RCf,t
− 1

)
φ
(

1
NC
t

)
1
2

+

(
R̂CE,t+1

RCf,t
− 1

)
ψ
(

1
NC
t

) , (22)

where the functions φ and ψ are de�ned in Appendix A.4 by equations (35) and (36), respectively.

13From the physical capital equation in (2), a bijection exists between the physical capital stock Kt and the lagged
number of banks Nt−1. Therefore, the state variable Nt−1 can be replaced by Kt. I use Nt−1 in the unit investment
case for ease of notation. When investment can vary in section (7), the bijection is lost, and the physical capital stock
Kt becomes the state variable.
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The kinked equilibrium lending rate is

RK
L,t = q̂Kt+1κ− 2wtL

e − c

NK
t

. (23)

Proof. See Appendix A.4.

5.1 Perfect pass-through

Consider �rst the competitive lending rate. Suppose the supply of equity were so large the equity
market cleared at the lower-bound price R̂E,t+1 = Rf,t. This price is the lower bound because a
banker would have no reason to invest equity into a bank unless he or she earned at least the
return of a depositor.

In this situation, deposits and equity are perfect substitutes, so the bank faces a single cost
of �nancial capital Rf,t. Because the bank could �nance itself entirely with equity, the credit
constraint (5) would be slack. The functions φ and ψ in (22) re�ect a bank’s debt capacity. They
enter the lending rate if the constraint binds. Here, they are set to zero.

The lending rate in such a competitive equilibrium would be

RC
L,t = 2R̂C

f,t + q̂Ct+1g
′
(

1

NC
t

)
− q̂Ct+1κ+

2c

NC
t

. (24)

The competitive lending rate re�ects the marginal cost of doing business in the loan market
plus a mark-up from bank market power. The �rst term is the marginal cost of �nancing passed
onto entrepreneurs. The second and third terms are the marginal liquidation costs net of the
recovery value from a project in default. The more a bank can get from liquidation, the less it can
charge the entrepreneur. These �rst three terms represent the cost of borrowing if entrepreneurs
picked banks solely on price with no preference for those nearby (c = 0). In that case, perfect
competition would drive banks to charge exactly the marginal cost of extending credit.

When banks can di�erentiate themselves by distance (c > 0), they charge a markup over
marginal cost, which is the last term in (24). The slope of the competitive demand curve and the
number of banks determine the size of this markup. The costlier it is for entrepreneurs to contract
with banks at a distance from their industries or areas (large c), the faster their demand for loans
from remote banks drops o�. The imperfect competition allows banks to exploit this feature of
the demand curve by charging a larger markup against those entrepreneurs who pick them. More
banks competing in the market for loans (large NC

t ) lowers individual market power and shrinks
the markup.

The interest rate enters the bank lending rate linearly, so perfect pass-through occurs. Com-
petition is the reason: if a bank observes its cost of funding drop, and does not lower its lending
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rate, it would lose customers to a neighboring bank. To remain in business, the bank must pass
through any changes in the interest rate to its lending rate.

5.2 Imperfect pass-through

Now suppose equity were scarce, so that the equity market cleared at price R̂E,t+1 > Rf,t. A bank
would have strict preference for cheaper deposit �nancing, so the credit constraint would bind.
The debt capacity of the bank now becomes important when the bank chooses the competitive
loan rate.

The loan rate is now (22). The rate re�ects the blend of debt and equity in the bank’s �nancial
capital structure. The functions φ and ψ capture this blend. They adjust the marginal cost of
�nancing from an incremental growth in the loan portfolio. This fact can be seen clearly from
Lemma (3), which presents a typical bank’s marginal �nancing cost function FC ′ (∆i

t) as it
increases its portfolio size ∆i

t:

Lemma 3. The marginal �nancing cost function of a typical bank i is

∂FCi
t

∂∆i
t

= R̂E,t+1 +

(
R̂E,t+1

Rf,t

− 1

)[
φ
(
∆i
t

)
− ψ

(
∆i
t

)
Ri
L,t

]
. (25)

Proof. See Appendix A.4.

A marginal increase in a bank’s loan portfolio has two e�ects on its cost of funding. The �rst
e�ect is a higher �nancing cost from the need for more equity to fund the portfolio at price R̂E,t+1.
The second e�ect is a decrease to the cost of funding as the bank tilts its capital structure to
cheaper debt �nancing because of greater diversi�cation.

The second term in (25) are cost savings from diversi�cation. They re�ect changes to the
minimum possible loan pro�t of the bank Πi,t

min, which determines its debt capacity. For a �xed
lending rate Ri

L,t, an expansion in ∆i
t increases the debt capacity of the bank at rate ψ. The

higher debt capacity generates �nancing cost savings at rate
(
R̂E,t+1

Rf,t
− 1
)
, which are passed onto

entrepreneurs, in the form of a lower lending rate in equilibrium.
Greater diversi�cation decreases the bank’s minimum failure rate on its portfolio (1− Prmin).

A lower failure rate means the bank will receive payment Ri
L,t on more of its loans. It also means

the bank will retrieve the low physical capital return q̂t+1κ net of the liquidation costs on less of its
loans, as fewer will default. Less recovery values from fewer defaults reduces the minimum loan
pro�t of the bank and its debt capacity. The function φ is the rate at which debt capacity decreases
with ∆i

t. Lower debt capacity increases marginal �nancing costs, raising the competitive lending
rate.

Figure 7 depicts the bene�ts of diversi�cation on the competitive lending rate. The �gure plots
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the loan rate in (22) when the functions φ and ψ are zero (so there are no bene�ts of diversi�cation)
and when the functions are non-zero (so there are bene�ts). The larger the bank’s ∆i

t, the more
diversi�ed its loan portfolio, so the more deposits it can raise. Cheaper deposit �nancing lowers
bank �nancing costs, which reduces the competitive lending rate. These cost savings decline as
the bank becomes less diversi�ed because the bank can raise fewer and fewer deposits when its
loan portfolio becomes more and more specialized.

When the credit constraint on bank �nancing binds, the degree of pass-through now relies
on bank �nancial capital structure. The relation is non-linear and imperfect. Interest rate pass-
through depends on the functions φ (∆i

t) and ψ (∆i
t), which re�ect the bank’s debt capacity and

its diversi�cation. The pass-through also depends on the cost of equity capital R̂E,t+1, which is a
function of aggregate bank net worth.

Figure 7: Competitive Lending Rate With and Without Diversi�cation Bene�ts

Lending rate without 
diversification

Lending rate with 
diversification

Cost savings from 
diversification

Notes: The gray curve is the competitive lending rate in (22) if the functions φ and ψ are set to zero so that the bank
realizes no diversi�cation bene�ts. The blue curve is the lending rate in (22) unaltered. Factor prices and costs of
�nancial capital are held �xed in the illustration.

5.3 No pass-through

In a kinked equilibrium, banks operate o� the kink in the demand curve for loans, which means their
pro�t-optimality condition will hold as a strict inequality. It does not determine the equilibrium
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lending rate. The marginal cost of extending loans does not either. The lending rate instead is
taken o� the monopoly portion of the demand curve for bank credit, given by (23).

Banks in a kinked equilibrium are local monopolists in segmented industries of the credit
market in which they specialize. They compete against the outside option of entrepreneurs rather
than with each other. As seen in (23), a bank charges a higher lending rate if a project yields a
higher successful return q̂t+1κ. The bank exploits the attraction of pursuing a project. On the other
hand, the bank cuts back on the lending rate if the wage wt is high. A high wage implies working
is a strong alternative to pursuing a project. To entice an entrepreneur to take out a loan, the bank
has to lower the rate.

The kink in the demand curve generates a jump discontinuity in the marginal revenue curve
of a bank. For this reason, if banks operate at the kink in equilibrium, small changes in the cost of
providing a loan do not a�ect the cost of obtaining a loan. No component of the marginal �nancing
cost function of the bank enters (23).

This result is critical to understanding why monetary policy is ine�ective if the economy is in
a kinked equilibrium. Any changes in the interest rate has no direct impact on the lending rate.
Competition is missing to compel banks to adjust their loan rates after changes to their cost of
funding. Each bank knows every other bank will not deviate from the kinked lending rate RK

L,t. So
no bank does. There is no pass-through.

The kink generates a sharp prediction of no pass-through. Generally, a region of a demand
curve that features higher concavity leads a monopolist to pass through less of any changes to
marginal cost. The kink creates a sharp concavity in the demand curve for loans. In Appendix
A.9, I provide one way of “smoothing” the kink. I assume that banks are unsure of which part of
the demand curve they are on when setting a price. Their uncertainty is a function of the size of
a bank’s loan portfolio ∆i

t : the larger its portfolio, the more con�dently it believes it competes
with a neighbor. I provide conditions on their uncertainty that preserves the limited pass-through
at the “smoothed” kink.

5.4 Negative pass-through

A central bank that wants to lower the lending rate for commercial credit would adjust the tax
rate τ in order to in�uence the quantity of aggregate savings and reduce the interest rate Rf,t. In
a kinked equilibrium, the only e�ect of a lower interest rate on bank lending rates will be indirect
through the number of banks NK

t .

A lower interest rate will reduce the average cost of operating a bank, increase pro�ts, and
encourage entry into the lending market. An important perverse feature of the kinked lending
rate in (23), however, is that more banks in the credit market actually leads all of them to raise
their loan rates.
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In a kinked credit market, banks are local monopolists. More banks on the circle means that
an entrepreneur can �nd one that specializes in an industry or area “closer” to the entrepreneur’s.
A bank takes advantage of its greater local monopoly power by charging a higher lending rate.

Conversely, fewer banks lead all of them to reduce their loan rates. When a bank exits the
lending market, the average entrepreneur needs to “travel” a longer distance on the circle, con-
tracting with a bank that is less specialized in his or her particular industry or location than
before. Undertaking the project becomes less attractive to the entrepreneur relative to the outside
option of working. Because the typical bank in a kinked market is competing against its borrowers’
outside options, it needs to lower the lending rate to encourage the entrepreneur to borrow instead.

By encouraging bank entry, an accommodative monetary policy has the unintended e�ect
of increasing the cost of bank credit to �rms and worsening the commercial loan spread. I call
a decrease to the interest rate that leads to an increase in the bank loan rate (and vice versa)
“negative pass-through.” This result is demonstrated formally in Proposition (2).

Proposition 2. (Negative pass-through) In steady state, for a su�ciently low �xed cost of entry f
and factor price-to-physical-capital ratios q̂ss/Kss and wss/Kss, a change in the tax rate τ that lowers
the interest rate Rf,ss increases the number of banks Nss and raises the kinked lending rate RK

L,ss.

Proof. See Appendix A.6

Bank entry increases specialization, which raises the physical capital stock. A higher capital
stock lowers the expected price of physical capital and increases the wage. The condition on the
factor price-to-physical-capital ratios in the proposition ensures the decline in the expected price
of physical capital and increase in the wage in steady state does not o� set the positive e�ect a
higher number of banks has on the lending rate. The condition on the �xed cost of entry ensures
the increased demand for deposit �nancing by the entering banks does not raise the interest rate.
The exact conditions are provided in Appendix A.6.

Figure (8) illustrates the e�ect of a lower interest rate on the average cost curve that encourages
bank entry. The average cost curve shifts inward from the lower funding costs, increasing pro�ts
of existing banks. Positive pro�ts give a reason for other banks to enter the lending market.

The negative pass-through requires the number of banks in the lending market to adjust. In
reality, bank entry or consolidation takes time. The perversity is then a long-run rather than
short-run e�ect. One can think of the short run as prior to any adjustment to Nt. Even in the
short run, the interest rate channel is still closed, as any adjustment to the interest rate has no
impact on the kinked lending rate.
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Figure 8: Bank Entry from Lower Interest Rate, Kinked Equilibrium

Notes: The interest rate declines from Rf,t to Rf,t, lowering the average cost curve from the dotted to solid line.
This change leads the number of banks to increase from Nt to Nt, which pushes the average revenue curve inward
from the dotted to solid line. The wage wt, expected wage ŵt+1, expected relative price of physical capital q̂t+1, and
expected return on equity R̂E,t+1 are held �xed in the illustration.

6 Bank Net Worth
In this section, I discuss how bank equity determines whether the credit market is in a competitive
or kinked equilibrium.

6.1 Role of Net Worth

Large enough changes in net worth transition the economy between equilibria. Indeed, a sudden
drop in bank equity positions following a negative productivity shock can move the credit market
to the kink. All banks in that situation retreat from competition. Each exploits its local monopoly
power over entrepreneurs, and all settle at the focal kinked lending rate. No bank thinks any
other will deviate in pricing, so all tacitly agree to refrain from competing with one another. The
economy can get stuck at the kink for as long as net worth remains low.

Figure 9 presents an illustration of how a large enough decline in net worth raises the cost of
equity R̂E,t+1 and the average cost curve of banks. The rise in cost transitions the credit market
from a competitive to kinked equilibrium.
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Figure 9: Transition to Kinked Equilibrium after Decline in Bank Net Worth

Notes: The economy starts in a competitive equilibrium with cost of equity R̂E,t+1, represented by the dotted lines.

An adverse productivity shock lowers aggregate bank net worth Et and raises the cost of equity to R̂E,t+1. The
average cost curve increases, leads to bank consolidation, and pushes the economy to a kinked equilibrium. The
kinked equilibrium is represented by the solid lines. The expected wage ŵt+1, expected relative price of physical
capital q̂t+1, and interest rate Rf,t are held �xed in the illustration.

6.2 Determining the Equilibrium

The equilibrium of an economy is determined by a set of conditions that I explain in detail in
Appendix A.7. Broadly speaking, the economy is in a kinked equilibrium if the entrepreneur at the
edge of a bank’s market is indi�erent between working and borrowing at the equilibrium lending
rate. The economy is in a competitive equilibrium if the entrepreneur at the edge of the market
strictly prefers borrowing to working.

Variation in either the productivity shockAt or the physical capital stockKt move an economy
between equilibria. Aggregate bank net worthEt = wtL

b is a composite ofAt andKt, so it encodes
information about both. Therefore, one can think of bank net worth as the state variable that
determines the equilibrium.

The conditions that determine the equilibrium of an economy are expressible as bounds on
the expected return on equity. The following condition uniquely determines when an economy is
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in a competitive equilibrium:
R̂C
E,t+1 ≤ hC (Et) , (26)

where hC is a nonlinear function of net worth and de�ned in expression (46) in Appendix A.7.
The intuition behind (26) is that the cost of equity cannot be so high that it restricts entry and
competition among banks.

The expected return on equity in a competitive equilibrium R̂C
E,t+1 is equation (41) in Appendix

A.5, and is also a nonlinear function of bank net worth. Values of Et for which the two functions
share the relation in (26) implies an economy featuring those levels of bank net worth is in a
competitive equilibrium.

An economy is in a kinked equilibrium if and only if the following two conditions hold:

R̂C
E,t+1 > hC (Et) ,

R̂M
E,t+1 < hM (Et) ,

where hM is de�ned in expression (47) in Appendix A.7, and R̂M
E,t+1 is the expected return on equity

in a monopoly equilibrium, given in Appendix A.5. The intuition behind these two conditions is
that the cost of equity must exceed the threshold that signi�es a competitive equilibrium, but also
be low enough to allow positive monopoly pro�ts, which characterizes a kinked equilibrium.

Figure 10 illustrates the “competitive” function R̂C
E,t+1 − hC and the “monopoly” function

R̂M
E,t+1 − hM . Values of bank net worth for which the competitive function is negative (shaded in

blue) constitute a competitive equilibrium, whereas values of net worth for which the competitive
function is positive and the monopoly function is negative (shaded in red) constitute a kinked
equilibrium. The single value of net worth for which the monopoly function is exactly zero
constitutes a monopoly equilibrium, because at that point, monopoly pro�ts are zero.

The interval of bank net worth marking a kinked equilibrium must lie between those intervals
marking a competitive and monopoly equilibrium. For this arrangement, both the monopoly and
competitive functions must both be either monotonically increasing or monotonically decreasing.

The function hC is monotonically decreasing in bank net worth. Therefore, if the competitive
expected return on equity function R̂C

E,t+1 is decreasing in bank net worth, the competitive
function R̂C

E,t+1− hC must also be decreasing. Hence, the monopoly function R̂M
E,t+1− hM is also

decreasing, as illustrated in Figure 10.
When bank net worth is high, the cost of equity is low and banks actively compete in the

lending market. Following a severe enough productivity shock, however, net worth in the banking
sector becomes impaired and the economy shifts into the red kinked region where banks refrain
from competition and the interest rate channel is closed. The economy persists in the kinked
region until bank net worth recovers enough to reach a value in the shaded blue region. With
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Figure 10: Bank Net Worth Determining the Equilibrium

Notes: The values of aggregate bank net worth Et for which R̂CE,t+1 − hC < 0 (represented by the blue shaded
area) constitute a competitive equilibrium. The values of bank net worth for which both R̂CE,t+1 − hc > 0 and
R̂ME,t+1 − hM < 0 (represented by the red shared area) constitute a kinked equilibrium.

equity capital positions improved, banks have incentive to break the tacit agreement in their
pricing, enter the markets of other banks, and resume competition. The interest rate channel then
opens.

6.3 Relation to the C&I Loan Market

Figure 10 can help us better understand the behavior of the C&I loan spread during and after the
�nancial crisis. Severe losses impaired bank balance sheets and forced many banks to be absorbed
by more solvent ones. The resulting sharp increase in bank concentration in the C&I loan market
and reduction in aggregate bank net worth is in line with the bank credit market transitioning to
the red region in the �gure. At this stage, the central bank was limited in its ability to transmit a low
policy rate to bank lending rates. Hence the persistently high C&I loan spread despite declining
measures of C&I loan default risk. Over time, as banks shored up their equity capital positions,
they resumed more aggressive competition, which would correspond to the credit market moving
into the blue region. There the central bank would have more success in transmission. Hence the
C&I loan spread gradually fell, moving more in tandem with the default-risk measures.
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7 Variable Investment Scale
The baseline model featured a single unit of investment to initiate a project. Aggregate investment
was �xed and the only dynamics originated from persistence in the banking sector’s e�ciency at
liquidating failed projects. Here, the scale of project investment can vary. Importantly, this change
allows a productivity shock to a�ect aggregate investment and to propagate through time from
both the real side of the economy and the banking sector. Also, an impairment to interest rate
pass-through now directly obstructs the central bank from a�ecting investment and in�uencing
real output.

A simple way to allow variable investment is to insert concavity into the production function
of a project. Investment thus depends on the cost of bank credit. Rather than a constant returns-
to-scale technology, the production function is now

κ
(
ιjt
)

= κ̃
(
1− exp

(
−ιjt
))
, (27)

where κ̃ = κ in the high state and κ̃ = κ in the low state. The probability of the high state is again
given by (1).

The function in (27) is continuously di�erentiable, strictly increasing, strictly concave, satis�es
κ (0) = 0, and has a �rst derivative that vanishes as ιjt →∞. All these attributes are appropriate
for a production function. This production function will generate results that are analogous to the
unit investment case, which is why I use it.

Entrepreneurs choose an amount of output to invest into the project at time t. Investment
decisions are independent of an entrepreneur’s location. So I denote by ιit an investment by an
entrepreneur who considers a loan from bank i at rate Ri

L,t. That investment decision satis�es

V e
j,i ≡ max

ιit

Et
[
π
(
ιit
)]
− c|i− j|

with
Et
[
π
(
ιit
)]

=
1

2

[
q̂t+1κ

(
1− exp

(
−ιit
))
−Ri

L,tι
i
t

]
.

The optimal investment is

ιit = log

(
q̂t+1κ

Ri
L,t

)
. (28)

Investment is now decreasing in the lending rate and increasing in the expected relative price
of physical capital. To ensure positive investment, the high return of the project κ must be large
enough so that

q̂t+1κ > Ri
L,t.
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So long as κ is su�ciently above 1, this relation will hold for all reasonable values of the gross
lending rate Ri

L,t and the expected relative price of physical capital q̂t+1.

7.1 Demand curve for loans

Exactly as in the unit investment case, the demand curve for bank credit will consist of monopoly,
kinked, and competitive components.

The indi�erence condition of the marginal entrepreneur who de�nes the size of the local
monopoly market is

Et
[
π
(
ιit
)]
− cx− wtLe = 0.

Substituting the entrepreneur’s expected pro�t at the optimal level of investment from (28), solving
for x, and multiplying by 2 gives the size of the local monopoly market:

∆i,M
t =

1
2

[
q̂t+1κ−Ri

L,t (1 + ιit)
]
− wtLe

c/2
. (29)

The monopoly demand curve here is virtually the same as the one in (9), where projects required
a single unit. The only di�erence is an adjustment for the optimal investment ιit.

When banks compete and an entrepreneur has a choice between two banks for a loan, the
entrepreneur will choose the lowest-cost �nancing. The indi�erence condition for the marginal
entrepreneur is

1

2

[
Ri
L,t

(
1 + ιit

)]
+ cx =

1

2
[RL,t (1 + ιt)] + c

(
1

Nt

− x
)
,

making the competitive demand curve

∆i,C
t =

1
2

[
RL,t (1 + ιt)−Ri

L,t (1 + ιit)
]

+ c
Nt

c
. (30)

Here I denoted the investment of an entrepreneur who contracts with the competing bank by ιt.
As in the monopoly case, the only adjustment in the competitive demand curve compared to (10),
when the scale of projects was �xed, is the inclusion of the investment scale.

The di�erent slopes of the monopoly and competitive demand curves generate the kink. The
slopes of the monopoly and competitive demand curves are:

∂Ri,M
L,t

∂∆i
t

= − c
ιit
,

∂Ri,C
L,t

∂∆i
t

= −2c

ιit
.
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Both slopes now re�ect the investment scale, and again, the competitive demand curve slope is
twice that of the monopoly.

7.2 Bank problem

Banks again are restricted to �nance projects that are positioned along arcs ∆i
t centered at the

headquarters. But now, each loan has size ιit, rather than a single unit. Because of these two
dimensions to lending, I refer to ∆i

t as the “breadth” of bank i′s loan portfolio at time t, and ιit as
the “depth” of the portfolio. The size of the total loan portfolio of bank i is then ∆i

tι
i
t.

The bank diversi�es into new industries that require new expertise from expansions in ∆i
t

rather than ιit. For that reason, I augment the total liquidation cost function g to be linear in ιit,
but again quadratic in ∆i

t:
g
(
∆i
t, ι

i
t

)
= γιit

(
∆i
t

)2
.

Expected pro�t of the typical bank now includes the scale of project �nancing:

Πi
t =

1

2
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L,t∆

i
tι
i
t +

1

2
q̂t+1

(
κ
(
ιit
)
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t − g
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t, ι

i
t

))
− FCi

t .

So too does the �nancing cost function:

FCi
t = Rf,tD

i
t + R̂E,t+1

(
∆i
tι
i
t + f −Di

t

)
.

The bank requires a total of ∆i
tι
i
t + f in �nancing. Depositors will supply a restricted quantity of

deposits again, so the bank faces the constraint

Di
t ≤

Πi,t
min
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,

with minimum loan pro�ts now given by
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.

The bank chooses Ri
L,t and Di

t to maximize expected pro�ts subject to the deposit constraint,
while taking factor prices, costs of �nancial capital, the number of banks, the loan-pricing strategies
of those banks, and the demand curve for bank credit as given.

7.3 Equilibrium

I study the same types of Nash equilibria as in the main text. Because I look at symmetric equilibria,
lending rates are the same across banks, so all entrepreneurs will make the same investment
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choices. Thus, ιit = ιt for all i. Therefore, the equilibrium loan portfolio of a typical bank i can be
represented graphically as the surface area of a sector of a cylinder. This representation is depicted
in Figure 11.

Figure 11: Equilibrium Loan Market and Bank Loan Portfolio Representation

Notes: Projects are uniformly distributed around the circle. Bank i is located at the dot. The bank’s loan portfolio in
equilibrium has breadth ∆t = 1

Nt
and depth ιt = log

(
q̂t+1κ
RL,t

)
.

7.4 Bank lending rates

Given a set of factor priceswt and q̂t+1 and costs of �nancial capitalRf,t and R̂E,t+1, the equilibrium
lending rate RL,t and number of banks Nt again are jointly determined by the point of tangency
between the average revenue and average cost curves of a typical bank.

Dividing the expected bank pro�t function in (7) by ∆i
t gives the average revenue and average

cost functions:
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t

)
.

The average revenue and average cost of a typical bank are functions of the bank’s loan portfolio
breadth ∆i

t and depth ιit. Tangency between the average revenue and average cost curves, along
with all markets clearing, will pin down the number of banks and the lending rate in the economy.

In the kinked equilibrium, the lending rate is available in closed form by re-arranging (29) and
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setting ∆i
t = 1

Nt
. Doing so gives

RK
L,t =

q̂t+1κ− 2wtL
e − c

Nt

1 + ιt
. (31)

The kinked lending rate is virtually the same as the case with unit investment, save for the
adjustment for the investment level ιt in the denominator. A greater level of project investment is
associated with a lower lending rate. Because the investment ιt is also a function of RK

L,t, equation
(31) expresses the lending rate implicitly. Note the cost of bank �nancing again does not enter the
kinked lending rate.

7.5 Dynamics

The derivation of the equilibrium dynamical system proceeds exactly as in the unit investment
case. The market-clearing equations are virtually identical, save for some minor adjustments to
account for the investment scale ιt. I include the full set of equations in Appendix A.10.

The state variable of the system is the physical capital stock Kt. Unlike the �xed-investment
case, the lagged number of banks Nt−1 cannot also serve as the state variable.

The most signi�cant change to the dynamical system compared to the �xed-investment case
is the formation equation of physical capital. When investment can vary, (2) becomes

Kt+1 =
1

2
(κ+ κ)︸ ︷︷ ︸

unit
investment

− 1

2
(1 + κ/κ)

(
RL,t

q̂t+1
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︸ ︷︷ ︸

scale
adjustment

−
γ/2

N2
t

log

(
q̂t+1κ

RL,t

)
︸ ︷︷ ︸

liquidation
costs

. (32)

The �rst term of (32) is the physical capital production from projects if they required a single
unit of investment. Half will succeed and produce the high return κ, and half will fail and produce
the low return κ. The second term is new. It re�ects the adjustment to the physical capital stock
from the scale of project investment ιt. Investment is decreasing in the bank lending rate RL,t and
increasing in the expected relative price of physical capital q̂t+1. The �nal term is the aggregate
bank liquidation costs, which depress the physical capital stock. Because liquidation costs are
proportional to investment, they now are a function of the lending rate and the expected relative
price of physical capital.

7.6 Monetary policy and the real economy

When investment can vary, the industrial organization of the banking sector and impairment to
the interest rate channel has a direct e�ect on the production of physical capital from the real side
of the economy. The equilibrium lending rate RL,t will di�er depending on whether banks actively
compete across industries or act as local monopolists in segregated areas of the lending market.
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If the economy is in a competitive equilibrium, an accommodative monetary policy through a
decrease in the interest rate Rf,t will pass through to bank lending rates and spur investment. In
the kinked equilibrium, however, a lower interest rate will have neither e�ect on the cost of bank
credit or investment.

Indeed, a lower interest rate would have the perverse e�ect of decreasing investment in the
kinked equilibrium. A decline in the interest rate would lower the �nancing costs of banks
and encourage entry. In the kinked equilibrium, entry increases the lending rate, which lowers
investment. Again, the perverse e�ect is in the long run after time has elapsed for banks to enter
the lending market.

A secondary e�ect of a lower interest rate is on the liquidation costs. A greater number of
banks Nt and lower investment ιt narrow bank specialization and lowers aggregate liquidation
costs. So the total e�ect of an accommodative monetary policy in the kinked equilibrium is a
reduction in aggregate investment but also a reduction in liquidation costs.

With investment dependent on the cost of bank credit and the relative price of physical capital,
the economy now features cyclical persistence that originates both from investment �uctuations
out of the productive sector as well as changes in the e�ciency of projection liquidation out of
the banking sector.

8 Conclusion
This paper presents a model in which the industrial organization of the bank credit market
a�ects the real economy and monetary policy. A driving force of that competitive structure is
the net worth of banks. A su�cient drop in aggregate bank equity transitions the economy to an
equilibrium where banks consolidate for survival, retreat to local monopoly markets, and tacitly
collude not to compete. A wide commercial loan spread and impaired interest rate pass-through
can persist, lowering investment and output.

An important contribution of this paper is to tie bank net worth to the degree of competition
and specialization in the banking sector, as well as to the functioning of the interest rate channel of
monetary policy. Lower bank net worth raises the cost of equity and encourages local monopolies.
This development obstructs the interest rate channel.

The negative interest rate pass-through over the long run in a kinked equilibrium presents a
dilemma for the central bank. On the one hand, the government has reason to restrict entry (or
encourage consolidation) among banks when aggregate equity capital is low to prevent bank loan
rates from rising. On the other hand, fewer specialized banks reduce the physical capital stock
and output. A central bank must trade-o� these e�ects when choosing optimal policy.

The number of banksNt in the commercial credit market plays a signi�cant role in the economy.
The number proxies for the e�ciency of the banking sector at recovering distressed physical
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capital. This e�ciency is one source of cyclicality.
One potential criticism is that the number of banks in the U.S. economy is not cyclical. Since

the mid-1980s, the number of commercial banks has steadily fallen from 14,000 to 4,000.14 This
secular decline corresponds to the trend of bank consolidation that began with deregulation of
interstate banking.

In the model, the number of banks is isomorphic to the specialization ∆t of bank lending.
Changes to Nt can equivalently be interpreted as changes to the degree of specialization in the
banking sector. Acharya et al. (2006) and Berger et al. (2017) document signi�cant variation in
bank specialization across industries in the cross section and through time. Paravisini et al. (2015)
does the same for specialization across exporting countries.

Regarding welfare, spatial models of �rm competition with unit demand typically display
excess entry in the decentralized equilibrium relative to the social optimum (see Vickrey (1964);
Salop (1979); Anderson et al. (1992); Matsumura and Okamura (2006); Gu and Wenzel (2009)). Banks
decide to enter based on the marginal borrower, while welfare is determined using the average one.
Whether there is excess entry depends on the di�erence between the average borrower surplus
and the surplus of the marginal borrower relative to the �xed cost of entry.

A novelty here is that a lot of banks has its bene�ts in physical capital production due to the
evolution equation for physical capital in (20). More banks increases specialization in lending, and
as a result, the physical capital stock, output, and consumption increase. Determining whether
the equilibrium number of banks is too few, too many, or optimal will require a formal welfare
analysis.

Regarding government policy, common tools to resolve a �nancial crisis are (1) reducing
borrowing costs, (2) providing equity capital, and (3) purchasing distressed assets. The focus of
the paper is the industrial organization of the banking sector. Therefore, the government could
also consider (4) adjusting entry or exit to the lending market. These four tools are available to the
government to try to restore transmission via the interest rate channel after a severe deterioration
in aggregate bank equity.

In the model, the quality of assets does not enter the pricing decisions of banks, so purchasing
assets will not resume transmission. Reducing borrowing costs is the same as lowering the interest
rate. If the banking sector is in the kinked equilibrium, there will still be no pass-through despite
accommodative monetary policy. In the long run, banks enter the lending market from a reduction
in borrowing costs, which will increase the capital stock but also raise the cost of borrowing for
�rms due to the negative pass-through.

Providing equity will lower the cost of equity for banks and encourage the lending market to
14Source: Federal Financial Institutions Examination Council.

Data available: https://fred.stlouisfed.org/series/USNUM
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transition from a kinked to a competitive equilibrium and open the interest rate channel. Therefore,
this tool seems particularly e�ective at resuming transmission after a negative shock to the equity
of the banking sector. The government in the model would �nance an equity injection by taxing
young depositors and becoming co-equity holders with bankers. The government would then
rebate the equity earnings to the depositors when they are old.

Finally, it may be optimal for the government to restrict entry into the lending market if the
economy is at the kink in order to prevent the negative pass-through. Such a policy will decrease
bank specialization and lower the capital stock as a consequence, however.

Although the economic mechanism di�ers because of the element of imperfect competition,
the model in this paper relates to the literature on intermediary asset pricing (e.g., He and
Krishnamurthy (2013); Brunnermeier and Sannikov (2014)) in the following ways: (1) scarcity of
bank equity makes the spread of risky assets (loans) over safe assets (deposits) rise after negative
shocks to bank equity positions; (2) this elevated spread can persist as long as bank equity does
not improve; and (3) equity capital injections are especially e�ective at reducing the risky asset
spread. Key novelties here are that (1) the model can generate a stickiness in the spread despite
improvements in equity positions, as long as banks continue to refrain from competing; and (2)
the model features entry into the lending market, whereas the models in the intermediary asset
pricing literature commonly do not.

In the model, banks enter or exit within the period. Typically bank exit (consolidation) occurs
more rapidly than bank entry. If banks in the economy could only enter with delay–as in, after a
certain number of periods–but could exit immediately, then existing banks in the lending market
could earn positive pro�ts until entry by competing banks. Allowing this asymmetry in entry and
exit would allow banks to capture retained earnings and recapitalize their balance sheets. This
kind of “self-healing” is missing from the model, but such a process would hasten a transition
away from the kink that would re-open the interest rate channel.

The e�ects of the industrial organization of banks on the real economy is a topic ripe for
future research. Recent empirical work has explored the issue. Paravisini et al. (2015) �nd credit-
supply shocks to a specialized bank have a disproportionate e�ect on exports to that bank’s
country of expertise. Some unresolved questions are: What makes specialized bank debt di�cult
to replace? What distinguishes relationship skills from industry expertise? How does the failure
of a specialized bank distort the allocation of credit? Much remains to be studied.
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A Appendix

A.1 Corporate Bond Spread

Figure 12 plots the C&I loan spread against the corporate bond spread calculated in Gilchrist
and Zakrajšek (2012) in order to illustrate the sluggishness of the C&I loan spread to return to
pre-crisis levels relative to the corporate bond spread.

Figure 12: C&I Loan and GZ Spreads
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equal its value in 2008Q2. The dashed lines start from those values and extend to the end of the two series in the
�gure.

Sources: Board of Governors of the Federal Reserve System (C & I loan spread). Simon Gilchrist (GZ spread). C&I loan
data retrieved from FRED, Federal Reserve Bank of St. Louis. GZ spread retrieved from Simon Gilchrist’s website:
http://people.bu.edu/sgilchri/Data/data.htm.
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A.2 Proof of Lemma (1)

The success probability of a project at location j from (1) is

∼
Prt+ (H|j, ũt+) =

1

2

(
1 + cos

(
2π (j + ũt+)

))
The success probability can be treated as a transformation of a uniform random variable

xj = 2π (j + ũt+), which has support [2πj, 2π (j + 1)] . For ease of notation, de�ne

Yj ≡
1

2
(1 + cos (xj)) .

For y ∈ [0, 1] , the equation
y =

1

2
(1 + cos (xj))

has two solutions in [2πj, 2π (j + 1)]. Therefore, the transformed density is

fYj (y) = 2× 2√
1− y2

× 1

2π

=
2

π
√

1− y2
,

for y ∈ [0, 1] and zero otherwise for all j. The leading factor of 2 accounts for the two solutions in
the support. Thus, the density of the success probability is the same at all locations.

The expected probability of success for a single project is 1
2
. To see this, integrate the success

probability over the unit interval since ũt+ ∼ U [0, 1] to get

Et

[ ∼
Prt+ (H|j, ũt+)

]
=

∫ 1

0

1

2

(
1 + cos

(
2π (j + ũt+)

))
dũt+

=
1

2
+

1

2π
[sin (2π (j + 1))− sin (2πj)]

=
1

2
+

1

2π
[sin (2πj) cos (2π) + cos (2πj) sin (2π)− sin (2πj)]

=
1

2
+

1

2π
[sin (2πj)− sin (2πj)]

=
1

2
,

where the third equality follows from the sum-di�erence formula for sine.
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The variance of the success probability is

σ2
[ ∼
Prt+ (H|j, ũt+)

]
= Et

[ ∼
Prt+ (H|j, ũt+)2

]
− Et

[ ∼
Prt+ (H|j, ũt+)

]2

=
1

4
Et

[(
1 + cos

(
2π (j + ũt+)

))2
]
− 1

4

=
1

4

∫ 1

0

cos2
(

2π (j + ũt+)
))

dũt+ .

Using the half-angle trigonometric formula cos2 u = 1+cos(2u)
2

, the variance can be written as

σ2
[ ∼
Prt+ (H|j, ũt+)

]
=

1

8

∫ 1

0

[1 + cos 4π (j + ũt+)] dũt+

=
1

8

[
1 +

1

4π
[sin (4π (j + 1))− sin (4πj)]

]
=

1

8
.

Finally, the covariance of success probabilities between projects located at j and k on the circle is

cov
( ∼

Prt+ (H|j, ũt+) ,
∼
Prt+ (H|k, ũt+)

)
= Et

[ ∼
Prt+ (H|j, ũt+)

∼
Prt+ (H|k, ũt+)

]
− 1

4

=
1

4
Et

[
cos
(

2π (j + ũt+) cos
(

2π (k + ũt+)
)]
.

Using the cosine product formula cos (a) cos (b) = 1
2

[cos (a+ b) + cos (a− b)] gives

cov
( ∼

Prt+ (H|j, ũt+) ,
∼
Prt+ (H|k, ũt+)

)
=

1

8
cos (2π (j − k)) + Et [cos (2π (j + k + 2ũt+))]

=
1

8
cos (2π (j − k)) +

1

8

∫ 1

0

cos (2π (j + k + 2ũt+)) dũt+

=
1

8
cos (2π (j − k)) .

A.3 Proof of Lemma (2)

The repayment rate of bank i conditional on its chosen arc length ∆i
t is

∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)

=
1

2
+

sin (π∆i
t)

∆i
t

cos
(

2π (i+ ũt+)
)

2π
.
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As ∆i
t ↓ 0, the bank’s lending arc reduces to its home location alone. Apply L′Hôpital′s rule to get

lim
∆i↓0

∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)

= lim
∆i
t↓0

1

2
+ π cos

(
π∆i

t

) cos
(

2π (i+ ũt+)
)

2π


=

1

2

(
1 + cos

(
2π (i+ ũt+)

))
=

∼
Prt+ (H|j, ũt+) ,

matching the probability of a single project generating the high physical capital return from (1).
Next, the expected repayment rate of a bank’s portfolio is always 1

2
, no matter its arc length

∆i
t. Integrate the repayment rate over the unit interval to get

Et

[ ∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)]

=

∫ 1

0

1

2
+

sin (π∆i
t)

∆i
t

cos
(

2π (i+ ũ)
)

2π

 dũt+
=

1

2
+

sin (π∆i
t)

(2π)2 ∆i
t

[sin (2π (i+ 1))− sin (2πi)]

=
1

2
.

The variance of the repayment rate is

σ2
[ ∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)]

=

∫ 1

0

( ∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)
− Et

[ ∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)])2

dũt+

=

∫ 1

0

(
∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)
− 1

2

)2

dũt+

=

∫ 1

0

sin (π∆i
t)

∆i
t

cos
(

2π (i+ dũt+)
)

2π

2

dũt+

=

[
sin (π∆i

t)

2π∆i
t

]2 ∫ 1

0

cos2
(

2π (i+ ũt+)
)
dũt+

Using the half-angle formula, the variance can be written as

σ2
[ ∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)]

=
1

2

[
sin (π∆i

t)

2π∆i
t

]2 ∫ 1

0

[1 + cos (4π (i+ ũt+))] dũt+

=
1

2

[
sin (π∆i

t)

2π∆i
t

]2

+
1

8π

[
sin (π∆i

t)

2π∆i
t

]2

[sin (4π (i+ 1))− sin (4πi)]

=
1

2

[
sin (π∆i

t)

2π∆i
t

]2

, (33)
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where the third equality follows after using the sum-di�erence formula like before.
The variance of the repayment rate is strictly decreasing for ∆i

t ∈ (0, 1). Taking the �rst
derivative of (33) with respect to ∆i

t gives

∂σ2
[ ∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)]

∂∆i
t

=

[
sin (π∆i

t)

2π∆i
t

] ∂ sin(π∆i
t)

2π∆i
t

∂∆i
t

=

[
sin (π∆i

t)

2π∆i
t

][
π∆i

t cos (π∆i
t)− sin (π∆i

t)

2π (∆i
t)

2

]

=
π∆i

t cos (π∆i
t) sin (π∆i

t)− sin2 (π∆i
t)

4π2 (∆i
t)

3 . (34)

The sign of
∂σ2

[
∼
Prt+(H|∆i

t)
]

∂∆i
t

is determined by the numerator of (34), as the denominator is always
positive. The variance is non-increasing in ∆i

t if

π∆i
t cos

(
π∆i

t

)
sin
(
π∆i

t

)
− sin2

(
π∆i

t

)
≤ 0.

For ∆i
t = 0 or ∆i

t = 1, the numerator is zero, so the above inequality holds. For ∆i
t ∈ (0, 1) ,

sin (π∆i
t) 6= 0, so the expression can be written as

π∆i
t cos

(
π∆i

t

)
≤ sin

(
π∆i

t

)
.

Perform a change of variable θ = π∆i
t. The aim is to show

θ cos θ < sin θ

over the domain θ ∈ (0, π) . Over the upper-half of the interval θ ∈
[
π
2
, π
)
, since cos θ ≤ 0 and

sin θ > 0, the relation holds. Now de�ne the function

f (θ) ≡ sin θ − θ cos θ.

Note that limθ↓0 f (θ) = 0 and f ′ (θ) = θ sin θ > 0 for θ ∈
(
0, π

2

)
. Therefore, f (θ) > 0 over the

lower half of the interval. This proves the numerator of (34) is negative for ∆i
t ∈ (0, 1) and that

the variance of the repayment rate is non-increasing for ∆i ∈ [0, 1] and strictly decreasing over
the open unit interval.
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Finally, as ∆i
t ↑ 1, the repayment rate has the following limit:

lim
∆i
t↑1

∼
Prt+

(
Ri
L,t|∆i

t, ũt+
)

=
1

2
+ sin (π)

cos
(

2π (i+ ũt+)
)

2π

=
1

2
.

Thus, the repayment rate becomes a constant 1
2
, no matter the realization of the random variable

ũt+ .

A.4 Proof of Proposition (1) and Lemma (3)

In a competitive equilibrium, the �rst order condition for optimality is

1

2

[
Ri
L,t + q̂t+1κ

]
+

1

2
∆i
t

(
dRi

L,t

d∆i
t

)
=

1

2
q̂t+1g

′ (∆i
t

)
+
∂FCi

t

∂∆i
t

.

Using (8) and a binding deposit constraint (5), the marginal �nancing cost function,

∂FCi
t

∂∆i
t

= R̂C
E,t+1 +

(
1−

R̂C
E,t+1

Rf,t

)
dΠi,t

min

d∆i
t

.

Computing dΠi,tmin

d∆i
t

gives for the marginal �nancing cost function

∂FCi
t

∂∆i
t

=

(
1−

R̂C
E,t+1

Rf,t

)(
q̂t+1κ− q̂t+1g

′ (∆i
t

))
−

(
1−

R̂C
E,t+1

Rf,t

)
Prmin

(
∆i
t

) (
q̂t+1κ− q̂t+1g

′ (∆i
t

))
+

(
1−

R̂C
E,t+1

Rf,t

)
Prmin

(
∆i
t

) [
Ri
L,t + ∆i

t

(
dRi

L,t

d∆i
t

)]

+

(
1−

R̂C
E,t+1

Rf,t

)
dPrmin (∆i

t)

d∆i
t

[(
Ri
L,t − q̂t+1κ

)
∆i
t + q̂t+1g

(
∆i
t

)]
+R̂C

E,t+1

Substituting the slope of the competitive demand curve dRiL,t
d∆i

t
= −2c and re-arranging terms gives

∂FCi
t

∂∆i
t

=

(
1−

R̂C
E,t+1

Rf,t

)[
Prmin

(
∆i
t

) (
Ri
L,t − 2c∆i

t

)
+
(
1− Prmin

(
∆i
t

)) (
q̂t+1κ− q̂t+1g

′ (∆i
t

))]
+

(
1−

R̂C
E,t+1

Rf,t

)
dPrmin (∆i

t)

d∆i
t

[(
Ri
L,t − q̂t+1κ

)
∆i
t + q̂t+1g

(
∆i
t

)]
+ R̂C

E,t+1
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The �rst line in the above expression is the marginal �nancing cost savings from greater diversi-
�cation and larger debt capacity, holding the minimum probability �xed. The �rst term of the
second line is the cost savings from a higher minimum repayment rate after a marginal increase
in the loan portfolio breadth ∆i

t. The bank gets repaid on more of its loans, recovers less of the
low physical capital returns and saves on liquidation costs from fewer projects in default. The
�nal term R̂C

E,t+1 of the second line is the marginal cost of equity �nancing.
The marginal �nancing cost function can be conveniently represented by separating terms

involving Ri
L,t. Doing so gives

∂FCi
t

∂∆i
t

= −

(
R̂C
E,t+1

Rf,t

− 1

)[
Prmin

(
∆i
t

)
+
dPrmin (∆i

t)

d∆i
t

∆i
t

]
Ri
L,t

+

(
R̂C
E,t+1

Rf,t

− 1

)[
Prmin

(
∆i
t

)
2c∆i

t +
(
1− Prmin

(
∆i
t

)) (
q̂t+1g

′ (∆i
t

)
− q̂t+1κ

)]
+

(
R̂C
E,t+1

Rf,t

− 1

)
dPrmin (∆i

t)

d∆i
t

(
q̂t+1κ∆i

t − q̂t+1g
(
∆i
t

))
+R̂C

E,t+1

De�ne the functions

φ
(
∆i
t

)
≡ Prmin

(
∆i
t

)
2c∆i

t +
(
1− Prmin

(
∆i
t

)) (
q̂t+1g

′ (∆i
t

)
− q̂t+1κ

)
+
dPrmin (∆i

t)

d∆i
t

(
q̂t+1κ∆i

t − q̂t+1g
(
∆i
t

))
(35)

ψ
(
∆i
t

)
≡ Prmin

(
∆i
t

)
+
dPrmin (∆i

t)

d∆i
t

∆i
t (36)

and re-write ∂FCit
∂∆i

t
as

∂FCi
t

∂∆i
t

= R̂C
E,t+1 +

(
R̂C
E,t+1

Rf,t

− 1

)[
φ
(
∆i
t

)
− ψ

(
∆i
t

)
Ri
L,t

]
The function ψ > 0. Provided q̂t+1κ is not too large, then also φ > 0. The terms in φ are those
that increase the marginal cost of �nancing for the bank, while those in ψ decrease the marginal
cost of �nancing.
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Using the representation of FC ′ in the last expression, the optimality condition becomes

1

2

[
Ri
L,t + q̂t+1κ

]
− c∆i

t =
1

2
q̂t+1g

′ (∆i
t

)
+ R̂C

E,t+1 +

(
R̂C
E,t+1

Rf,t

− 1

)[
φ
(
∆i
t

)
− ψ

(
∆i
t

)
Ri
L,t

]
Solving forRi

L,t and using the equilibrium condition ∆i
t = 1

NC
t

gives for the competitive equilibrium
lending rate

RC
L,t =

R̂C
E,t+1 + 1

2

[
q̂t+1g

′
(

1
NC
t

)
− q̂t+1κ+ 2c

NC
t

]
+

(
R̂CE,t+1

Rf,t
− 1

)
φ
(

1
NC
t

)
1
2

+

(
R̂CE,t+1

Rf,t
− 1

)
ψ
(

1
NC
t

) .

In a kinked equilibrium, the �rst order condition for optimality does not hold with equality,
so the lending rate is instead the monopoly demand curve. Solving (9) for the lending rate and
setting ∆i

t = 1
NK
t

gives (23).

A.5 Derivation of Asset Prices Rf,t and R̂E,t+1, unit investment scale

Here I derive the interest rate Rf,t and expected equity return R̂E,t+1 across the kinked and
competitive equilibria when the scale of investment is a single unit.

The derivation of the interest rate does not depend on the type of equilibrium. Combining
deposit and equity market clearing delivers the interest rate. Equate deposit supply st from (15)
with deposit demand from (16), and combine with equity market clearing using equity supply
wtL

b and bank equity demand from (17) to get the real interest rate. The after-tax interest rate is

Rf,t (1− τ) =
ŵt+1

βwt − 1+β(1−τ)
Ld

(1 + fNt − wtLb)
. (37)

If workers expected a downward sloping (super-martingale) income pro�le, whereby ŵt+1 <

wt, they are encouraged to save, pushing down the interest rate. The e�ect of a change in the tax
rate τ on the interest rate is ambiguous and depends on the response of entry Nt.

Bank demand for deposits is captured by the term 1 + fNt−wtLb, which is aggregate demand
for �nancing (1 + fNt) in excess of the supply of equity capital

(
wtL

b
)
. Bank debt and equity are

substitutes in the economy, so any bank �nancing not ful�lled by equity increases the demand for
deposits. Higher deposit demand puts upward pressure on Rf,t.

The derivation of the cost of equity does depend on the type of equilibrium. Depending on
the equilibrium, the expected equity rate takes a di�erent form. The derivation uses the equity
market clearing and zero pro�t conditions, reprinted here:
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wtL
b = 1 + fNt −Nt

(
Πi,t

min

Rf,t

)
,

1

2
(RL,t + q̂t+1κ) =

1

2

q̂t+1γ

Nt

−

(
R̂E,t+1

Rf,t

− 1

)
NtΠ

i,t
min + R̂E,t+1 (1 + fNt) .

A.5.1 Kinked

Substitute the equity market clearing condition into the zero pro�t condition:

1

2
(RL,t + q̂t+1κ) =

1

2

q̂t+1γ

Nt

+ R̂E,t+1wtL
b +Rf,t

(
1 + fNt − wtLb

)
. (38)

Next, substitute the kinked lending rate from (23) into (38) and re-arrange to get

R̂E,t+1 =

1
2

(
q̂t+1 (κ+ κ)− 2wtL

e − (c+q̂t+1γ)
Nt

)
−Rf,t

(
1 + fNt − wtLb

)
wtLb

.

The expression for the equity return in the kinked equilibrium is easily interpreted. The
denominator is the supply of equity, which lowers the cost of bank equity capital after any
expansion. The numerator captures the net demand for equity. The �rst term is the average
operating pro�t (pre-�nancing costs) for banks and represents the “gross” demand for equity,
holding �xed the demand for debt. An expansion in the operating pro�t of a bank, entices other
banks to enter the lending market. More banks on the circle means the gross demand for equity
capital increases, which raises R̂E,t+1. The second term of the numerator captures the aggregate
demand for bank debt as a substitute for equity. A higher demand for debt relaxes the demand for
equity, lowering the cost of equity capital.

A.5.2 Competitive

Only the equity market clearing condition is needed. Re-arrange the condition to get:

Rf,t

(
1 + fNt − wtLb

)
= NtΠ

i,t
min. (39)

The right-hand-side of (39) is

NtΠ
i,t
min = Prmin

(
1

Nt

)
RL,t +

(
1− Prmin

(
1

Nt

))(
q̂t+1

(
κ− γ

Nt

))
.
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Substitute the above expression into (39) and isolate the lending rate to get

RL,t =
Rf,t

(
1 + fNt − wtLb

)
−
(

1− Prmin

(
1
Nt

))(
q̂t+1

(
κ− γ

Nt

))
Prmin

(
1
Nt

) . (40)

Let the right-hand-side of (40) be de�ned as µ
(

1
Nt

)
. Substitute the competitive lending rate from

(22) into (40), and solve for the expected equity rate to get

R̂E,t+1 =
µ
(

1
Nt

)(
1
2
− ψ

(
1
Nt

))
+ φ

(
1
Nt

)
− 1

2

[
q̂t+1g

′
(

1
Nt

)
− q̂t+1κ+ 2c

Nt

]
1 +

φ
(

1
Nt

)
−ψ

(
1
Nt

)
µ
(

1
Nt

)
Rf,t

. (41)

A.5.3 Monopoly

I present the expected return on equity in the monopoly case because it is used in the conditions
that determine which equilibrium an economy is in. The monopoly expected return on equity is
the same as (41), except that the term 2c is replaced with c. This change also a�ects the function
φ, given in (35), where 2c is also replaced with c.

A.6 Proof of Proposition (2)

Since the proposition applies in steady state, I drop all t notation for simpler notation. I �rst show
how a change in the tax rate a�ects the interest rate.

The total derivative of the interest rate to the tax rate parameter consists of two components:

dRf (τ,N)

dτ
=
∂Rf

∂τ
+
∂Rf

∂N

dN

dτ
.

The �rst component is the direct sensitivity of the interest rate to the tax rate, while the second
component consists of the sensitivity of the interest rate to the number of banks and the sensitivity
of bank entry to the tax rate.

I next establish a condition under which ∂Rf
∂τ

< 0. Taking the partial derivative gives

∂Rf

∂τ
=
−
[
βw − 1+β(1−τ)

Ld

(
1 + fN − wLb

)] (
w

(1−τ)2

)
+
(

w
1−τ

) (
β
Ld

) (
1 + fN − wLb

)
[
βw − 1+β(1−τ)

Ld
(1 + fN − wLb)

]2 .

The sign depends on the numerator only. Re-arranging reveals that the numerator is negative
provided (

1 + fN − wLb
)

(1 + 2β (1− τ)) > βwLd.
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This condition can hold for su�ciently low depositor labor endowment Ld.
Next I show a change to the tax rate a�ects the kinked lending rate. The kinked lending rate is

a function of the tax rate only through the number of banks N. Therefore, the sensitivity of the
lending rate to the tax rate can be decomposed as

dRL

dτ
=
∂RL

∂N

dN

dτ
.

The sign of the sensitivity of the number of banks to the tax rate sgn
(
dN
dτ

)
is immaterial to the

proof of the proposition. I need only show that any change to the tax rate τ that lowers the interest
rate simultaneously encourages bank entry and increases the lending rate. Therefore, for the proof,
it is su�cient to show that

∂Rf

∂N
< 0,

∂RL

∂N
> 0.

The sensitivity of the interest rate to the number of banks is given by

∂Rf

∂N
=
w (1 + β (1− τ)) f − ∂w

∂N
(1 + β (1− τ))

[
1 + fN + w

(
1− Lb

)]
(1− τ)

[
βw − 1+β(1−τ)

Ld
(1 + fN − wLb)

]2 .

The sign of the derivative is determined by the sign of the numerator. The sensitivity of the wage
to the number of banks is given by

∂w

∂N
= α

( γ

N3

)(w
K

)
,

where K = 1
2

(κ+ κ) − γ/2
N2 is the steady state capital stock. Substituting this quantity and

re-arranging terms in the numerator reveals that ∂Rf
∂N

< 0 provided

fN
(
N2K − αγ

)
< αγ

(
1 + w

(
1− Lb

))
,

which holds for su�ciently small f.
Finally, the sensitivity of the lending rate to the number of banks is given by

∂RL

∂N
= κ

∂q

∂N
− 2Le

∂w

∂N
+

c

N2
. (42)
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The sensitivity of the physical capital price to the number of banks is

∂q

∂N
= − (1− α)

( γ

N3

)( q
K

)
.

Substitute the two factor price sensitivities into (42) to get

∂RL

∂N
= −

( γ

N3

) [
κ (1− α)

( q
K

)
+ 2Leα

(w
K

)]
+

c

N2
.

The lending rate increases with the number of banks so long as

c >
γ

N

[
κ (1− α)

( q
K

)
+ 2Leα

(w
K

)]
,

which holds if the factor-price-to-physical-capital ratios are not too high.

A.7 Determining the equilibrium

A.7.1 The conditions

I present the conditions that separate equilibria, then re-express those conditions in terms of the
expected return on equity and aggregate bank net worth.

Given a vector of model parameters θ, productivity shockAt, and state variableKt, I determine
the type of equilibrium of the economy in the unit scale investment case using a set of conditions.
A necessary and su�cient condition for a monopoly equilibrium is that the optimal lending rate
RM
L,t is on the monopoly demand curve. Mathematically that condition is

RM
L,t = q̂Mt+1κ− 2wtL

e − c

NM
t

. (43)

A necessary and su�cient condition for a competitive equilibrium is that the competitive
lending rate is below the monopoly demand curve, so that

RC
L,t ≤ q̂Ct+1κ− 2wtL

e − c

NC
t

. (44)

Finally, for a kinked equilibrium, it must be that expected monopoly pro�ts, when the monopoly
lending rate is replaced with the monopoly demand curve, as in (43), are positive. This condition
distinguishes a kinked from monopoly equilibrium. Mathematically the condition is

Π|RML,t=q̂Mt+1κ−2wtLe− c

NMt

> 0, (45)

where Π is the bank pro�t function in (7), and the vertical line represents “conditional on.” The
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inequality in (45), however, is necessary, but not su�cient, for a kinked equilibrium. The inequality
also holds under a competitive equilibrium. Therefore, a necessary and su�cient condition for a
kinked equilibrium is (45) and the failure of (44).

Finally, if the conditions fail for all equilibria, then no equilibrium exists under the parameter
vector θ, productivity shock At, and state variable Kt.

A.7.2 Re-expressing the conditions

The conditions that de�ne the equilibria can be expressed in terms of the expected return on
equity R̂E,t+1. This way, bank net worth Et = wtL

b can easily be used to demarcate equilibria.
I focus on the competitive and kinked equilibria, since I put attention on those two in the paper.

The monopoly equilibrium condition in (43) can be easily expressed in terms of the expected
return on equity as well.

Substituting (22) into (44) and re-arranging terms gives the inequality

R̂C
E,t+1 ≤ hC (Et) ,

with the function hC given by

hC (Et) =

1
2

(
q̂Ct+1 (κ+ κ)− (3c+2q̂Ct+1γ)

NC
t

− 2wtL
e

)
+ φ

(
1
NC
t

)
+ ψ

(
1
NC
t

)(
q̂Ct+1κ− 2wtL

e − c
NC
t

)
1 +

φ

(
1

NCt

)
RCf,t

−
(
q̂Ct+1κ− 2wtLe − c

NC
t

) ψ

(
1

NCt

)
RCf,t

.

(46)
The expected return on equity in the competitive case R̂C

E,t+1 is given in (41).
A kinked equilibrium is de�ned by two conditions. The �rst is the failure of the above condition:

R̂C
E,t+1 > hC (Et) .

The second is (45), which can also be expressed as NM
t Π|RML,t=q̂Mt+1κ−2wtLe− c

NMt

> 0. Substituting
the bank pro�t function gives the inequality

1

2

(
RL,t + q̂Mt+1κ

)
− 1

2

q̂Mt+1γ

NM
t

−NM
t Πt,M

min − R̂M
E,t+1

(
1 + fNM

t −
NM
t Πt,M

min

RM
f,t

)
> 0.

Substituting the monopoly demand curve and re-arranging produces the inequality

R̂M
E,t+1 < hM (Et) ,
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with the function hM given by

hM (Et) =

1
2

(
q̂Mt+1 (κ+ κ)− 2wtL

e − c
NM
t

)
− 1

2

q̂Mt+1γ

NM
t
−NM

t Πt,M
min

1 + fNM
t −

NM
t Πt,Mmin

RMf,t

. (47)

The expected return on equity in the monopoly case R̂M
E,t+1 is given in Appendix (A.5). The

minimum pro�t function in the monopoly case when substituting the monopoly demand curve
for the lending rate is

NM
t Πt,M

min = q̂Mt+1

(
κ− γ

NM
t

)
+ Prmin

(
1

NM
t

)[
q̂Mt+1 (κ− κ)− 2wtL

e +
q̂Mt+1γ − c
NM
t

]
.

Summarizing, the economy is in a kinked equilibrium provided

R̂M
E,t+1 < hM (Et) ,

R̂C
E,t+1 > hC (Et) .

A.8 Price discriminating banks

In this section, I assume that banks can identify the location of any prospective borrower. They
are free to o�er a loan rate that depends on the borrower’s location. I do so to demonstrate
the robustness of the interest rate pass-through results to price discrimination. I drop all time
subscripts for simplicity.

I consider �rst-degree price discrimination in that a bank can capture the entire consumer
surplus. A simple way to insert price discrimination is to allow banks to charge a personalized
�xed premium to each entrepreneur for taking out a loan but keep all other ingredients of the
model the same. The �xed premium could be a loan application or closing fee.

The premium would need to depend on the borrower’s distance from the bank. It would be
highest for those closest to the bank, because these borrowers would retain the largest surplus
under uniform pricing, as in the baseline model.

The personalized �xed premium is a two-part tari� or a�ne pricing schedule. It is equivalent
to a system of personalized prices with each borrower paying a sum equal to his willingness to
pay.

Under both the kinked and competitive cases, let S (x) be the net surplus for an entrepreneur
located a distance x from bank i, which is charging lending rate Ri

L. The total amount of money
T i (x) the entrepreneur pays for the loan from bank i would then be

T i (x) = S (x) +Ri
L.
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A.8.1 Kinked case

In the kinked case, the indi�erence condition for the entrepreneur located a distance x from bank
i was

1

2

(
qκ−Ri

L

)
− cx = wLe.

Without price discrimination, the equilibrium kinked lending rate was RL = qκ − 2wLe − c
N
.

Substituting the lending rate into the indi�erence condition gives the surplus for the borrower:

S (x) = c

(
1

N
− x
)
.

The surplus is positive for x ≤ 1
N

. The upper bound is the edge of bank i′s potential local monopoly
market before it reaches the headquarters of a neighboring bank. The personalized premium is
decreasing in the borrower’s distance from bank i. The bank has the most market power over
those borrowers nearest to it and so it can charge the largest premium without them rejecting the
loan.

Since the kinked interest rate with price discrimination does not depend on the interest
rate (holding �xed the number of banks), the absence of interest rate pass-through in a kinked
equilibrium holds again.

A.8.2 Competitive case

For the competitive case, it is easiest to assume a very simple expected pro�t function for the
bank:

Π =
1

2
Ri
L∆i −R

(
∆i + f

)
.

I have removed bene�ts from diversi�cation, recovery value and liquidation costs. The equilibrium
competitive lending rate in this case would be

RL = 2R +
2c

N
.

This lending rate is very similar to the perfect pass-through lending rate in (24). The indi�erence
condition for a borrower located a distance x from bank x is

1

2
Ri
L + cx =

1

2
RL + c

(
1

N
− x
)
.
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In the competitive case, an entrepreneur minimizes costs between the two neighboring banks.
The surplus from borrowing from bank i is the cost savings of doing so:

S (x) =
1

2

(
RL −Ri

L

)
+ c

(
1

N
− 2x

)
.

The lower bank i sets the lending rate, the more surplus goes to the entrepreneur; the closer the
entrepreneur is to bank i, the more surplus he or she receives.

In equilibrium, the lending rates match, so the surplus comes to

S (x) = c

(
1

N
− 2x

)
.

This surplus is positive for x ≤ 1
2N
. An entrepreneur located that distance x = 1

2N
is in between

the two banks. That entrepreneur is marginal, so he or she will not be charged a personalized
premium. Everyone else will be charged the �xed premium Si (x) = c

(
1
N
− 2x

)
according to their

distance from the bank. Compared to the kinked case, the surplus in the competitive case declines
twice as fast due to the entrepreneur’s credible alternative of contracting with a competitor.

A.9 Smoothing the kink

In this section I provide one way to “smooth” the kink in the demand curve for bank credit (make
the region di�erentiable). I do so in order to demonstrate that the limited pass-through at the kink
is robust even after smoothing it. I drop the time subscripts to simplify notation in this section.

A.9.1 General Case

Generally, the pass-through of marginal costs to prices is lower at points of a downward sloping
demand curve that feature greater concavity. In the model, the kink is a sharp way of creating
concavity in the demand curve for loans when consumer preferences would otherwise imply a
linear demand curve (and perfect pass-through). As long as the smoothing procedure preserves
the highest concavity at the smoothed kink, then the pass-through will be lowest there, just as
when the kink is sharp.

One way to smooth the kink is to assume that banks are unsure about which demand curve
they are on when setting a price. Since banks set prices at the margin, they may equivalently be
unsure about the slope of the demand curve at a given price.

The two possible slopes a bank faces is either−c or−2c. I assume the bank assigns a probability
h that the slope is −2c, which is to say that it believes with probability h that it is competing with
a neighboring bank. The probability with which the bank believes it is a local monopolist is then
(1− h) .

I assume that h is an increasing function of the bank’s market share ∆, is continuous, and
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is three times di�erentiable over the domain I specify below.This kind of uncertainty can be
rationalized by a bank not knowing the precise boundary of its neighbors’ market, but knowing
that it has increasingly likely penetrated that boundary as it expands its market share. I assume
the bank knows the number of banks operating in the lending market N.

For simplicity, I also assume the bank cannot recover any value from a loan in default (κ = 0)

and that it bears no liquidation costs (g = 0). I also assume the bank is �ush with equity so that
its cost of capital is the interest rate R, which I take as a parameter.

The expected pro�t function of a bank is then

Π =
1

2
RL∆−R (∆ + f) .

The bank will chose a market share ∆ that satis�es the �rst order condition

Ω ≡ RL (∆) + ∆R′L (∆)− 2R = 0.

By the implicit function theorem, the quantity pass-through pass-through ∂∆
∂R

is

∂∆

∂R
= −

∂Ω
∂R
∂Ω
∂∆

=
2

R′L + ∆R′′L (∆) +R′L

=
2

2R′L + ∆R′′L (∆)
.

Now by the chain rule, the interest rate pass-through is

∂RL

∂R
=
∂RL

∂∆

∂∆

∂R
.

Substituting for the quantity pass-through gives

∂RL

∂R
= R′L

(
2

2R′L + ∆R′′L

)
.

Assuming symmetry in market shares and a completely served circle gives ∆ = 1
N
. Substituting
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and re-arranging terms gives

∂RL

∂R
=

2R′L
2R′L + 1

N
R′′L

=
2

2 + 1
N

R′′L
R′L

De�ne the concavity of the demand curve as

ω (∆) ≡ R′′L (∆)

R′L (∆)
.

The interest rate pass-through is then

∂RL

∂R
=

2

2 + ω (∆) /N
.

With a downward sloping demand curve, a larger concavity implies a lower interest rate pass-
through. Also, as the number of banks tends to in�nity N → ∞, the market reaches perfect
competition and features perfect pass-through.

Returning to a bank’s uncertainty over the slope of its demand curve, we have

R′L (∆) = − (2c× h (∆) + c× (1− h (∆)))

= − (c+ ch (∆))

= −c (1 + h (∆))

This object is the slope of the bank’s subjective demand curve given its beliefs about being a
competitor or local monopolist. The second derivative gives

R′′L (∆) = −ch′ (∆) .

The concavity of the demand curve for loans is then

ω (∆) =
h′ (∆)

1 + h (∆)
.

Because h is a probability, I require h (∆) ≥ 0 for all ∆. I also assume that h′ ≥ 0, making
the bank increasingly believe it is competing as it expands. These assumptions make ω (∆) ≥ 0.

Furthermore, a bank knows that its headquarters is located at ∆ = 0. It also knows that its loan
portfolio reaches the neighboring bank’s headquarters when ∆ = 2

N
. Therefore, it is reasonable
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to assume that lim∆↓0 h (∆) = 0 and lim∆↑ 2
N
h (∆) = 1. I de�ne the domain of h to be the closed

interval
[
0, 2

N

]
.

If the concavity is uniquely highest at the point midway between headquarters of banks, then
the lowest pass-through would occur at the location of the kink in the baseline model. The function
ω should be globally maximized at 1

N
and hence satisfy

ω′
(

1

N

)
= 0 (48)

ω′′
(

1

N

)
< 0. (49)

A simple way to ensure the global maximum is uniquely reached when ∆ = 1
N

is to assume
that the function ω (∆) is strictly concave along the entire interval. A su�cient but not necessary
condition for the global maximum is

ω′′ (∆) < 0, ∀∆ ∈
[
0,

2

N

]
. (50)

The restrictions on the belief function h imposed by the conditions (48)-(49) will smooth the
kink in the demand curve in a way to minimize the interest rate pass-through at that point. If
condition (50) is also imposed, then it is guaranteed that that point will uniquely minimize the
pass-through.

A.9.2 Example for h

Given the assumptions for h, a cumulative distribution function with non-negative bounded
support that satis�es (48)-(49) and where the maximum is unique would deliver an appropriate
example.

I use the beta distribution h (x) = Beta (x;α, β), where I make the linear transformation
x = ∆

(2/N)
that adjusts the support to [0, 1] . Thus, a bank that has a portfolio size of x = 1 unit

believes its loan portfolio has reached the headquarters of the two neighboring banks.
Choosing parameters α and β that deliver a global maximum for ω at x = 1/2 would give what

is needed, which is the highest curvature at ∆ = 1/N, the location of the kink in the baseline model.
I �nd those parameters computationally. I search for the parameter vector (α, β) that minimizes
the function |argmaxx(α,β)ω (x (α, β))− 1

2
| over the unit interval and con�rm graphically that the

solution associates with a global maximum of ω (x). I use 10,000 starting points for the optimization
routine.

The optimal solution from the search is α = 1059 and β = 1046. The di�erences between
the smooth and original demand curves under these parameters, however, are di�cult to see.
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Therefore, in the �gures below, I use the parameters α = 10.59 and β = 10.46, which make the
di�erences clearer and delivers a concavity function ω that approximately is maximized at x = 1

2
.

Figures 13(a)-13(b) plot the probability function h (∆) and the concavity function ω (∆).
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Figure 13: Uncertainty Over the Demand Curve for Loans

(a) Probability function h (∆)

0

0.25

0.5

0.75

1

(b) Concavity function ω (∆)

0

1

2

3

Notes: The function h (∆) represents the probability a bank believes it is competing with a neighboring bank. This
uncertainty a�ects the weight a bank places on the two possible slopes in the demand curve for loans. The function
ω (∆) is the concavity of the subjective demand curve implied by the bank’s beliefs. The support of the beta
distribution has been transformed from the unit interval to [0, 2/N] in the �gures. The scale parameters for the beta
distribution are α = 10.59 and β = 10.46.
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The �gures reveal that all the uncertainty is concentrated around 1
N
, which is the location

a bank would expect the boundary of a neighboring bank’s market to be in equilibrium. This
probability distribution leads the concavity of the subjective demand curve to be maximized
around the location of the kink.

Figure 14 illustrates the original sharp kink featuring no uncertainty about the demand curve
and the corresponding smoothed kink in which there is uncertainty. For ∆ < 1

N
, the smooth

curve begins to deviate from the original curve once the bank starts assigning positive probability
to competing with a neighbor. The bank reduces its lending rate faster in order to attract the
marginal borrower because the bank believes it might now be competing for that customer. As ∆

approaches 1
N
, the original kink is entirely “rounded out” and the smooth demand curve displays

the most concavity. Interest rate pass-through will be lowest in that region, though not zero.
As the bank extends its loan portfolio further past 1

N
, it becomes more con�dent that it is

competing with the neighbor, and so the bank puts more weight on the slope of the demand curve
being −2c. The original and smooth demand curves converge.

A.10 Dynamical system, variable investment scale

In this section I present the equilibrium equations that de�ne the dynamical system when the
scale of project investment can vary. The state variable of the system is the current period physical
capital stock Kt.

The scale of project investment is

ιt = log

(
q̂t+1κ

RL,t

)
. (51)

From labor market clearing, the current wage and expected wage next period are given by

wt = (1− α)AtK
α
t , (52)

Et (wt+1) = (1− α)AKα
t+1. (53)

In the physical capital market, the supply of physical capital is from the physical-capital-
formation equation:

Kt+1 =
1

2
(κ+ κ)− 1

2
(1 + κ/κ)

RL,t

q̂t+1

−
γ/2

N2
t

log

(
q̂t+1κ

Ri
L,t

)
, (54)

while the demand for physical capital is the expected marginal productivity:

q̂t+1 = αAKα−1
t+1 . (55)
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Figure 14: Smooth and Original Demand Curves

Notes: The dashed curve is the original demand curve that features a kink at ∆ = 1
N . The solid curve is the smooth

demand curve that is derived from a bank being uncertain about the slope of the demand curve it faces. The
uncertainty is captured by a beta distribution with scale parameters α = 10.59 and β = 10.46.

The after-tax interest rate Rf,t (1− τ) is found by combining market clearing in the deposit
and equity markets, and is given by:

Rf,t (1− τ) =
ŵt+1

βwt − 1+β(1−τ)
Ld

(ιt + fNt − wtLb)
. (56)

The remaining endogenous objects are the expected return on equity R̂E,t+1 and number of
banks Nt. Substituting the equity market clearing condition into the zero pro�t condition gives
for the zero pro�t condition:

1

2
(RL,t (ιt − κ/κ) + q̂t+1κ) =

q̂t+1γ

2

ιt
Nt

−
(
R̂E,t+1 −Rf,t

) (
ιt + fNt − wtLb

)
+ R̂E,t+1 (ιt + fNt) .

(57)
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Finally, the equity market clearing condition is

wtL
b = ιt + fNt −Nt

(
Πi,t

min

Rf,t

)
. (58)

Equations (51) - (58) de�ne the dynamical system for a given lending rate RL,t. In both the
kinked and competitive equilibria, the lending rate is de�ned implicitly. In the kinked case, the
lending rate is given by

RK
L,t =

q̂t+1κ− 2wtL
e − c

Nt

1 + ιt
. (59)

Because the kinked lending rate is not a function of the R̂E,t+1, the expected return on equity can
be solved in closed form using (57):

R̂E,t+1 =
1
2

(RL,t (ιt − κ/κ) + q̂t+1κ)− q̂t+1γ
2

ιt
Nt
−Rf,t

(
ιt + fNt − wtLb

)
wtLb

. (60)

The number of banks Nt and expected equity return R̂E,t+1 are determined jointly in the
competitive case by (57) and (58).

Examining the system, one can see that the current period physical capital stock Kt is the
state variable of the economy, just as it was in the unit investment case.
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