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Abstract

This paper develops a framework to study how di�erent sources of �uc-
tuations and the micro-structure of trade networks shape the volatility of
exports at the �rm-level and in the aggregate. We consider four orthogo-
nal shocks a�ecting exporter-importer trade networks � a macroeconomic
shock and three individual shocks hitting respectively the exporter, its
foreign partner, and the match they form. We use our framework and
new data on networks connecting French exporters to European buyers
over the 1995-2007 period to structurally estimate these shocks. Individ-
ual shocks are found to be a major source of �uctuations, in disaggregated
as in aggregate data. Customer-related shocks matters for the volatility
in the small. Firms' exposure to such shocks varies depending on the
structure of their portfolio of customers: More diversi�ed �rms are better
hedged against customer-related shocks. This diversi�cation explains a
sizable fraction of the dispersion of volatility across �rms. In the aggre-
gate, the relative prevalence of di�erent types of individual shocks also
varies across countries. We show that it depends on the shape of the sales
distribution across sellers, buyers and seller-buyer pairs. Di�erences in the
structure of trade networks partly explains the di�erences in the origins
and the magnitude of the volatility of French exports across destinations.
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1 Introduction

What explains the di�erences in the volatility of sales and output, across �rms
and across markets? The two questions have been extensively studied - most
often separately - by researchers from various �elds within economics.1 This
paper analyzes how the di�erent sources of shocks hitting individual �rms to-
gether with the micro-structure of the economy shapes the volatility of sales, at
the �rm-level as well as in the aggregate.

At the level of individual �rms, volatility called in what follows in the small

has been shown to be large, irrespective of the measure of performance used.2

Not only is �rm-level volatility high on average, it is also strongly heterogeneous
across �rms (Decker et al., 2014; Fort et al., 2013). While most papers rely on
idiosyncratic supply shocks when explaining such dynamics, recent contributions
have pointed out the role of customer-related shocks (Foster et al., 2008, 2012;
Arkolakis, 2011; Kelly et al., 2013). Our paper proposes an empirical strategy
which exploits highly disaggregated data to isolate di�erent sources of shocks
to growth, including idiosyncratic supply shocks as well as customer-related
growth components. We quantify their relative contributions in explaining the
volatility of individual sales and its heterogeneity across �rms.

Individual shocks to �rms are also central in the recent literature on ag-
gregate �granular� �uctuations. When the distribution of �rms' size is fat-
tailed (Gabaix, 2011) and when �rm-to-�rm linkages are su�ciently concen-
trated (Acemoglu et al., 2012), idiosyncratic shocks can have a substantial ef-
fect on macroeconomic outcomes; volatility called in the large in the following.
Here as well, the literature has mostly focused on idiosyncratic supply shocks as
a source of granular �uctuations. We expand this framework and incorporate
the di�erent sources of volatility as measured at a disaggregated level. In this
framework, not only the structure of economic networks but also the prevalence
of di�erent types of shocks determine the magnitude of aggregate �uctuations.

This paper more speci�cally focuses on shocks related to individual cus-
tomers. The presence of such shocks in our statistical model is important for
at least two reasons. At the level of individual producers, introducing idiosyn-
cratic shocks related to customers means that the variance of a �rm's output is
a�ected by the structure of its portfolio of clients. Firms with a more �diver-
si�ed� portfolio end up better hedged against idiosyncratic shocks hitting their
customers. We provide evidence that this is indeed the case in our data. This
feature also helps explain the dispersion of �rms' volatility. Better diversi�ed

1The volatility of individual �rms has been studied in the corporate �nance literature as
in Thesmar and Thoenig (2011) and in industrial organization (e.g. Asker et al. (2014)).
The volatility of aggregate GDPs is a classical macroeconomic question. Koren and Tenreyro
(2007) and Caselli et al. (2015) thus study the di�erence in volatilities across countries of
di�erent levels of development. A few papers have tackled both issues together - eg. Comin
and Mulani (2006) have documented the di�erent trends in �rm-level and aggregate volatility.

2Comin and Philippon (2006) document the increase in �rm volatility using real measures
(sales, employment and capital expenditures) as well as �nancial data (equity returns). See
also Comin and Mulani (2006) on sales data, Thesmar and Thoenig (2011) based on sales and
employment, Campbell (2001) using stock returns.
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�rms display signi�cantly less volatile sales. The presence of customer-related
shocks also matters at the aggregate level. Here, the argument is very similar to
that of Gabaix (2011). Namely, if there are idiosyncratic shocks to the demand-
side of the economy, shocks to the largest or the most connected buyers will
show up in the aggregate. Similarly, if seller-buyer relationships are highly con-
centrated, shocks to the upper tail of the distribution of transactions are likely
to generate granular �uctuations. From this it follows that not only the degree
of sales concentration across producers but also the distribution of purchases
across buyers and the distribution of sales across seller-buyer pairs matter for
determining the amount of �granular� volatility. Of course, which one matters
the most depends on the relative prevalence of idiosyncratic shocks to sellers,
buyers, and their match, an empirical question addressed in the following.

In our empirical contribution, we consider one speci�c type of economic
networks, namely �rm-to-�rm trade linkages in international markets, and the
volatility of one speci�c outcome, the growth of exports between French �rms
and their EU partners. We exploit newly available data which tracks the precise
structure of these transactions. The explicit identi�cation of �rms on both sides
of the border constitutes one originality of the data. The data set can be viewed
as a bipartite graph with sellers on one side (French exporters) and buyers
on the other side (foreign importers). In this graph, the set of relationships
is exhaustively observed over several years which makes the data set a good
source for studying the origin of shocks in �rm-to-�rm trade networks. Taking
the structure of the network as given, we estimate the drivers of growth at the
most disaggregated level and study how, when combined, they determine the
level of volatility, in the small and in the large.

Our strategy for identifying the drivers of disaggregated growth is based
on a partial equilibrium model of the demand for imports, which we estimate
structurally using a methodology inspired from the labor literature.3 The de-
mand for imports addressed by a foreign buyer to a French exporter is assumed
to be a�ected by several aggregate and individual shocks, hitting the supply
side of the economy � French exporters either collectively or individually�, the
demand-side � foreign buyers again collectively or individually�, or the match
formed by a seller and a buyer. The model is used to de�ne a set of exogeneity
conditions which the estimation strategy can later exploit to estimate the dif-
ferent growth components. In the data, �aggregate� shocks are identi�ed as the
common component of growth across all �rms selling and/or buying the same
type of goods in a given period. �Firm-speci�c� shocks are in turn measured as
the residual growth component that is not explained by aggregate components.
Thanks to the network structure of the data and using a speci�cation derived
from our structural model, we show how to separately identify the source of
growth which is speci�c to a seller, and thus a�ects sales to all this seller's buy-
ers, from that speci�c to a buyer, a�ecting her demand to all her sellers. Finally,

3Longitudinal employer-employee data have a similar graph structure as that of trade net-
works. This structure has been exploited to study the determinants of the wage distribution.
See, among many others, Abowd et al. (1999) and Abowd et al. (2002). We apply a similar
methodology to estimate the sources of trade growth in �rm-to-�rm trade data.
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the residual of this structural decomposition is the match-speci�c component
of growth. Hence, it becomes possible to write the yearly growth rates that we
observe at the seller-buyer level into a combination of four di�erent �shocks�.

We next use the estimates to discuss the sources of volatility in the data.
We �rst aggregate across customers within a producer's portfolio and compute
the volatility in the small, de�ned as the variance of individual destination-
speci�c sales. Second, we aggregate sales across producers to obtain a measure
of volatility in the large, the variance of aggregate sales to a destination.4 We
then decompose these variances using our estimated shocks. In the small, aggre-
gate shocks mechanically contribute little to explaining the variance of sales and
its heterogeneity across �rms. The most important drivers of the dispersion in
�rm-level volatilities are the seller-speci�c and the match-speci�c shocks, which
respectively represent 40 and 43% of the cross-sectional variance. The sizable
contribution of match-speci�c shocks contrasts with the related literature which,
almost exclusively, focuses on supply-side drivers of �uctuations. The prevalence
of buyer-related shocks also contributes in explaining the high degree of hetero-
geneity in �rms' volatility. Namely, �rms that display more diversi�cation in
sales, i.e. �rms with more customers in their portfolio and a better balance of
sales across buyers, have sales that are signi�cantly less volatile. Even though
this result is almost mechanical in presence of buyer-speci�c shocks, absent any
buyer-speci�c source of volatility, this �nding would be very di�cult to explain.

Having identi�ed the sources of volatility in the small, we next aggregate up
to the country level and discuss the origin of �uctuations in the large. Aggregate
shocks naturally contribute more to the volatility of a country's total sales. How-
ever, because trade data are extremely concentrated along the �rm-dimension,
we also expect the �rm-speci�c components to matter. This is indeed the case.
Namely, more than 80% of the volatility in aggregate sales to a destination is
attributable to the combined e�ect of the seller-speci�c, the buyer-speci�c and
the match-speci�c shocks. Moreover, these microeconomic shocks explain most
of the di�erences across destinations in the magnitude of �uctuations. Here as
well, shocks a�ecting individual sellers matter a lot, representing around 35%
of aggregate �uctuations. But the most important source of �uctuations re-
mains the seller-buyer (match) component. The magnitude of this contribution
is surprising since, in the data, large �rms tend to have more customers in their

4While performing the aggregation, the question of extensive adjustments naturally springs
up. In the literature on �rms' dynamics, the entry and exit of �rms into a market is a key
driver of �uctuations (see, for instance, Hopenhayn (1992) or Bilbiie et al. (2012)). This
is potentially the case in our framework, as well. At the aggregate level, adjustments in
the number of �rms serving a given market contribute to the dynamic of output (Lee and
Mukoyama, 2015). Less discussed in the literature is the fact that extensive adjustments can
also occur within �rms. Namely, changes in the set of customers served by a given �rm is also
a source of volatility in individual sales. We provide evidence that both margins participate
to the volatility but that the intensive margin is the most important driver of �uctuations.
Namely, only 10% of the level of volatilities, whether in the small or in the large, is explained
by extensive adjustments. The remaining 80% are attributable to �uctuations at the intensive
margin, i.e. the variance of sales for existing seller-buyer pairs. It has to be noted however
that, at the individual level, the extensive margin explains about half of the dispersion in
volatility.
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portfolio. With a fat-tailed distribution of producers, this should contribute
to reducing the aggregate e�ect of seller-buyer shocks. In our data however,
some large exporting �rms happen to be extremely poorly diversi�ed across
customers, explaining the strength of these shocks.

As is apparent from our above presentation, this paper contributes to several
strands of the literature. The analysis of the volatility in the small brings new
evidence to the literature trying to understand the heterogeneity of �rms in
terms of their volatility.5 This literature has notably shown that large and/or
more experienced �rms tend to be less volatile. Indeed, our results con�rm this
�nding. However, we also prove that part of the correlation is due to these
�rms with a more diversi�ed portfolio of customers that o�ers natural hedging
against buyer-speci�c shocks.6 The analysis of the volatility in the large is more
closely related to the granularity literature. In this respect, our paper shares a
lot with di Giovanni et al. (2014) who use a similar aggregation procedure to
analyze the sources of volatility in French data. However, our data structure
allows us to pinpoint the role of buyer-speci�c and match-speci�c shocks.

The use of export data naturally draws a link with the trade literature.
Several contemporary papers also use �rm-to-�rm trade data to go deeper into
the microeconomic structure of aggregate export �ows. In particular, Bernard
et al. (2014), Eaton et al. (2013) and Carballo et al. (2013) also provide evidence
on the heterogeneity of exporters in terms of the number of buyers they interact
with. This dimension of heterogeneity is however interpreted in completely
di�erent contexts, to discuss the welfare gains from trade (Carballo et al., 2013),
individual and aggregate trade patterns (Bernard et al., 2014), or their dynamics
(Eaton et al., 2013). Last, a recent and complementary strand of the literature
has studied the structure of economic networks as the outcome of an endogenous
process (Ober�eld, 2011; Chaney, 2014). In contrast to these papers, we take
the structure of the network as given and study how it shapes the amount of
volatility in trade data.

The rest of the paper is organized as follows. We start with a description of
our data and new stylized facts on trade networks in Section 2. In Section 3,
we describe our identi�cation strategy of the growth decomposition at the most
disaggregated (seller-buyer) level. Next, we present the results in two distinct
steps. We discuss the origin of �uctuations in the small, at the level of individual
�rms, in Section 4. Section 5 instead analyzes the question in the large, based
on aggregate trade �ows. Finally, Section 6 concludes.

5See, among many others, Comin and Philippon (2006), Thesmar and Thoenig (2011),
Decker et al. (2014), or Fort et al. (2013). These papers rely on very di�erent arguments for
explaining the heterogeneity in �rms' volatility, including the degree of �nancial constraints
(Comin and Philippon, 2006), the heterogeneity in risk-taking behaviors in a context of in-
creasing stock market participation (Thesmar and Thoenig, 2011), the correlation of individual
volatility with the age of the �rm (Davis et al., 2009), etc.

6Note that the argument shares some �avor with Caselli et al. (2015) who also rely on a
�diversi�cation� argument for explaining the amount of �uctuations. In their paper however,
the argument is applied to the volatility in the large and the way a country's diversi�cation
across export markets is o�ering natural hedging against country-speci�c shocks.
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2 Data and Stylized facts

2.1 Data

The empirical analysis is conducted using detailed export data covering the
universe of French �rms. The data are provided by French Customs.7 The full
data set covers all transactions that involve a French exporter and an importing
�rm located in the European Union. Our analysis however focuses on exports
to the �fteen �old� members of the European Union, less Greece, Luxembourg,
and Austria.8 For all these countries, we use data for the 1995-2007 period.

Many researchers before us have used individual trade data provided by the
French Customs. Most of the time, the data used in empirical approaches are
annual data disaggregated at the level of the exporting �rm, as in Eaton et al.
(2011), Mayer et al. (2014) or Berman et al. (2012), among many others. Some
papers also use data detailed at the level of the importer, for instance Blaum
et al. (2013). Bricongne et al. (2012) use more disaggregated data, detailed at
the level of a transaction: For each exporting �rm, they know how many times
a good has been exported to one destination in the year under consideration.
In comparison with this paper, our data are even richer since we know, among
other characteristics, the identity of the exporting �rm and the identity of the
importer it serves.

For each transaction, the data set speci�es the identity of the exporting �rm
(its name and its SIREN identi�er), the identi�cation number of the importer
(an anonymized version of its VAT code), the date of the transaction (month and
year), the product category (at the 8-digit level of the combined nomenclature)
and the value of the shipment. In the analysis, data will be aggregated across
transactions within a year, for each exporter-importer pair. This helps focus on
the most important novelty in the data, which is the explicit identi�cation of
both sides of the markets, the exporter and its foreign partner.9

While goods are perfectly free to move across countries within the European
Union, �rms selling goods outside France are still compelled to �ll a Customs
form. These forms are used to repay VAT for transactions on intermediate con-
sumptions. This explains that the data are exhaustive. One caveat, though:
small exporters are allowed to �ll a �simpli�ed� form that does not require the
product category of exported goods. This is problematic whenever the empir-
ical strategy controls for sector-speci�c determinants of the outcome variable

7In particular, we would like to thank Thierry Castagne who took time to explain the
speci�cities of the data.

8The reason for leaving these three countries aside comes from the di�culty, not to say
the impossibility, of identifying individual buyers for these destinations. We found breaks in
the panel dimension of buyers' identity. We also had to exclude from the analysis the new
member states of the European Union because the time dimension was too short in their case.

9Notice that, even though we track each sale a seller makes to each country, we cannot
do the same for buyers. More precisely, we cannot know if the same buyer buys from two
foreign sellers from two di�erent countries. More generally, since we do not have additional
information on the buyer, we cannot say whether it is an a�liate of the same (multi-national)
�rm as the seller or indeed if two buyers in our data are connected through multinational
linkages.
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since the corresponding transactions cannot be included in the data set. The
�simpli�ed� regime concerns �rms with total exports in the European Union in
a given year below 100,000 euros (150,000 euros since 2006). Put di�erently,
some of our regressions do not include the smallest exporting �rms. Since the
analysis focuses on �granular� �uctuations, which mostly involve large �rms in
an economy, we believe this absence to be immaterial. We however checked
that the most important stylized facts still prevail if we include the small �rms,
without controlling for the product dimension.

Given the quality of the data, little cleaning is necessary to construct the
�nal data set. There is only one type of �ows that we remove. In some cases, the
country code is not consistent with the country code that can be recovered from
the importer's identi�er. This happens when a French �rm plays the role of an
intermediary to sell a good produced in a given country bought by a customer in
another country. Since such transactions cannot be quali�ed as �French exports�
stricto sensu, they are removed from the database.

In 2007, we have information on 42,888 French �rms exporting to 334,905
individual buyers located in the 11 countries of the European Union. Total
exports by these �rms amounts to 207 billions euros. This represents 58% of
French total exports. Detailed summary statistics by destination country are
provided in Table 1. While large destination markets naturally involve more
�rms on both sides of the border, the density of trade networks, as measured
by the number of active pairs divided by the potential number of relationships,
is instead lower in countries like Germany or Belgium.

� Table 1 about here �

The �rm-to-�rm data are used to describe the structure of trade networks,
in the cross-section. We also use the time-dimension to compute measures of
sales growth at di�erent levels of aggregation. Let us denote the growth rate
as gsbt, gst, gbt and gt, respectively for the seller-buyer, the seller, the buyer
and the aggregate levels. In everything that follows, the analysis is conducted
destination by destination but we simplify the notations by omitting the index
for the destination market.10 gst and gt are thus de�ned as the growth of sales
to a speci�c destination, measured for one speci�c seller or in the aggregate.
Our measure of volatility is the variance of annual growth rates computed at
each level. We restrict our attention to the subset of second-order moments
computed on at least four points.11 Finally, to minimize the e�ect of outliers on

10This choice is motivated by our willingness to isolate the role of diversi�cation across
buyers within a destination from that of diversi�cation across destination markets. The role
of diversi�cation across destinations is pointed out in Caselli et al. (2015).

11Whereas four points may seem a small number for computing measures of volatility, this
restriction reveals itself rather constraining once one realizes that it relies on the number of
years a given �rm serves a speci�c destination or even the number of years a given seller-
buyer pair is active. Figure A.1 displays the frequency of pair durations in our data source,
where the duration of a pair is de�ned as the number of growth rates the sample contains
for that seller-buyer pair. The low average duration of relationships also explains why we do
not compute time-varying measures of volatility based on sub-periods, as is often done in the
macroeconomic literature.
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our measures of volatility, we base our estimates in Section 3 on observations
for which the seller growth rates lies in the interval [−0.8; 4]. Table A.1 in
Appendix quanti�es how restrictive these constraints are, as measured by the
sample coverage.

In addition to �rm-to-�rm trade �ows, we merge historic information on
�rms' participation in foreign markets using the �rm's Siren identi�er. The
data, provided by the French Customs, go back to 1990. This allows us to
to construct a measure of �rm's �experience� in each destination market. In
Chaney (2014), it is the history of the �rm in a destination that explains how
many contacts it has there. Even though we do not seek to explain the structure
of �rms' trade networks, trade experience will be used as a control variable
in some of our regressions. To better summarize experience, we will contrast
�entrants� (experience below two years), �young exporters� (experience between
2 and 5 years), and �mature exporters� (experience of at least 5 years).

Furthermore, we complement the above data sets with the so-called LiFi.
The data, built by the French Statistical o�ce (INSEE), provide information
on ownership relations between French �rms and their a�liates, in France as
well as abroad. We merge the LiFi using again the Siren identi�er and measure
whether exporters in our data are entities of a foreign multinational or if they
own foreign a�liates in the market where they export goods. This allows to
control for the impact of intra-�rm linkages on the structure of trade networks
and the magnitude of �rm-level �uctuations.12 Even though the LiFi is not
exhaustive, it has a satisfactory coverage, as discussed in Kleinert et al. (2012).

2.2 Stylized facts on trade networks

In this section, we describe the structure of French �rms' trade networks, as of
2007. We �rst describe the distribution of trade �ows across �rms. We coin
it the diversi�cation in the large. We then present the diversi�cation in the
small. This corresponds to the distribution of trade �ows within �rms across
trade partners. Finally, we discuss the importance of the extensive margin for
the growth of individual and aggregate exports.

Diversi�cation in the large. The skewness of individual sales is key to gen-
erate granular �uctuations (Gabaix, 2011). If the distribution of sales were
symmetric, idiosyncratic volatility would have a negligible impact on aggregate
�uctuations since individual shocks would compensate each other. In Gabaix
(2011), it is thus the distribution of sales across �rms that determines the preva-
lence of idiosyncratic supply shocks in aggregate �uctuations. As argued in the
introduction, a similar reasoning applies if idiosyncratic shocks hit the buyer
side of the economy. Then what matters is the distribution of purchases across

12The French Customs do not distinguish between intra-�rm and arm's length trade �ows.
Information on the nationality of the �rm's a�liates and/or headquarter is used as indicative
of the possibility that part of the bilateral trade �ows observed in our data are indeed intra-
�rm.
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buyers. Finally, if shocks are speci�c to a seller-buyer transaction, the distribu-
tion of sales across transactions is key to understand the aggregate impact of
the shocks.

The concentration of exports across sellers is illustrated in Figure 1, �rst
panel. The �gure displays the cumulative value of sales across �rms of increasing
size.13 It con�rms a well-known stylized fact of the trade literature, namely that
the distribution of sales across exporting �rms is extremely skewed. At the top
of the distribution, 1% of �rms are responsible for about 55% of exports.

� Figure 1 about here �

This extreme skewness shows up in the Her�ndahl index, equal to .005 in our
data (See Table 2, column (2)).14 While the absolute number is not meaningful,
it represents 234 times the Her�ndahl one would observe in a counterfactual
world with S exporters symmetric in size (Herf/(1/S) = 234). This ratio
varies signi�cantly depending on the destination country under consideration
(column (3), Table 2). It is maximum for French sales in Spain and minimum
for exports to Germany.

� Table 2 about here �

Imports from France are also extremely concentrated across buyers, as illus-
trated in Figure 1, second panel. At the top of the distribution, 1% of �rms are
responsible of about 70% of imports. The Her�ndahl index of import purchases
is equal to .001 and is almost 500 times larger than it would be under a uniform
distribution (Table 2, columns (6) and (7)). This implies that shocks to the
largest importers in each destination are very likely to show up in aggregate
�uctuations.

The skewness of either export or import distributions has already been doc-
umented in the trade literature. There is however no such evidence regarding
the distribution of sales across exporter-importer pairs. This is what the third
panel in Figure 1 and the last four columns in Table 2 illustrate. Here as well,
the distribution is highly skewed: the 1% largest transactions represent 70% of
aggregate trade and the Her�ndahl index is equal to .001. In a (large) desti-
nation country such as Spain, the ten largest transactions account for 22% of
French exports. This proportion is even larger in smaller destinations such as
Ireland and Sweden. The least concentrated country is Germany. In this coun-
try among the 249,196 �rm-to-�rm pairs exchanging in 2007, the ten largest
account for �only� 9% of total French exports.

Whatever the dimension considered, the data show an extreme degree of
concentration. Aggregate trade is not diversi�ed in the large and is thus likely

13Here, the size of a �rm is measured by the total value of its sales in the 11 EU countries
that we consider in the paper. Results are unchanged if we instead focus on the distribution
of destination-speci�c sales.

14As expected, trade is more granular than total sales. Indeed, di Giovanni et al. (2014)
reports a Her�ndahl of sales for French manufacturing �rms of .0035. The distribution of sales
across French exporters is almost twice as concentrated as the distribution of total sales.
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to display granularity. Next, we show that trade is also poorly diversi�ed in
disaggregated data.

Diversi�cation in the small. In presence of �rm-speci�c shocks, the mag-
nitude of �uctuations in individual sales depends in particular on the structure
of individual exporters' clientele.15 We now describe the extent of sellers' diver-
si�cation - measured by the number of customers within each French exporter's
portfolio.

� Figure 2 about here �

Figure 2 presents the distribution of the number of buyers in each French ex-
porter's portfolio. We focus on the number of buyers within a given destination
country. The top panel of Figure 2 (circles line) represents the share of sellers
having at least a given number of buyers in a given destination. The bottom
panel (circles line) presents the share of these �rms in total exports, i.e. taking
into account the heterogeneity across sellers of di�erent size. In 2007, 43% of
French sellers export to a single buyer (top panel). These sellers are exposed
to a maximum level of idiosyncratic demand risk since they are not diversi�ed
at all across buyers within a destination. Such sellers only account for 18% of
total sales, however (bottom panel). At the other side of the distribution, 12%
of �rms have more than 10 partners in their typical European market. These
�rms are large on average since they represent around 40% of total exports.
These distributions thus reveal a large amount of heterogeneity in the level of
diversi�cation of French exporters, with larger exporters selling to more buyers.

The number of clients in a �rm's portfolio is not su�cient to fully assess a
seller's diversi�cation. Indeed, a �rm may have many partners but be extremely
poorly diversi�ed if most of these partners buy tiny amounts. This possibility
seems consistent with our data, as shown by the additional lines displayed in
Figure 2. While the green circles line shows the number of buyers using the total
sales of each exporter, the other lines restrict the analysis to a given amount
within each �rm's exports. Namely, for each exporting �rm, buyers are ranked
according to their (decreasing) size and the number of clients is computed by
excluding from the computation the smallest buyers representing some given
share of exports. Using this strategy, we see that, among the 12% of �rms that
serve more than 10 buyers, many serve tiny importers with cumulative share
less than 10% of the �rm's exports. Once such tiny buyers are removed, only
6% of sellers are found to serve at least 10 partners. This number is close to 0
when one concentrates on only half of the �rm's sales. These �ndings indicate
that exporters' sales are not well diversi�ed across buyers: even large �rms with
a rich portfolio of clients tend to concentrate their sales on one or two �main�
partners.

� Table 3 about here �

15See Section 4 for a detailed description of the mechanisms surrounding this relationship.
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We complete our characterization of individual �rms' degree of diversi�ca-
tion using a multivariate regression framework. Results are presented in Table
3. We explain the variance across �rms in their degree of diversi�cation using
a set of observable characteristics. First, we include indicators to control for
all determinants of diversi�cation that are speci�c to a sector in a destination
(columns (1), (3), (4) and (6)) and/or speci�c to the exporter (columns (2),
(3), (5) and (6)). Columns (1)-(3) use the number of clients in the exporter's
portfolio as left hand side variable and columns (4)-(6) use the Her�ndahl in-
dex. Since both variables are negatively correlated, we expect the estimated
coe�cients to be of opposite sign.

The �rst explanatory variable introduced in the regressions is the size of
the exporting �rm, as measured by its export sales in the destination. We also
include its square to capture non-linear e�ects. The coe�cients obtained with
these two variables imply a non-linear relationship between the �rm's size and
the diversi�cation of its portfolio: Large �rms tend to be better diversi�ed, up
to a threshold above which the diversi�cation of individual �rms decreases.16

Following Chaney (2014), we also control for the experience of the �rm in the
destination.17 Consistent with the expectation, we �nd that the number of
buyers served by a given exporter and the diversi�cation of its sales (as measured
by the inverse of the Her�ndahl) are increasing in its experience.

The second set of explanatory variables captures the �rms diversi�cation
across products rather than across buyers. Columns (1)-(3) regress the number
of clients on the number of 8-digit products the �rm has in its portfolio while
the Her�ndahl index of sales across products is used in columns (4)-(6). If
diversi�cation across buyers was entirely due to the �rm expanding its range
of products, the coe�cient on these variables would be equal to one, which is
not what we �nd. Even though the estimated coe�cient is very signi�cant and
positive, it is far away from one implying that �rms diversify across buyers, even
within products.

Our regression exercise also controls for multinational linkages that the
French exporter might share with �rms in the export destination. This will
happen if the �rm is an a�liate of a foreign MNE located there (variable called
�1 = 1 if HQ from dest.�) or has a�liates in the destination (variable called
�1 = 1 if a�liates in dest.�). Estimated coe�cients suggest that export �ows are
less diversi�ed across buyers when the exporter is involved in a multinational
relationship with �rms in the destination. This might be expected if part of
the recorded exports are in fact intra-�rm trade, a form of trade that does not
expose partners to the same type of risks.

The last element of this table has to do with the heterogeneity across ex-
porters in their potential for diversi�cation. Depending on the type of products
it sells, a �rm may indeed face a very large number of potential clients or an

16Increasing size has a positive impact on �rm's diversi�cation for exports below the 80th

percentile. Then, increasing size is associated with a reduction in the level of diversi�cation.
17In Chaney (2014), exporters gradually accumulate customers in each destination through

random meetings. As a consequence, the number of buyers in a �rm's portfolio increases over
time.
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oligopsonic demand. Such di�erences in their potential for diversi�cation may
well be at the root of the heterogeneity in the actual degree of sales diversi�-
cation. We thus control for the number of potential clients that an exporter
faces.18 As expected, the variable is positively correlated with the number of
buyers in the �rm's portfolio, but the correlation is far from perfect. The corre-
lation is also positive, but small, between the actual and the potential Her�ndahl
index of sales in column (4)-(6).19

Together, these results suggest that the degree of sales diversi�cation is
strongly heterogeneous across �rms and systematically correlated with char-
acteristics of the �rm, namely its size, the number of potential clients it faces
and its experience as an exporter. The coe�cients on multinational linkages and
the one on �rm's size suggest that the largest �rms are not the most diversi�ed
ones. Individual shocks to transactions in which such �rms are involved are thus
likely to have sizable aggregate implications.

To complete our analysis of diversi�cation in trade networks, in the small, we
look now at the way individual importers spread their purchases across French
exporters. Figure 3 presents the distribution of the number of French sellers
within each importer's portfolio for the year 2007. Here as well, the distribution
is expressed in relative terms with respect to the population of importers (top
panel) and to the total value of trade (bottom panel).

� Figure 3 about here �

In 2007, 65% of foreign buyers trade with a single French exporter (top
panel).20 These importers are however small, on average: They represent only
16% of total sales (bottom panel). At the other side of the distribution, 4% of
�rms have more than 10 French partners. These �rms are large on average since
they represent around 40% of total imports. Interestingly enough, the basket
of foreign buyers is extremely concentrated, even for buyers interacting with
several French exporters. Almost 90% of importers buy 90% of their imports
from France from a single �rm. They account for almost 70% of exports.

The extensive and intensive margins of exports. The analysis so far
has been static. The patterns of the distribution of sales and purchases across
and within �rms exhibit little change over the 1995-2007 period. This is true
in the aggregate but, in disaggregated data, a substantial share of the action
takes place at the extensive margin. At the seller-level, individual growth rates

18The variable is calculated based on the observed number of buyers that purchase one
speci�c type of products. Using the �rm's observed portfolio of products and the number of
potential buyers for each of those products, it is possible to compute the theoretical number
of buyers that an exporter could serve, i.e. the supply of clients it is o�ered.

19Here, the potential Her�ndahl is calculated as before and assuming that the �rm allocates
its sales across all potential buyers in proportion to their relative demand.

20A small proportion of these �rms interact with sellers which themselves are not diversi�ed
in sales. Namely, 1.5% of all transactions in the 2007 data involve an exporter serving a single
buyer which itself does not interact with any other exporter. Such �1-to-1� trade �ows are
mechanically excluded from the identi�cation strategy in Section 3.
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are in part driven by the net entry of buyers in �rms' portfolio of customers.
At the aggregate level, the e�ect is reinforced by entries and exits of sellers
into di�erent destination markets. To assess the economic importance of such
adjustments, we compute the relative contributions of the intensive and the
extensive margins to the annual growth of sales. Details on the decomposition
are provided in the Appendix of the paper, Section A.

Consider �rst the growth rate of individual sales, by destination. At this
level of aggregation, extensive adjustments are attributable to the net entry of
customers in the �rm's portfolio. Following the same logic as in Feenstra (1994),
we have:

gTotst = gst + gExt.st (1)

where gTotst is the total growth rate of exports of �rm s in a given destination.
gst denotes the intensive component of this growth rate, computed on the subset
of incumbent buyers (the set Bs ≡ Bst∩Bst−1 of buyers with a strictly positive
demand to s in both t − 1 and t). Finally, gExt.st is the extensive component,
attributable to the net entry of buyers into the �rm's portfolio.21

The median and the mean contributions of these two terms to the growth of
individual destination-speci�c sales are reported in the �rst and second columns
of Table 4. The lion's share of individual growth is clearly driven by the intensive
margin. The mean contribution of the intensive margin is 80% and its median
contribution 100%.

� Table 4 about here �

Columns (3) and (4) of Table 4 present the contribution of the extensive and
intensive margins to the growth of aggregate exports. Compared to equation
(1), a third term appears, which accounts for the net entry of sellers in a market
(i.e. variations in the set St of exporters serving the destination in a given
period). The decomposition now writes as:

gTott = gt + gExt−buyert + gExt−sellert (2)

in which gTott represents the overall growth of aggregate exports to a destination,
which decomposes into i) an intensive component gt computed on �intensive�
transactions (the set of seller-buyer pairs such that (s, b) ∈

⋃
s∈S Bs where

S = St ∩ St−1 is the set of �intensive� exporters), ii) a buyer component of the

extensive margin gExt−buyert due to the net entry of new buyers into incumbent
sellers' portfolio, and iii) a seller component of the extensive margin gExt−sellert

due to the net entry of sellers into the market.
Again, the intensive margin explains most of the aggregate export growth.

Its contribution is nonetheless smaller than at the individual level. The mean
and median contributions of the intensive margin are both equal to 0.65. The
relative size of the two extensive components is sensitive to the way we measure

21By de�nition, we cannot compute the decomposition in absence of intensive margin (gst
and gExt.

st not de�ned). This reduces slightly the number of observations used in the analysis
as shown in Table A.1.
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their contribution. Looking at the median, we �nd that the net entry of sell-
ers contributes to 15% of aggregate growth while the net entry of new buyers
accounts for 12%. Looking at the mean, the contribution of the net entry of
sellers is negative (-5%) while the contribution of new buyers reaches 40%.22

These results make it clear that the lion's share of export growth is driven
by the intensive margin � the growth of existing seller-buyer relationships. In
the rest of the analysis, we will study the volatility of trade neglecting extensive
adjustments. Results in Appendix A however complete the analysis with a quan-
ti�cation of the contribution of extensive adjustments to the overall volatility
of sales, both in the small and in the large.

3 Empirical strategy

Having discussed the main statistical properties of the trade networks under
study, we now turn to the actual analysis of the dynamics of trade in those
networks. As explained in the introduction, we start from the most disaggre-
gated level and then aggregate up, step by step. In this section, we discuss our
strategy for identifying the sources of shocks at the most disaggregated level.
This strategy is motivated by a theoretical framework, which we use to identify
the orthogonality condition later exploited.

3.1 Sources of �rm-to-�rm trade growth

In this section, we develop a partial equilibrium model of the demand for im-
ported goods, in which we put a variety of fundamental shocks to obtain rich
predictions regarding the determinants of disaggregated trade growth.

The demand side of the model is represented for a buyer b which produces a
consumption good using various imported inputs and sells it to a representative
consumer. The technology for producing yb units writes as follows:

yb =

[
zb
∑
s

(zsbxsb)
σ−1
σ

] σ
σ−1

(3)

where xsb is the demand for the input produced by a seller s, σ > 1 is the elas-
ticity of substitution between input varieties, zsb is a preference parameter for
input s and zb is a measure of the buyer's productivity. Since we will ultimately
apply the model to trade data between French exporters and various European
buyers, it is assumed that buyer b uses as sole inputs intermediate goods sup-
plied by French �rms. While unnecessary, it is of course straightforward to
adjust the model to a more general technology function combining other inputs
as well as labor and capital.

22It is worth noting that aggregate contributions are computed over 11 countries and 11
years. The results for the mean are driven by a few outliers. Excluding these outliers gives
numbers which are comparable to the median results.
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Given this production function, the program of the buyer consists in the
minimization of total costs induced by the production necessary to satisfy the
demand of the market:

yb = p−ηb A

where pb is the price charged by the buyer to her representative consumer and A
an aggregate demand shifter (which will later be allowed to be sector-speci�c).
η > 1 measures the price elasticity of the �nal demand. The CES demand
function implies that the buyer charges her consumer with a price pb which is a
constant mark-up η

η−1 over her marginal cost cb.

Solving the cost minimization program implies the following (nominal) de-
mand addressed to supplier s:

psbxsb =

(
psb
zsbcb

)1−σ

cb

(
η

η − 1
cb

)−η
Azσb (4)

where psb denotes the price charged by supplier s on her customer b. In equi-
librium, the marginal cost writes:

cb = z
−σ
σ−1

b

[∑
s

(
psb
zsb

)1−σ
] 1

1−σ

To obtain a demand equation expressed in terms of the fundamentals, we
�nally need to de�ne the pricing strategy of input providers. It is assumed that
varieties of inputs are produced using a production function which is linear in
labor. The productivity of labor is assumed to be a function of an aggregate
productivity component Z and a �rm-speci�c component zs. Taking the cost
of labor in France as the numéraire and assuming that input providers compete
under monopolistic competition, the price set by exporter s for her sales to
buyer b is:23

psb =
σ

σ − 1

1

zsZ
(5)

Plugging equation (5) into (4) and taking the �rst di�erence in logs over time
gives the predicted equation for the dynamics of trade in the model:

gsbt ≡ d ln psbtxsbt

= (σ − 1)d lnZt + d lnAt + (σ − 1)d ln zst

+(σ − η)d ln cbt + σd ln zbt + (σ − 1)d ln zsbt (6)

23Here, it is assumed that there is no delivery cost charged on international sales to buyer
b. Since we later focus on the dynamics of trade, it would be exactly equivalent to assume
that there is such delivery cost but it is constant over time. In the empirical model, variations
in the transportation cost would be absorbed into the aggregate shock (if they are common
across �rms within a sector), or the match-speci�c shock (if they are speci�c to the �rm and/or
her customer).
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where the growth of the marginal cost can be written using a Taylor approxi-
mation:

d ln cbt = − σ

σ − 1
d ln zbt +

∑
s

wbst−1d ln

(
psbt
zsbt

)
= − σ

σ − 1
d ln zbt − d lnZt −

∑
s

wbst−1(d ln zst + d ln zsbt)

with wbst−1 the share of seller s in buyer b's input cost, in t− 1.
Equation (6) thus de�nes the dynamics of trade as a function of the growth

of the fundamentals, namely the two supply parameters, zst and Zt, and the
three demand parameters, zsbt, zbt and At.

24 The last step consists in specifying
how these parameters evolve over time. In what follows, it will be assumed that
their dynamics is driven by i.i.d. shocks. Namely:

Zt = ZeεZt , εZt ∼ N (0, σ2
Z/2)

At = AeεAt , εAt ∼ N (0, σ2
A/2)

zst = zse
εzst , εzst ∼ N (0, σ2

zs/2)

zbt = zbe
εzbt , εzbt ∼ N (0, σ2

zb
/2)

zsbt = zsbe
εzsbt , εzsbt ∼ N (0, σ2

zsb
/2)

Plugging this into equation (6) delivers the structural equation of the dy-
namics of trade which will later be estimated, namely:

gsbt = (η − 1)dεZt + dεAt + (σ − 1)dεzst +
σ

σ − 1
(η − 1)dεzbt

+(σ − 1)dεzsbt − (σ − η)
∑
s

wbst−1(dεzst + dεzsbt) (7)

We will now explain how we exploit the structure of the data to estimate the
di�erent components of the above equation.

3.2 Identi�cation strategy

The easiest way to visualize our data is, at each date t, as a bipartite graph
with sellers and buyers as the two types of nodes.25 An edge in this graph is

24The classi�cation of shocks into the supply and demand categories is somewhat arbitrary
in this context. In what follows, all shocks a�ecting the buyers are called demand shocks,
even though they can be driven by changes in the productivity of those �rms. From the point
of view of the French exporter, such shocks induce an exogenous change in the demand for
exports, which justi�es the choice of this vocabulary.

25This structure would also have another dimension if data were not aggregated across
products. In that case, the nodes at each side of the graph would be sellers and buyers of a
speci�c product.

16



therefore a (positive) sale between two nodes, one of each type. Equation (7)
describes how the magnitude of such edge evolves over time, in our model.26

In the following, we use the richness of the network structure to distinguish
between the di�erent components of growth introduced into the model. We
take inspiration from the labor literature on the dispersion of wages, notably
Abowd et al. (1999).27 Following Abowd et al. (1999), the determinants of the
dispersion of wages in employer-employee linked data are estimated using high-
dimensional �xed e�ect estimators. Our model also delivers such �xed e�ect
decomposition. After some rewriting, Equation (7) indeed rewrites:

gsbt = fCt + fst + fbt−
σ − η
σ − 1

∑
s

wbst−1(fst + νsbt)︸ ︷︷ ︸
BSICbt

+νsbt (8)

where:

fCt = (η − 1)dεZt + dεAt

fst = (σ − 1)dεzst

fbt =
σ

σ − 1
(η − 1)dεzbt

νsbt = (σ − 1)dεzsbt

are the �xed components and the match-speci�c residual explaining the cross-
sectional dispersion of growth rates.

The partial equilibrium model of Section 3.1 thus delivers a decomposition
of the �rm-to-�rm trade growth into three terms, a macroeconomic component,
a seller-speci�c term and a buyer-speci�c e�ect, plus a residual term which is
speci�c to the seller-buyer match. The buyer-speci�c part is itself composed
of two terms, the buyer �xed e�ect fbt and a weighted average of the seller-
and match-speci�c shocks a�ecting her partners (BSICbt). The BSICbt term
arises from the buyer-speci�c input cost index being responsive to the price
adjustments hitting each of her partners. A negative productivity shock to seller
s thus increases the input cost which smooths the direct impact that the shock
has on the demand addressed to seller s. Moreover, this generates externalities

26Another dimension that the model does not take into account is the extensive margin.
Fundamental shocks might indeed a�ect the existence of an edge: the two nodes exist but the
buyer does not buy from this seller at date t whereas it did at date t − 1 or instead starts
buying at date t while it was not at date t − 1. The shock may also a�ect the existence
of a node, e.g. a su�ciently bad productivity shock might force some sellers out of the
market. Neither our model nor the estimation strategy explicitly take extensive adjustments
into account. Appendix A discusses into details the extent to which this might bias our results.
We argue that, because the extensive margin contributes little to the overall variance of sales,
the potential bias is small.

27This literature seeks to decompose the total cross-sectional distribution of wages into
the shares which are attributable to �rm-speci�c variables, worker-speci�c elements and
match-speci�c determinants. To this aim, high-dimensional �xed e�ect estimators are ap-
plied to employer-employee linked data. Identi�cation is achieved thanks to the connectivity
in employer-employee networks induced by workers' mobility across �rms.
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on the rest of the buyer's portfolio of partners. The presence of this buyer-
speci�c input cost component in equation (8) is important because it generates
a negative correlation between the buyer-speci�c term and the match-speci�c
residual. Absent the correlation, equation (8) could be estimated using Abowd
et al. (1999).

Their strategy is inconsistent, however, because of the correlation between
the input cost index and the residual in equation (8). In order to solve the
problem, the Abowd et al. (1999) estimator is instead applied to a modi�ed
version of equation (8) in which the buyer-speci�c input cost index no longer
appears:

g̃sbt = (1 + λ)fCt + fst + (1 + λ)fbt + νsbt (9)

where:

g̃sbt = gsbt + λgbt

gbt =
∑
s

wbst−1gsbt

λ =
σ − η
η − 1

In matrix format:

Gt = αtf
C
t + χtf

S
t + βtf

B
t + νt

where Gt is the vector that contains the g̃sbt terms (Nt × 1, where Nt is the
number of observations for year t), αt is the design matrix for the year-t country-
sector e�ects (Nt×NC

t , where N
C
t is the number of country-sector for year t),28

χt is the design matrix for the year-t seller e�ects (Nt × NS
t , where N

S
t is the

number of sellers for year t), βt is the design matrix for the year-t buyer e�ects
(Nt ×NB

t , where N
B
t is the number of buyers b, at date t), and νt is the vector

of residuals (Nt × 1).
Given a value for λ, the components of equation (9) can be identi�ed in the

cross-section of year-speci�c growth rates. Identi�cation is achieved assuming:

E(νsbt|(s, t); (b, t)) = 0 (10)

or, in matrix format:

E(νt|χt, βt) = 0 (11)

These assumptions are identical to those in Abowd et al. (1999). Notice
here that there is no explanatory variable, X, in the above model (except the
αt, the year-industry e�ects). To reach identi�cation of the seller and buyer
components, the buyers and sellers must be connected in the sense of belonging

28Because some of our �rms sell multiple products, the de�nition of the �rm's �industry�
is not necessarily straightforward. We chose to a�ect each seller-buyer pair to the �industry�
that corresponds to the most important product constituting the corresponding trade �ow.
Industries are de�ned the the 2-digit level of the HS nomenclature.
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to a connected group (Abowd et al., 2002). In particular, all pairs of buyers and
sellers for which both the buyer and the seller have a unique partner cannot have
identi�ed e�ects, hence unconnected pairs of partners. They represent about
4% of the observations in the regression sample. For each connected group, all
the buyer and seller e�ects but one are identi�ed.29

Applying the above strategy requires that we take a stand on the value of
λ, a function of the two demand elasticities of the partial equilibrium model,
namely σ the elasticity of substitution between French inputs, and η the price
elasticity of demand addressed to foreign buyers. Up to now, we have not put
any restriction on these parameters except that they are both larger than one,
and homogeneous across buyers. We recover this function of the parameters
using an additional exogeneity condition suggested by the theoretical model,
namely the orthogonality between the seller- and the buyer-speci�c components:

E(fstfbt) = 0 (12)

Under the �true� value for λ, condition (12) should apply. We thus implement
a grid-search algorithm on all the possible values for λ and pick the value which
best satis�es the model-implied orthogonality condition. Note that the algo-
rithm is straightforward to implement because there is a monotonous relation-
ship between the value chosen for λ and the magnitude of the correlation of the
seller and buyer �xed e�ects. Appendix B gives more details on the estimation
procedure.30

To summarize, the estimation procedure consists in:

1. Estimating the components of equation (9) under the exogeneity condition
(10) for di�erent values of λ

2. Applying a grid-search algorithm to choose the value for λ which best
matches the orthogonality condition (12), and the corresponding estimated
components,

3. Recovering the theoretical decomposition in equation (8) which measures
the relative contribution of di�erent types of shocks in driving the cross-
sectional distribution of �rm-to-�rm growth rates.

29In a previous version of this paper, we adopted a slightly di�erent version of the model, in
which seller e�ects where country-speci�c. Therefore, the equation above could be estimated
country by country. In this version, a seller is endowed with a unique seller-e�ect in the year
common to all its destinations. Obviously, buyer are all country-speci�c since there is no
common identi�er. The bene�ts of this new strategy are clear on at least two grounds. First,
the network is denser and many more observations are now �connected�; hence with identi�ed
e�ects. Second, because we have more available observations to estimate each of the seller
e�ects (at least for those sellers that export to at least two countries), the precision of the
estimated seller e�ects is increased (Abowd et al., 2002).

30As detailed in Appendix B, the orthogonality condition (12) relies on the asymptotic
properties of the model. Given that the actual network is relatively sparse, it might be
that we do not achieve orthogonality between the seller and buyer components because of
measurement errors on some of the components of the network. We take into account this
potential �limited mobility bias� in the estimation of λ. Namely, we quantify the magnitude of
the bias using a numerical simulation and target a value for the correlation which is consistent
with the results of the simulation. See details in Appendix B.
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Results for the decomposition are presented in Tables 5 and 6. They are
obtained for λ̂ = .76 which is consistent with the price elasticity of demand for
French inputs being slightly above the price elasticity that buyers face on their
own market (eg. 0.76 is consistent with η = 3 and σ = 4.5). Such value is
consistent with the view that markups increase along the production chain.

Table 5, columns (1)-(3), reports the mean e�ects, their standard deviations
and the number of estimated components. Column (4) then reports the median
contribution of each component to the overall growth level while column (5)
is a partial correlation coe�cient which interprets as the contribution of the
component to the cross-sectional dispersion of �rm-to-�rm growth rates. Table
6 reports the full correlation table of the various estimated e�ects. Notice that
the correlations are not corrected for the part due to estimation errors.

� Tables 5 and 6 about here �

The number of growth rates for which we can identify all three individual
e�ects is almost equal to 3.2 millions. There are 12 years, 11 countries and 35
2-digit industries, hence almost 4,000 macro shocks. Finally, we are in position
to identify more than 200,000 seller (time) e�ects, using an average of 7 ob-
servations per e�ect and 800,000 buyer (time) e�ects, using in average slightly
less than 4 observations per e�ect. Without much surprise, the residual match-
speci�c component is the most important component, explaining more than 60%
of the level and dispersion of �rm-to-�rm growth rates. The other two individual
components, namely the seller-speci�c and the buyer-speci�c terms, also con-
tribute substantially to the heterogeneity in the data, respectively accounting
for 12 and 25% of the dispersion.

In Table 6, we see that the residual is indeed orthogonal to the buyer and
the seller e�ects, as hypothesized in assumption (10). The correlation of the
sellers' and the buyers' e�ects is around -.07 which is also what was obtained
in the �fake� sample in which we simulated orthogonal shocks given the actual
network structure of the data. Based on Abowd et al. (2002), and Andrews
et al. (2008), we interpret this negative correlation as spurious due to a �low-
mobility bias� and use it as input in the grid search procedure to estimate
λ.31 Finally, the negative correlation between fst and BSICbt is consistent
with expectations. A positive productivity shock to seller s drives the input
cost index of her partners down which partially counteract the direct e�ect that
the shock has on the demand for this seller's input. Note that this e�ect also
generates spatial correlation within the set of French sellers connected to the
same buyer. The negative correlation between fbt and BSICbt is not consistent
with the theoretical model. It is a side-e�ect of the �limited mobility bias�.

31An estimation error in the buyer e�ect translates into an estimation error of the opposite
sign in the seller e�ect. Such estimation errors are more likely to exist in not-very-dense
networks. In addition, Andrews et al. (2008) show that the absence of observable controls
(X) magni�es this bias.
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3.3 Results

To understand the structure of volatility of transactions between buyers and sell-
ers, using the estimated e�ects presented just above, we compute the volatility of
the growth rate of sales for all seller-buyer pairs using all relevant observations.32

We also compute the volatility of the seller (resp. buyer, resp. seller-buyer, resp.
macro) e�ects using all estimated e�ects obtained from the decomposition (8)
and the associated covariance terms. The variance of seller-buyer growth rates
thus decomposes as follows:

V ar(gsbt) = V ar(fCt) + V ar(fst) + V ar(fbt) + V ar(νsbt)

+V ar (BSICbt) + Cov (13)

where V ar(xt) ≡ 1
T

∑
t(xt − x̄)2 is our measure of volatility which is here com-

puted for each seller-buyer pair. Cov is a sum of covariance terms involving the
di�erent growth components. Under the assumptions of the model:

Cov = Cov (fst + νsbt, BSICbt)

≈ η − σ
σ − 1

wbs [V ar(fst) + V ar(νsbt)]

where the approximation in the second line comes from the assumption that the
wbst−1 weights are constant over time.

� Table 7 about here �

Summary statistics on the decomposition are presented in Table 7. Columns
(1) and (2) respectively report the mean and standard deviations of the vari-
ance components, computed over the population of �rm-to-�rm relations. On
average, the sum of covariance terms is slightly negative, which is consistent
with the model, in which BSICbt is negatively correlated with the seller- and
match-speci�c components when η < σ. Column (3) in Table 7 reports the me-
dian contribution of each variance component to the overall level of �rm-to-�rm
volatility. Finally, Column (4) reports their contribution to the dispersion of
�rm-to-�rm volatility. Note that, at that level of disaggregation, the decompo-
sition in Columns (3) and (4) are very similar.

As would be expected given the dimensionality of the data, aggregate shocks
do not explain much whereas the largest fraction of the dispersion (60%) comes
from the volatility due to idiosyncratic shocks a�ecting the seller-buyer relation.
Furthermore, below 10% of the seller-buyer volatility comes from that of the
seller per se while the contribution of buyer shocks is twice as large, at 19%.
The large contribution of the match-speci�c shocks is in a way inherent to the
estimation strategy, that identi�es those components as a residual. For the
exact same reason however, we would expect that the impact of the component

32Here and in the rest of the paper, the analysis is restricted to variance components cal-
culated on at least 4 points. This restriction can reduce the sample coverage somewhat
dramatically, especially when the focus is on highly disaggregated data. See details in Table
A.1.
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rapidly shrinks once seller-buyer growth rates are aggregated, since they average
zero, by de�nition. As we will show now, this is not what we �nd using our
trade networks data.

4 Volatility in the small

4.1 Theoretical framework

In this section, we use the structure of the data and the estimated sources of
volatility to discuss the determinants of volatility in the small. Our object of
interest is the volatility of a �rm's sales:

V ar(gst) =
1

T

∑
t

(gst − ḡs)2

where gst is the growth rate of seller s sales in the destination and ḡs the
mean growth rate of seller s, computed over time. To alleviate notations, the
grographic indices are neglected here but we calculate one such variance term
for each destination that seller s serves.

At the level of individual �rms, the volatility of sales is a weighted average
of the variances and covariances of �rm-to-�rm growth rates, observed in the
sub-sample of trade �ows involving a single exporter:

V ar(gst) = V ar

(∑
b∈Bs

wsbt−1gsbt

)

= V ar(fCt) + V ar(fst) + V ar

(∑
b∈Bs

wsbt−1(fbt + νsbt +BSICbt)

)
︸ ︷︷ ︸

Diversifiable components

+Cov(14)

where wsbt−1 ≡
xsbt−1∑

b∈Bs xsbt−1
is the weight of buyer b in seller s (intensive) sales

in period t− 1 and Bs is the set of buyers connected to seller s.33 The second
line uses the decomposition of �rm-to-�rm components derived before. The Cov
term now represents a sum of covariance terms across all types of shocks plus an
additional set of spatial covariance terms due to the potential correlation of the
buyer-related terms across the di�erent clients belonging to seller s' portfolio.
For instance, we shall expect the BSICbt components to covary positively across
buyers connected to the same seller, because they are simultaneously a�ected
by the productivity shocks a�ecting their common partner.

Equation (14) summarizes the main insight of this section. In presence of
multiple sources of volatility, the variance in the small can be thought as the sum
of a number of variance and covariance terms, that each depends on one speci�c
source of volatility. Namely, the �rst term in equation (14) can be interpreted
as the aggregate component of the volatility in the small. Since macroeconomic

33Appendix A explains how the decomposition extends to extensive trade �ows.
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shocks are identi�ed under the assumption that their impact is uniform across
all exporters selling the same good to a given destination, this component is
unlikely to explain why �rms have heterogeneous volatilities. The second term
in equation (14) is a better candidate to explain such heterogeneity. It represents
the micro-level volatility induced by shocks that are speci�c to the seller. If the
variance of these shocks is heterogeneous along the distribution of �rms, it can
potentially explain the heterogeneity observed in the data. This is the avenue
that most of the theoretical literature has followed up to now (Gabaix, 2011,
Section 2.5 for instance).

Our framework o�ers an additional explanation for such an heterogeneity.
This additional explanation hinges on the prevalence of buyer and buyer-seller
shocks, and the extent to which the structure of the �rm's portfolio of cus-
tomers o�ers a natural hedging against these shocks. The intuition is better
conveyed under three simplifying assumptions, namely that i) the relative share
of each buyer in the �rm's portfolio is constant over time, ii) di�erent types of
shocks are orthogonal to each other, within �rm s' portfolio and iii) individual
shocks are i.i.d. with a variance that is homogeneous across �rms. Under these
assumptions, equation (14) simpli�es into:

V ar(gst) = σ2
C + σ2

iS + (σ2
iB + σ2

iSB)
∑
b∈Bs

wsb
2 + φs(BSICbt)

where σ2
C , σ

2
iS , σ

2
iB and σ2

iSB respectively refer to the volatilities of the macro
component, the seller-speci�c e�ect, the buyer-speci�c term and the match-
speci�c shock. φs(BSICbt) encompasses the variance and covariance terms
induced by the buyer-speci�c input cost term.

This simpli�ed decomposition makes it clear that the prevalence of buyer
and buyer-seller shocks as a driver of volatility in the small not only depends on
the variance of the shocks, but also on the degree to which they are diversi�ed
across customers. Everything else being equal, �rms with more diversi�ed sales
(with a small Her�ndahl index Herfs ≡

∑
b∈Bs w

s
b
2) end up being less volatile

because the diversi�cation of their portfolio helps smooth out the impact of
shocks to individual buyers. This argument explains that the buyer and buyer-
seller speci�c shocks will be labelled �diversi�able� in what follows.

The presence of these shocks in the analytical framework is also important
because it o�ers a potential source of heterogeneity in individual volatilities
which is endogenous to the �rm. By choosing to diversify its trade network,
a �rm may bene�t from less volatile exports. Such a strategy may be optimal
if the �rm is risk-averse, if the cost of such diversi�cation is not too high and
if the �rm cannot hedge using outside instruments (e.g. �nancial markets).
While this paper does not pretend to say anything normative about the extent
of diversi�cation, we argue that this dimension is a potential source of volatility
in �rm-level sales.

Finally, the diversi�cation argument is probably broader than in the limited
setting of this particular analysis. In our framework, the �rm could diversify
against buyer-speci�c shocks, while also smoothing the impact of aggregate
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shocks, by selling to more markets. Selling to a broader set of markets is indeed
a way for the �rm to hedge against country-speci�c shocks, among which the
idiosyncratic shocks to buyers. This possibility is at the root of the argument
in Tenreyro et al. (2012), even though they apply it to the volatility in the

large. Another margin of diversi�cation concerns the product dimension. In
presence of product-speci�c (supply and demand) shocks, a �rm would dampen
the volatility of her sales by producing a broader portfolio of products. The
trade literature has recently emphasized the product margin of international
trade (see, among others, Mayer et al. (2014) or Bernard et al. (2011)). However
its role on the volatility of sales has not yet been discussed. In what follows, we
focus on the buyer margin of diversi�cation because this is where our data are
the most valuable. We show that this source of diversi�cation indeed matters for
the volatility in the small, since more diversi�ed �rms display less volatile sales.
Whenever possible, we also control for the degree of cross-product diversi�cation
and show that it does matter for the volatility in the small. Extending the
exercise to other sources of diversi�cation in a more systematic way could be an
interesting avenue of research.

4.2 Empirical results

Table 8 summarizes the results, for the mean �rm in the sample. The structure
of the table is the same as in Table 7. Columns (1) and (2) respectively report
the mean and standard deviation of each variance component, calculated over
the population of sellers × destinations. Column (3) is the contribution of
each variance component to the level of volatility. Column (4) is the partial
correlation of each variance component with the overall volatility of the �rm.

� Table 8 about here �

In comparison with the results for seller-buyer sales (Table 7), the covariance
terms are now larger and contribute more to the overall dispersion of volatil-
ity measures. In particular, the mean covariance term is now positive, which
is consistent with the buyer-speci�c input cost indices covarying positively be-
tween buyers connected to the same seller. Beside the covariances, the most
important change concerns the relative contribution of di�erent types of shocks
as a source of cross-sectional dispersion in volatilities. In particular, the contri-
bution of the �macro� shocks is doubled, but remains negligible. At this level of
aggregation, the seller-speci�c shocks are now a substantial source of volatility
and explain almost 40% of the dispersion observed in the cross-section. This
result is consistent with models in which the variance of idiosyncratic supply
shocks is heterogeneous across �rms. Seller-speci�c shocks are however unable
to fully explain the heterogeneity in the data. Buyer and buyer-seller shocks
respectively contributes to 20 and 43% of the total heterogeneity in the data.
Part of this contribution comes from �rms being unequally diversi�ed in the
buyer dimension, as we show now.

� Table 9 about here �
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Table 9 displays the analysis of the determinants of volatility in the small.
Namely, we regress the variance of �rm- and destination-speci�c sales on a set
of explanatory variables, including a measure of how diversi�ed the �rm is.
We use as left-hand side variable either the total variance of sales (V ar(gst)),
in columns (1) and (4), or the component attributable to diversi�able shocks
(V ar

(∑
b∈Bs w

s
bt−1(fbt + νsbt)

)
), in columns (2) and (5), or the component at-

tributable to non-diversi�able shocks (V ar (fst)), in columns (3) and (6). Each
regression controls for one source of unobserved determinants of volatility using
either sector × destination �xed e�ects (Columns (1)-(3)) or �rm �xed e�ects
(Columns (4)-(6)). For the former speci�cation, the coe�cients are identi�ed
across �rms serving the same destination with the same type of goods. With
�rm �xed e�ects, the identi�cation is instead obtained across markets, within
�rm.

Whatever the structure of �xed e�ects, results indicate a negative relation-
ship between the variance of a �rm's sales and the diversi�cation of its portfolio
of customers as measured by the inverse of the Her�ndahl index of sales. More
diversi�ed �rms display signi�cantly less volatile sales. The correlation is espe-
cially strong when the diversi�able component of �uctuations is used as left-hand
side variable, in columns (2) and (5). The elasticity is then equal to .52 when
identi�ed across �rms and .45 when the identi�cation is across markets within
�rms. This represents almost twice the elasticity of the total variance. We in-
terpret the di�erence in estimated elasticities as evidence that the relationship
between a �rm's diversi�cation and the volatility of its sales is mostly driven by
the impact that diversi�cation has on the �rm's exposure to buyer and buyer-
seller shocks. Absent such shocks, the signi�cant relationship identi�ed in the
data would be di�cult to rationalize.34

Apart from the Her�ndahl of sales, the regressions summarized in Table 9
also control for other drivers of heterogeneity in �rm-level �uctuations, notably
the size of the �rm, the diversi�cation of sales in the product dimension, the
experience of the �rm in the destination market or proxies for intra-�rm trade.
The most robust result here is the correlation with the �rm's size. Namely,
large exporters tend to display less volatile sales, independent of their degree
of diversi�cation. This result con�rms the correlation found in the previous
literature (Davis et al., 2009; Kelly et al., 2013), through with di�erent data
and using di�erent dimensions for identi�cation. In contrast, the impact of the
�rm's experience in the destination is not clear. This is also true of the impact
of ownership linkages and diversi�cation in the product dimension.

This closes our analysis of volatility in the small. At the level of individ-
ual �rms, we have shown that i) individual shocks, especially seller-speci�c and

34By de�nition, seller-speci�c shocks cannot be diversi�ed. It is thus surprising that the
non-diversi�able component of the variance is still correlated with the Her�ndahl of sales in
column (3). The correlation however disappears once seller �xed e�ects are controlled for
in column (6). In unreported results, we have also observed that the negative correlation
obtained in column (3) is driven by �rms which seller-speci�c component is poorly identi�ed,
because those �rms are connected to a limited number of buyers. Once those �rms are
neglected from the analysis, the coe�cient on the Her�ndahl of sales in column (3) also turns
out non-signi�cant.
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seller-buyer shocks, generate most of the volatility, ii) these shocks also con-
tribute to explain the heterogeneity in the degree of sales volatility across �rms
and destination markets, iii) the volatility of sales is correlated with the �rm's
size and the degree of diversi�cation of its portfolio of customers. We now turn
to the analysis of �uctuations in the large and ask whether the above-mentioned
results disappear when data are further aggregated.

5 Volatility in the large

5.1 Theoretical framework

In the aggregate, the object of interest is the volatility of aggregate bilateral
exports, which we de�ne as:

V ar(gt) =
1

T

∑
t

(gt − ḡ)2

where gt is the growth rate of (intensive) aggregate exports to a market and ḡ the
mean growth rate over the period under consideration. Again, the geographic
indices are neglected to simplify notations but the focus is on exports from
France to a given European destination.

Using the same logic as in Section 4, the variance of aggregate sales decom-
poses into the structural drivers identi�ed in Section 3:

V ar(gt) = V ar

(∑
s∈S

∑
b∈Bs

wst−1w
s
bt−1gsbt

)

= V ar(fCt) + V ar

(∑
s∈S

wst−1fst

)
+ V ar

 ∑
b∈

⋃
s∈S Bs

wbt−1fbt


+ V ar

(∑
s∈S

∑
b∈Bs

wsbt−1νsbt

)
+ V ar

 ∑
b∈

⋃
s∈S Bs

wbt−1BSICbt

+ Cov(15)

where wst−1, wbt−1 and wsbt−1 denote respectively the shares of seller s, buyer
b and the pair (s, b) in the value of the aggregate (intensive) trade �ow. Cov is
a set of covariance terms between the di�erent shocks involved in (8).35

Equation (15) is the counterpart to equation (14), for the volatility in the
large. Again, it is useful to study its implications under the simplifying as-
sumptions that i) the relative shares are constant over time, ii) di�erent types
of shocks are orthogonal to each other and iii) individual shocks are i.i.d. and

35In equation (15), Cov comprises the covariance terms involving the di�erent types of
shocks. It also encompasses any spatial correlation among the individual shocks a�ecting
di�erent nodes in the network.
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equally volatile across individuals. Under these assumptions, equation (15) sim-
pli�es into:

V ar(gt) = σ2
C + σ2

iS

∑
s∈S

w2
s + σ2

iB

∑
b∈

⋃
s∈S Bs

w2
b + σ2

iSB

∑
s∈S

∑
b∈Bs

w2
sb + φ(BSICbt)

This decomposition helps emphasize the di�erent sources of �granular� �uc-
tuations in the data. Apart from the macroeconomic volatility (the σ2

C term in
the above equation), aggregate �uctuations arise from three sources of individual
shocks, the seller-speci�c, the buyer-speci�c and the seller-buyer components.
Their relative contribution to the volatility in the large depends on the vari-
ance of the shocks and the extent to which they are diversi�ed in the aggregate
economy. The argument is strictly the same as in Gabaix (2011). In presence of
idiosyncratic supply-shocks (i.e. for σ2

iS 6= 0), the concentration of sales along
the distribution of �rms is positively related with the variance in the aggregate
because more concentration implies that shocks to the largest sellers are not
compensated by shocks to smaller �rms. As illustrated in Figure 1, �rst panel,
the distribution of individual sales is extremely concentrated, the Her�ndahl
index of sales across sellers HerfS ≡

∑
s∈S w

2
s is large and thus idiosyncratic

shocks to sellers can deliver granular �uctuations.
What our analysis shows is that the argument naturally extends to the

concentration of sales across buyers (the inverse of HerfB ≡
∑
b∈

⋃
s∈S Bs

w2
b )

and the concentration of transactions across seller-buyer pairs (the inverse of
HerfSB ≡

∑
s∈S

∑
b∈Bs w

2
sb). Again, the prevalence of those shocks as a source

of aggregate �uctuations depends on their variance as well as the concentra-
tion of trade. Since both Her�ndahl indices are large in our trade data (Figure
1, second and third panels), we expect the buyer-speci�c and the seller-buyer
shocks to matter for aggregate �uctuations.

5.2 Empirical results

Table 10 gives summary statistics on the variance in the large, and its compo-
nents. The structure is the same as in Table 8 but the number of observations is
now reduced to eleven points, which implies that the statistics are more strongly
a�ected by outliers. We thus also report the exact decomposition obtained for
each country in Figure 4.

� Table 10 about here �

� Figure 4 about here �

Once the analysis focuses on aggregate �uctuations, the contribution of ag-
gregate shocks naturally increases. Namely, 6% of the variance in the median
destination is attributable to macroeconomic or sectoral shocks (Table 10, Col-
umn (3)), the contribution varying between 3% in Finland and 16% in Belgium.
Even though this contribution is now larger, it is still small in comparison to
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the combined e�ect of all individual shocks. This comes from the huge con-
centration of sales along the distribution of trade �ows, the granularity of the
data.

Within the set of individual shocks, all three types of shocks contribute
substantially to the overall variance (see Table 10, Column (3)), the extent to
which it is the case varying across countries. For example, seller shocks are
the most important source of granular �uctuations for Spain. In Denmark, it
is shocks to individual buyers which matter the most while seller-buyer shocks
are key to explaining the variance of sales towards Finland. Across countries,
seller-buyer shocks explain a substantial share of the di�erences in volatilities
while the role of buyer and seller shocks is smaller, though still signi�cant. The
relative contribution of di�erent types of shocks is in fact remarkably similar
to its counterpart observed in the small (see the comparison of Tables 8 and
10). Following Kelly et al. (2013), one would expect that the impact of buyer
and seller-buyer shocks is reduced in the aggregate because large �rms tend to
diversify customer-related risks better. On average, this is true in our data,
however with some non-linearities. In particular, we observed in section 2.2
that the largest exporters are in fact poorly diversi�ed. Since very large �rms
are those that matter in the aggregate, this explains that the impact of buyer
and seller-buyer shocks remains signi�cant, even in the aggregate.

In our framework, the degree to which di�erent individual shocks induce �uc-
tuations in the large is due to the interplay between the variance of these shocks
and the concentration of sales across individuals, the amount of granularity.
Were shocks equally volatile and orthogonal across �rms, the aggregate e�ect
of seller-speci�c shocks (resp. buyer-speci�c and seller-buyer shocks) would be
just proportional to the Her�ndahl of sales, across sellers (resp. across buyers
and seller-buyer pairs). If instead the volatility of seller-speci�c shocks (resp.
buyer-speci�c and seller-buyer shocks) were inversely proportional to sellers' size
(resp. buyer-speci�c and seller-buyer size), then we would observe no correla-
tion between diversi�cation and aggregate volatility. To assess the importance
of diversi�cation on aggregate volatility, Figure 5 plots the variance attributable
to the direct e�ect of each family of individual shocks against the Her�ndahl of
sales, computed across the corresponding individual trade �ows. For all three
types of shocks, the correlation is strongly positive.

� Figure 5 about here �

Focusing �rst on the upper-left panel, regarding the impact of seller-speci�c
shocks, we see that the correlation is positive and signi�cant at 1%, in agree-
ment with the intuition. The seller-speci�c component of aggregate �uctuations
is large partly because sales are highly concentrated across sellers. This is es-
pecially true in countries like Spain, which contributes to the large volatility
of sales towards this destination. The correlation between sales concentration
along the buyer-seller dimension and the variance induced by match-speci�c
shocks is also strongly positive and signi�cant (bottom-left panel). Instead, the
coe�cient of regression is reduced and found non-signi�cant when the focus is
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put on the buyer-speci�c components of aggregate �uctuations. Despite sub-
stantial concentration of purchases and heterogeneity across destinations, the
diversi�cation of sales along the buyer dimension does not induce much hetero-
geneity in aggregate volatility.

� Figure 6 about here �

Figure 6 illustrates why this is the case. Intuitively, the reason why the concen-
tration of sales matters for aggregate �uctuations is because shocks a�ecting the
largest individuals in the network cannot be compensated by shocks to smaller
�rms. However, if these individuals happen to display less volatility than smaller
ones, the forces toward granularity are reduced. Figure 6 shows that this is in-
deed the case. Namely, seller-speci�c, buyer-speci�c and seller-buyer shocks af-
fecting the top 1% of exporters, importers, and seller-buyer pairs, respectively,
tend to be less volatile than in the rest of the distribution. This moderates
the forces towards granularity. This is especially true for buyer-speci�c shocks,
which are almost three times less volatile for buyers in the upper tail of the
distribution than for smaller buyers. This explains that the impact of more
concentration in purchases does not trigger much additional volatility.36 One
potential interpretation of this result is that large importers are already able to
�aggregate� risk, say because they intermediate the demand of other local cus-
tomers. This reduces the volatility of their demand. The argument is consistent
with outside evidence on the role of wholesalers in international trade (Bernard
et al., 2010).

To summarize, these results show that the prevalence of individual shocks
is still substantial in aggregate data, because aggregate trade �ows are strongly
concentrated along the distribution of trade partners. As a consequence, shocks
a�ecting the largest exporting �rms and/or the largest seller-buyer transactions
do not compensate with shocks to smaller trade �ows, thus generating sub-
stantial aggregate �uctuations. In comparative terms, the role of buyer-speci�c
shocks is somewhat reduced, because the strong concentration of import pur-
chases is compensated by larger importers displaying less risk.

6 Conclusion

In this paper, we provide a forensic account of the origin of �uctuations in sales
at the level of individual �rms as well as in the aggregate. We �rst propose a
new methodology for identifying di�erent categories of shocks in disaggregated
growth data. We next show that individual shocks together with the structure

36While Figure 6 summarizes the results, we also computed the correlation coe�cients be-
tween individual variances and the relevant weights. We found: i) a correlation of -0.0077
between the variance of seller-speci�c shocks and w2

s , ii) a correlation of -0.0115 between the
variance of buyer-speci�c shocks and w2

b (signi�cant at 1%), and iii) a correlation of -0.0034
between the variance of the seller-buyer shocks and w2

sb. The larger degree of correlation be-
tween the variance of buyer-speci�c shocks and the weight of individual importers is consistent
with the above story.
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of trade networks help explain the volatility of sales and their heterogeneity
across �rms and markets. In the small, shocks related to customers are an
important component of volatility. Di�erences in the structure of �rms' portfolio
of buyers are key to account for their di�erences in volatility. In the large,
individual shocks are shown to be the main force behind aggregate volatility.
The di�erences in the volatility of French exports across countries are tightly
linked to the interplay between the sources of individual shocks and the structure
of trade networks.

Our model is highly stylized. Developing a model of the dynamics of seller-
buyer trade relationships and their aggregate implications is a natural extension
of the present paper. Such model may help better understanding the extensive
margin of individual sales. Indeed, the entry and exit of buyers in sellers' port-
folios is found to have a non negligible impact on sellers' dynamics. We plan to
explore this dimension further in future work.

A Role of extensive adjustments

A.1 The intensive and extensive margins of export growth

At the level of individual �rms, the growth rate of destination-speci�c sales is
de�ned as:

gTotst = lnxst − lnxst−1 = ln

( ∑
b∈Bst

xsbt

)
− ln

 ∑
b∈Bst−1

xsbt−1


where xsbt is the value of exports from seller s to buyer b at date t and Bst the
set of buyers in seller s' portfolio at date t.

This decomposes into an intensive and an extensive components as follows:

gTotst = gst + gExt.st (A.1)

The intensive component

gst = ln

( ∑
b∈Bs xsbt∑
b∈Bs xsbt−1

)
is driven by changes in sales to buyers active in the �rm's portfolio at dates t
and t−1 (d lnxsbt for b ∈ Bs and Bs ≡ Bst∩Bst−1 the set of incumbent buyers
in seller s portfolio). This is the growth component which the decomposition in
Section 3 studies. The extensive component is de�ned as

gExt.st = ln

(∑
b∈Bst xsbt∑
b∈Bs xsbt

∑
b∈Bs xsbt−1∑

b∈Bst−1
xsbt−1

)
It thus measures the contribution to sales growth of new entrants, in relative
terms with respect to the contribution of buyers that have stopped importing
from s between t− 1 and t.
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In the aggregate, the growth of exports decomposes as follows:

gTott = gt + gExt−buyert + gExt−sellert (A.2)

gTott represents the growth of aggregate exports to a destination:

gTott = lnxt − lnxt−1

= ln

(∑
s∈St

xst

)
− ln

 ∑
s∈St−1

xst−1


= ln

(∑
s∈St

∑
b∈Bst

xsbt

)
− ln

 ∑
s∈St−1

∑
b∈Bst−1

xsbt−1


where St is the set of sellers serving the destination at time t.

The intensive component is

gt = ln

( ∑
s∈S

∑
b∈Bs xsbt∑

s∈S
∑
b∈Bs xsbt−1

)

It is driven by changes in the sales of seller-buyer transactions present at dates
t and t − 1 (the set (s, b) ∈

⋃
s∈S Bs), which itself is de�ned on the subset of

incumbent exporters S = St ∩ St−1. This component of growth is the object of
analysis in Section 4.

At the aggregate level, the extensive margin can be decomposed into a buyer
and a seller components. The buyer component of the extensive margin is
de�ned as

gExt−buyert = ln

(∑
s∈S

∑
b∈Bst xsbt∑

s∈S
∑
b∈Bs xsbt

×
∑
s∈S

∑
b∈Bs xsbt−1∑

s∈S
∑
b∈Bst−1

xsbt−1

)

It represents the weight of new buyers in total sales of incumbent sellers, in
relative terms with respect to the weight of purchases by buyers that exit the
portfolio between t− 1 and t. The seller component of the extensive margin is
in turn

gExt−sellert = ln

(∑
s∈St xst∑
s∈S xst

×
∑
s∈S xst−1∑

s∈St−1
xst−1

)
gExt−sellert thus measures the weight of new sellers in total exports relative to
the weight of sellers that exited the market.

The analysis in the main body of the text focuses on �uctuations in the
intensive components of gTotst and gTott . This is motivated by evidence in Table
4 that intensive �ows are the most important source of growth in our data. We
now discuss the extent to which the neglected extensive adjustments further
amplify �uctuations in the small and in the large.
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A.2 Volatility in the small and the extensive margin

Using equation (A.1), the overall volatility of �rm-level sales decomposes as
follows:

V ar(gTotst ) = V ar(gst) + V ar(gExt.st ) + 2Cov(gst, g
Ext.
st ) (A.3)

While we focus the analysis on the V ar(gst) component, adjustments at the
(buyer) extensive margin might contribute to generating �uctuations in �rm-
speci�c sales. This is especially likely to be the case if extensive adjustments
correlate positively with �uctuations at the intensive margin.37 The extent to
which it is indeed the case is an empirical question which Table A.2 intends to
solve.

� Table A.2 about here �

For the median �rm, the intensive component of the variance represents 92%
of the overall variance (Table A.2, Column (3)). Contrary to expectations, the
covariance between the intensive and extensive components is negative, on aver-
age. This contributes to reducing the overall variance. However, the magnitude
of this term substantially varies across �rms which precludes any strong inter-
pretation. While the intensive margin is the most important source of volatility,
results in the fourth column of Table 3 show that both the intensive and the
extensive margins contribute to the dispersion of volatilities across �rms.38

A.3 Volatility in the large and the extensive margin

Using equation (A.2), the overall volatility of aggregate sales in turn decomposes
as follows:

V ar(gTott ) = V ar(gt) + V ar(gExt−buyert ) + V ar(gExt−sellert ) + Cov (A.4)

where Cov now includes all covariance terms involving one of the three compo-
nents of (A.2).

Adjustments at the buyer or seller extensive margin might contribute to
generating �uctuations in aggregate sales. Table A.3 quanti�es the extent to
which it is the case.

� Table A.3 about here �

At the aggregate level, the buyer extensive margin is clearly a negligible
source of �uctuations. Its variance is thirty times smaller than the overall vari-
ance of export growth and it contributes to a tiny share of the dispersion in

37Note that this is likely to be the case in a dynamic model with a �xed cost of serving a
buyer. In such model a negative productivity shock to a seller would reduce sales to each of
its partners, and eventually force it to stop serving some of these buyers, if the operational
pro�ts their demand generates is not su�cient to cover the �xed cost.

38These results are obtained in the sub-sample of 52,831 seller-destination pairs for which
all variance components can be identi�ed over at least 4 years. If one considers instead all the
�rm×destinations in our dataset, we �nd that the intensive margin contributes to about 2/3
of the crossectional dispersion in volatilities.
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volatilities across countries. The seller extensive margin is quantitatively more
important, but still small in comparison with the intensive component of �uc-
tuations. In aggregate data even more than at the level of individual �rms, the
intensive margin is the main source of �uctuations in trade growth and the most
important driver of heterogeneity in volatilities, across destinations.

B Details on the estimation strategy

The estimated equation takes the following form:

g̃sbt = (1 + λ)fCt + fst + (1 + λ)fbt + νsbt

We follow Abowd et al. (1999) and assume:

E[νsbt|(s, t); (b, t)] = 0

In words, this condition restates the exogeneity condition for our speci�c
case. The residual νsbt is orthogonal to the buyer×time and the seller×time
e�ects, conditional on the other e�ects. Three things are worthy of note. First,
the condition holds at every time period. Second, the growth measure can
only be computed for relations between a seller and a buyer that last between
t − 1 and t (we discuss the robustness of this assumption later). Third, even
though a buyer's identity is country-speci�c, this is not the case for the sellers
since they may sell in all countries. Hence, the assumption holds across all
observations of a given seller to his buyers in the 11 countries in the data.
This last remark is important in view of our discussion of the so-called �limited
mobility bias� discussed below. Estimation of this model is simple and has been
widely discussed in the literature, starting with Abowd et al. (2002) who were
the �rst to provide the full identi�cation conditions of the �xed e�ects to be
estimated.

Estimation of λ: Estimating the above equation using Abowd et al. (1999)
requires that we �rst estimate the λ parameter. As explained in the text, we
identify the parameter using an additional orthogonality condition suggested by
the theoretical model, namely equation (12). Under the true value of λ, the
model tells us that the seller and buyer components should be orthogonal to
each other. For any λ′ 6= λ, we have instead:

Cov(fλ
′

st , f
λ′

bt ) = Cov (fst, (1 + λ)fbt + (λ′ − λ)gbt)

= (σ − 1)(η − 1)(λ′ − λ)wst−1V ar(εst)

where fλ
′

st and fλ
′

bt denote the seller and buyer components of an equation using

as left hand side variable g̃λ
′

sbt ≡ gsbt + λ′gbt. Misspecifying the LHS variable
of equation (9) thus augments the buyer-speci�c component with an additional
term which is systematically correlated with the (theoretical) seller-speci�c ef-
fect. This shall induce a covariance between the estimated seller and buyer
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e�ects. The algorithm implemented to estimate λ uses this prediction of the
model and selects the value for λ which satis�es the orthogonality condition
implied by the model. Note that the algorithm is straightforward to implement
since the value of the covariance is monotonous in (λ′ − λ) for all values of the
structural parameters such that σ > 1 and η > 1: Any value of λ′ < λ (resp.
λ′ > λ) implies a negative (resp. positive) covariance between the estimated
seller and buyer components.

Limited Mobility Bias: Abowd et al. (2004) were the �rst to note that, in
models with two-way e�ects, even when data were simulated with no correlation
between the individuals at each side of the graph (here, between buyers and sell-
ers), estimating these e�ects and then computing the correlation between the
resulting e�ects yielded a negative correlation. This �nding has been found mul-
tiple times in various types of data sources for which these two-way e�ects were
relevant modeling tools. The intuition for this result is quite straightforward.
In such additive models, when an estimation error is made on one e�ect, there
is a corresponding estimation error of the opposite sign on the other e�ect. Be-
cause the standard error of these e�ects decreases as the number of observations
used to estimate them increases, the larger the number of buyers connected to a
seller, or conversely the number of sellers connected to a buyer, the more precise
these e�ects become.39 However, the complex nature of the bipartite graph used
with such data makes the analysis involved. In a very useful paper, (Andrews
et al., 2008) have investigated this question more systematically. And, indeed,
they con�rm that the bias is larger the smaller the number of movers, or, in our
application the less connected our buyers and sellers are.

It is possible to compute, but only for simple examples, the bias formula (see
(Andrews et al., 2008) page 682, eq. (27)). Assume that there are NS sellers,
labeled 1 to NS and NB buyers. Assume that seller 1 sells one good to buyer 1
who also buys one good from seller 2, seller 2 sells one good to buyer 2 who also
buys one good from seller 3.... until NS sells to NB = NS who buys from seller
1. Now, let us think about the equivalent situation with M times more buyers
and the same number of sellers, in which seller 1 sells to M buyers, labeled 1 to
M , who all buy from seller 2.... and so on until the circle is completed with our
NS sellers and our NB = M ∗NS buyers. Then, it is possible to prove that the
correlation between the buyer and the seller e�ects is

− σ
2
ν

N∗

(
k

M
−NS

)
where σ2

ν is the variance of the residual, k is a constant such that k > M ×NS ,
and N∗ is the total number of observations which grows withM . Andrews et al.
(2008) follow on Abowd et al. (2004) by using simulation to assess the magnitude
of the bias in the correlation between the individual e�ects in more general
setups. They con�rm how connectedness is directly related to the magnitude of
this bias.

39Since such models were �rst applied to workers and �rms, the more workers moved between
�rms the more precise the estimates, hence the choice of the "limited mobility" name.
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We also adopt this strategy in the following, arguing that the structure of
the network by itself induces a bias in the estimated seller and buyer e�ects. To
quantify the magnitude of this bias, we generate uncorrelated seller and buyer
e�ects from a normal distribution with �xed, known variance for each node
of the network, as well as a residual, also drawn in a normal distribution.40

Adding these e�ects, we generate simulated growth rates. These growth rates
are used to estimate the seller and buyer e�ects using the AKM procedure and,
then, compute the associated correlation between the two. This procedure is
repeated 100 times. This yields a distribution of the bias using our simulated
e�ects and the realized structure of the network since, by construction, the true
correlation between these e�ects is equal to zero. We select the mean of this
distribution as our target bias, which is -0.0655 in our data. We then take into
account the limited mobility bias by targeting this value for Cov(fst, (1 +λ)fbt)
instead of the strict orthogonality condition (12). ** Do we say a word on

the correlation between the true shocks and the estimated shocks in

our simulation? **

Survival bias: It is quite straightforward to adapt our methodology to
take into account the survival bias embedded in our computation of the growth
rate of the exports of a seller to a buyer. Namely, the use of growth rates as LHS
variable implies that we de facto neglect all combinations of shocks which destroy
the relationship, either because the seller dies, or because it is the buyer which
exits the market, or simply because both nodes stay active but no longer trade
together. Since such combinations of shocks are probably not randomly drawn
in the distribution of all possible combinations, neglecting those observations
might induce a bias. In J.M. et al. (2001), it is shown that a valid procedure for
the type of data at hand consists in weighting each observation by the inverse
of the death probability of the observation (hence, of the trade relationship).
The main problem in implementing this approach with the data at hand is that
we do not know much about sellers (in terms of observables), not to mention
buyers for which we know close to nothing except the products they buy, their
past purchases, and the country in which they operate.

40For all three components, the variance of the underlying normal distribution is calibrated
using the mean variance estimated when equation (9) is estimated assuming λ = 0.
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Table 1: Summary statistics on trade networks

Value of # French # foreign # pairs of
exports (bil.) sellers buyers buyer-seller

Belgium 26.6 29,941 74,427 225,823
Denmark 2.8 8,567 9,248 22,008
Finland 1.85 5,420 5,379 12,243
Germany 50.2 25,078 122,568 249,197
Ireland 2.54 6,508 6,857 16,804
Italy 32.0 20,565 100,115 192,628
Netherlands 15.5 16,851 35,080 73,568
Portugal 4.59 11,980 20,331 44,957
Spain 35.5 22,038 80,178 166,738
Sweden 5.08 7,896 10,757 21,832
United Kingdom 30.6 19,289 52,596 115,992
EU11 207 42,888 334,905 1,141,326

Notes: Summary statistics computed on 2007 data describing French bilateral exports.
The last line corresponds to the 11 members of the European Union pooled together. The
table does not include the transactions for which the CN8 product code is not reported
(19,803 sellers accounting for less than 0.05% of exports). Column (1) reports the value
of the aggregate trade �ow, in billions euros. Columns (2)-(4) respectively report the
number of sellers, buyers, and seller-buyer pairs involved in this aggregate trade �ow.
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Table 3: Determinants of �rm-level diversi�cation within a country

ln # buyers ln Her�ndahl

(1) (2) (3) (4) (5) (6)
ln value of exports 0.22∗∗∗ 0.21∗∗∗ 0.28∗∗∗ -0.08∗∗∗ -0.10∗∗∗ -0.13∗∗∗

(0.022) (0.010) (0.015) (0.013) (0.006) (0.010)
(ln value of exports)2 -0.01∗∗∗ -0.01∗∗∗ -0.01∗∗∗ 0.01∗∗∗ 0.01∗∗∗ 0.01∗∗∗

(0.001) (0.001) (0.001) (0.001) (0.000) (0.000)
ln experience in dest. 0.11∗∗∗ 0.34∗∗∗ 0.13∗∗∗ -0.06∗∗∗ -0.22∗∗∗ -0.10∗∗∗

(0.008) (0.020) (0.019) (0.005) (0.012) (0.013)
ln # products 0.40∗∗∗ 0.74∗∗∗ 0.53∗∗∗

(0.013) (0.020) (0.023)
ln Her�ndahl ac. products 0.27∗∗∗ 0.39∗∗∗ 0.35∗∗∗

(0.010) (0.014) (0.014)
1 = 1 if HQ in dest. -0.19∗∗∗ -0.01 -0.02 0.16∗∗∗ 0.02 0.04∗∗∗

(0.033) (0.032) (0.024) (0.018) (0.015) (0.014)
1 = 1 if a�liates in dest. -0.19∗∗∗ -0.04 -0.18∗∗∗ 0.13∗∗∗ 0.03 0.13∗∗∗

(0.052) (0.086) (0.060) (0.034) (0.051) (0.040)
ln potential # of buyers 0.04∗∗∗ 0.00 0.00

(0.006) (0.003) (0.004)
ln potential Her�ndahl 0.03∗∗∗ 0.09∗∗∗ 0.03∗∗∗

(0.004) (0.014) (0.006)
FE Sect× dest. Yes No Yes Yes No Yes
FE Firm No Yes Yes No Yes Yes
# obs. 158,239 158,239 158,239 158,239 158,239 158,239
R2 0.184 0.294 0.676 0.100 0.139 0.556

Notes: Standard errors in parentheses clustered in the destination × sector dimension with ∗∗∗, ∗∗ and ∗

respectively denoting signi�cance at the 1, 5 and 10% levels. �ln potential # of buyers� is the log of a
(weighted) average of the number of �rms buying at least one variety (whatever the exporter buying it) in
each nc8 sector in which the exporter is active. � ln potential Her�ndahl� is the log of the Her�ndahl that
the �rm would display if it was serving each potential buyer of its nc8 products in proportion of their total
purchases.
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Table 4: Contribution of the intensive and extensive margins to export growth

Contribution to
Individual growth Aggregate growth
Mean Median Mean Median
gst gst gt gt
(1) (2) (3) (4)

Intensive 0.791 1.000 0.654 0.645
Extensive 0.209 0.000 0.346 0.273

of which:
Buyer margin -0.046 0.153
Seller margin 0.209 0.000 0.392 0.120

# of obs. 1,570,494 132
Notes: Statistics on the decomposition of the total growth into the intensive and
extensive margins. The formula are detailed in Appendix A, equations (A.1) and
(A.2). Columns (1) and (2) decompose �rm-level destination-speci�c growth rates while
Columns (3) and (4) decompose the growth of aggregate bilateral sales. Growth rates
are computed annually on the period 1996-2007. The �rst and third columns give the
mean contribution computed on the corresponding sample of yearly growth rates. The
second and fourth columns give the median contributions.

Table 5: Summary statistics on the estimated e�ects

(1) (2) (3) (4) (5)
Mean Std.Dev Dimension Contrib. Partial Corr.

Firm-to-�rm growth gsbt -0.0140 0.6891 3,184,084
Macro component fCt -0.0539 0.0165 3,949 0.021 0.002∗∗∗

Seller-speci�c component fst 0.0000 0.2654 219,354 0.073 0.115∗∗∗

Buyer-speci�c component fbt 0.0000 0.3609 798,612 0.223 0.253∗∗∗

Match-speci�c residual νsbt -0.0000 0.5416 3,184,084 0.631 0.618∗∗∗

Buyer-speci�c input cost BSICbt 0.0400 0.1431 798,612 0.006 0.013∗∗∗

Notes: This table gives the mean (column (1)) and standard deviation (column (2)) of each of the component
of seller-buyer growth rates, over the population of estimated e�ects. The number of estimated e�ects is
displayed in column (3). Column (4) is the median contribution of each growth component to the seller-
buyer growth (eg. Med(fst/gsbt)). The last column is the regression coe�cient of each component on the
�rm-to-�rm growth rate. ∗∗∗ indicates signi�cance at the 1% level.
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Table 6: Correlation matrix of the estimated growth components

(1) (2) (3) (4) (5) (6)
gsbt ft fst fbt νsbt BSICbt

gsbt 1.0000
fCt 0.0207 1.0000
fst 0.2974 0.0000 1.0000
fbt 0.4825 0.0000 -0.0662 1.0000
νsbt 0.7861 -0.0000 0.0000 0.0000 1.0000
BSICbt 0.0689 -0.0157 -0.2560 -0.0758 0.0000 1.0000

Notes: This table gives the correlation matrix between the growth components, in the panel of �rm-
to-�rm growth rates.

Table 7: Summary statistics on the variance components at the �rm-to-�rm
level

(1) (2) (3) (4)
Mean Std.Dev Contrib. Partial Corr.

Variance of
Firm-to-�rm growth gsbt 0.4447 0.3469
Macro component fCt 0.0003 0.0000 0.001 0.000∗∗∗

Seller-speci�c component fst 0.0585 0.0956 0.090 0.093∗∗∗

Buyer-speci�c component fbt 0.1096 0.1228 0.221 0.190∗∗∗

Match-speci�c residual νsbt 0.2892 0.2515 0.681 0.593∗∗∗

Buyer-speci�c input cost BSICbt 0.0179 0.0218 0.033 0.029∗∗∗

Covariance terms Cov -0.0305 0.2286 -0.110 0.094∗∗∗

Count observations 273,142

Notes: This table gives summary statistics on the variance of �rm-to-�rm growth and its compo-
nents. The decomposition is based on equation (13), where the �Cov� term is the sum of all covari-
ance terms involving fCt, fst, fbt, νsbt and BSICbt. Column (1) reports the mean variance in the
population of �rm-to-�rm relationships, Column (2) its standard deviation. Column (3) is the me-
dian contribution of each variance component to the total variance (eg. Med(var(fst)/var(gsbt))).
Column (4) is the partial correlation between each variance component and the overall variance.
The sample is restricted to variances computed on at least four growth rates. ∗∗∗ indicates signif-
icance at the 1% level.
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Table 8: Summary statistics on the variance components, at the �rm level

(1) (2) (3) (4)
Mean Std.Dev Contrib. Partial Corr.

Variance of
Firm growth gst 0.2219 0.1920
Macro component fCt 0.0003 0.0001 0.002 0.001∗∗∗

Seller-speci�c component fst 0.1087 0.1482 0.413 0.390∗∗∗

Buyer-speci�c component fbt 0.0565 0.0659 0.233 0.196∗∗∗

Match-speci�c residual νsbt 0.1120 0.1117 0.523 0.429∗∗∗

Buyer-speci�c input cost BSICbt 0.0127 0.0183 0.046 0.041∗∗∗

Covariance terms Cov 0.2219 0.1920 -0.335 -0.057∗∗∗

Count observations 52,831

Notes: This table gives summary statistics on the variance of �rm growth and its compo-
nents. The decomposition is based on equation (14), where the �Cov� term is the sum of
all covariance terms involving fCt, fst, fbt, νsbt and BSICbt, both within and across buy-
ers belonging to the same �rm's portfolio. Column (1) reports the mean variance in the
population of �rms, Column (2) its standard deviation. Column (3) is the median contri-
bution of each variance component to the total variance (eg. Med(var(fst)/var(gst))).
Column (4) is the partial correlation between each variance component and the overall
variance. The sample is restricted to variances computed on at least four growth rates.
∗∗∗ indicates signi�cance at the 1% level.
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Table 9: Determinants of the volatility of sales at the �rm level

ln variance of sales
Total Div. Non-Div. Total Div. Non-Div.

(1) (2) (3) (4) (5) (6)
ln Her�ndahl 0.33∗∗∗ 0.52∗∗∗ 0.27∗∗∗ 0.29∗∗∗ 0.45∗∗∗ 0.01

(0.007) (0.007) (0.008) (0.009) (0.009) (0.006)
ln Herf. ac. prod. -0.03∗∗∗ -0.03∗∗∗ 0.07∗∗∗ 0.08∗∗∗ 0.09∗∗∗ 0.02∗

(0.007) (0.007) (0.008) (0.014) (0.015) (0.009)
ln value of exports -0.09∗∗∗ -0.06∗∗∗ -0.03∗∗∗ -0.14∗∗∗ -0.11∗∗∗ -0.01∗∗∗

(0.002) (0.002) (0.002) (0.003) (0.003) (0.002)
ln # years -0.26∗∗∗ 0.10∗∗∗ -0.49∗∗∗ -0.14∗∗∗ -0.22∗∗∗ 0.59∗∗∗

(0.011) (0.011) (0.013) (0.016) (0.016) (0.010)
Entrant 0.05∗∗∗ -0.11∗∗∗ 0.16∗∗∗ 0.06∗∗ -0.03 0.25∗∗∗

(0.012) (0.012) (0.014) (0.026) (0.026) (0.016)
Young exporter 0.01 -0.02∗∗ 0.10∗∗∗ -0.00 0.02 -0.02∗∗

(0.010) (0.010) (0.012) (0.018) (0.018) (0.011)
1 = 1 if HQ in dest. 0.03 0.12∗∗∗ 0.15∗∗∗ 0.10∗∗∗ 0.14∗∗∗ 0.05∗∗∗

(0.025) (0.025) (0.029) (0.030) (0.030) (0.019)
1 = 1 if a�. in dest. -0.05 -0.02 -0.19∗∗∗ -0.00 -0.09 -0.01

(0.043) (0.043) (0.051) (0.058) (0.059) (0.037)
FE Sect× dest. Yes Yes Yes No No No
FE Firm No No No Yes Yes Yes
Observations 52,831 52,831 52,831 52,831 52,831 52,831
Adjusted R-squared 0.110 0.147 0.143 0.315 0.326 0.805

Notes: Robust standard errors in parentheses with ∗∗∗, ∗∗ and ∗ respectively denoting signi�cance
at the 1, 5 and 10% levels. �Total�, �Div.� and �Non-Div.� respectively denote the total variance

of sales (V ar(gst)), the variance of the diversi�able component (V ar
(∑

b∈Bs w
s
bt−1(fbt + νsbt)

)
)

and the variance of the non-diversi�able component (V ar (fst)). � ln Her�ndahl� is the Her�ndahl of
sales across buyers, computed the �rst year the �rm appears in the data, while �ln Herf. ac. prod.�
is the Her�ndahl across products. � ln value of exports� is the (initial) trade value. � ln # years� is
the number of periods the �rm is observed (which varies between 4 and 12). �Entrant� and �Young
exporter� are dummy variables equal to one if the �rm just entered the market when observed for
the �rst time, or entered it less than two years before. The coe�cients are identi�ed in relative
terms with respect to mature exporters. �1 = 1 if HQ in dest.� and �1 = 1 if a�. in dest.� proxy
the extent of intra-�rm trade �ows.
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Table 10: Summary statistics on the variance components, at the aggregate
level

(1) (2) (3) (4)
Mean Std.Dev Contrib. Partial Corr.

Variance of
Aggregate growth gt 0.0056 0.0033
Macro component fCt 0.0003 0.0000 0.064 0.041∗∗∗

Seller-speci�c component fst 0.0020 0.0013 0.303 0.301∗∗∗

Buyer-speci�c component fbt 0.0028 0.0014 0.464 0.458∗∗∗

Match-speci�c residual νsbt 0.0039 0.0036 0.445 0.718∗∗∗

Buyer-speci�c input cost BSICbt 0.0008 0.0007 0.113 0.154∗∗∗

Covariance terms Cov -0.0042 0.0043 -0.660 -0.672∗∗∗

Count observations 11

Notes: This table gives summary statistics on the variance of aggregate growth to one
destination and its components. The decomposition is based on equation (15), where the
�Cov� term is the sum of all covariance terms involving fCt, fst, fbt, νsbt and BSICbt,
both within and across seller-buyer pairs. Columns (1) and (2) respectively report the
mean and standard deviation of the overall variance, computed over destination coun-
tries. Column (3) is the median contribution of each variance component to the total
variance (eg. Med(var(fCt)/var(gt))). Column (4) is the partial correlation between
each variance component and the overall variance. ∗∗∗ indicates signi�cance at the 1%
level.
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Figure 1: Cumulated share of exporters, importers and seller-buyer pairs in the
total value of EU11 exports
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Notes: Each graph displays the share of the total value of French exports to EU11 countries that
is attributable to the x% smallest individuals, in 2007. The �rst panel cumulates the sales of
exporters of increasing size. The second panel cumulates importers' purchases. The third panel
cumulates exporter-importer transactions. For instance, the number that corresponds to the point
80 of the x-axis in the �rst graph reads as follows: The cumulated contribution of the 80% smallest
exporters is around 7%.
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Figure 2: Number of Buyers per Seller
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Notes: Proportion of sellers (top panel) and share of trade accounted for by sellers (bottom panel)
that serve x buyers or less in a given destination, in 2007. The green circles correspond to total
exports. The distributions labeled �Top X% Sales� are computed restricting the amount of each
�rm's sales to the X �rst percentiles of the distribution of sales when transactions are ordered by
the decreasing share of the buyer in the �rm's total sales. The line in red for instance interprets
as follows: If, for each exporter, we neglect the set of the smallest buyers contributing to the last
10% of the exporter's market-speci�c sales, more than 70% of exporters have a degree of one buyer
while only 5% have 10 buyers or more.
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Figure 3: Number of Sellers per Buyer
Share of buyers
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Notes: Proportion of buyers (top panel) and share of trade accounted for by buyers (bottom panel)
that purchase from x sellers or less. Statistics based on all EU11 bilateral export �ows in 2007. The
green circles correspond to total imports. The distributions labeled �Top X% Sales� are computed
restricting the amount of each �rm's purchases to the X �rst percentiles of the distribution of
purchases when transactions are ordered by the decreasing share of the seller in the �rm's total
purchases.
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Figure 4: Contribution of the shocks to the variance of sales, by destination
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Notes: The graph displays the six components of the variance in the large, for each
destination country. Portugal is neglected because of its status of outlier in this graph:
Its overall variance is close to zero (0.002) which implies that the negative covariance of
-.01 represents a huge relative contribution.
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Figure 5: Concentration of trade �ows and granular components
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Notes: The graphs plot each of the components of the variance in the large induced
by one type of individual shocks against the concentration of sales in the corresponding
dimension. The slope of the regression line is reported in the legend with ∗∗∗ indicating
signi�cance at the 1% level.
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Figure 6: Volatility of small and large �rms and transactions
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Notes: The graph plots the seller, buyer and seller-buyer components of the volatility
for small and large �rms. Firm/transaction size is measured by the average weight
in bilateral French trade. The top 1% consists of the �rms/transactions whose weight
belongs to the �rst percentile in terms of the weight in bilateral exports. The bottom
99% is the rest. Within each group, the volatility of is de�ned as the median variance
of each shock.
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Table A.1: Coverage

Value of exports # of observations
(billion euros)

All 2,180 14,069,787
Enough obs to compute gst 1,960 12,093,470
Intensive margin 1,800 7,209,663
Excluding outliers (gst ∈ [−0.8; 4]) 1,670 6,025,288
All shocks identi�ed under restriction (10) 1,560 5,811,303
Enough obs to compute V ar(gst) 892 3,085,338

Notes: This table gives the coverage of the sample used in the empirical analysis de-
pending on the restrictions we apply.

Table A.2: Summary statistics on the intensive and extensive margins of �rm-
level volatility

(1) (2) (3) (4)
Mean Std. Dev Contrib. Partial Corr.

Variance of
Firm growth g̃st 0.4330 0.6829
Intensive component gst 0.3257 0.4574 0.920 0.523∗∗∗

Extensive component gExt.st 0.2010 0.5161 0.263 0.514∗∗∗

Covariance term Cov(gst, g
Ext
st ) -0.0937 0.4344 -0.103 -0.038∗∗∗

Count observations 52,831

Notes: This table gives summary statistics on the variance of �rm growth and its
extensive and intensive components. The decomposition is based on equation (A.3),
where the �Cov� term is the covariance between gst and gExt

st . Column (1) reports the
mean variance in the population of �rms, Column (2) its standard deviation. Column
(3) is the median contribution of each variance component to the total variance (eg.
Med(var(gst)/var(gTot

st ))). Column (4) is the partial correlation between each variance
component and the overall variance. The sample is restricted to variances computed on
at least four growth rates. ∗∗∗ indicates signi�cance at the 1% level.
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Table A.3: Summary statistics on the margins, at the aggregate level

(1) (2) (3) (4)
Mean Std. Dev Contr. Partial Corr.

Variance of
Growth g̃t 0.0066 0.0076
Intensive component gt 0.0065 0.0069 1.073 0.928∗∗∗

Extensive component seller gExt−sellert 0.0010 0.0012 0.142 0.155∗∗∗

Extensive component buyer gExt−buyert 0.0005 0.0006 0.128 0.050∗∗∗

Covariance term Cov. -0.0015 0.0024 - 0.287 -0.134∗∗∗

Count observations 11

Notes: This table gives summary statistics on the variance of �rm growth and its exten-
sive and intensive components. The decomposition is based on equation (A.4), where

the �Cov� term is covariance term involving gt, g
Ext−seller
t and gExt−buyer

t . Column
(1) reports the mean variance in the population of �rms, Column (2) its standard devi-
ation. Column (3) is the median contribution of each variance component to the total
variance (eg. Med(var(gt)/var(gTot

t ))). Column (4) is the partial correlation between
each variance component and the overall variance. The sample is restricted to variances
computed on at least four growth rates. ∗∗∗ indicates signi�cance at the 1% level.

Figure A.1: Duration of seller-buyer relationship
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