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Abstract

In this paper we develop a new methodology for estimating intranational trade
costs, apply our methodology to newly collected CPI micro-data from Ethiopia and
Nigeria, and explore how our estimates affect the geographic incidence of globaliza-
tion within these countries. Our approach confronts three well-known but unresolved
challenges that arise when using price gaps to estimate trade costs. First, we work ex-
clusively with a sample of goods that are identified at the barcode-level, to mitigate
concerns about unobserved quality differences over space. Second, because price gaps
only identify trade costs between pairs of locations that are actually trading the prod-
uct in question, we collect novel data on the location of production/importation of
each product in our sample in order to focus exclusively on trading pairs. Condi-
tioning on this new information raises our estimate of trade costs by a factor of two.
Third, we demonstrate how estimates of cost pass-through can be used to correct for
potentially varying mark-ups over space. Applying this correction raises our trade
cost estimate by a factor of two (again). All said, we estimate that intranational trade
costs in our sample are 7-15 times larger than similar estimates for the US. In a final
exercise we estimate that intermediaries capture the majority of the surplus created
when the world price for an imported product falls, and that intermediaries” share is
even higher in remote locations. This sheds new light on the incidence of globaliza-
tion.
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1 Introduction

Recent decades have seen substantial reductions in the barriers that impede trade be-
tween nations, a process commonly referred to as ‘globalization’. But trade does not start
or stop at national borders. The trading frictions faced by many firms and households—
especially those in developing countries—include not only the international trade costs
that have fallen in recent times, but also the intra-national trade costs that separate these
agents from their nearest port or border. Yet we lack rigorous estimates of the size and
nature of these costs, especially in particularly data-scarce regions of the world such as
sub-Saharan Africa. In this paper we develop a new methodology for estimating intra-
national trade costs, apply our methodology to newly collected micro-data from Ethiopia
and Nigeria, and explore how our estimates affect the geographic incidence of globaliza-
tion within these countries.

To fix ideas, consider a product that is imported from abroad. This product enters a
country through port of origin o0 where it sells to traders at the wholesale price P,. These
traders then sell the product at a destination location d for P;, where these prices reflect
the identity,

Py — Py = t(Xod) + Ha, (1)

which states that the price gap (ie P; — P,) reflects both marginal intranational trade costs
(ie T(Xoq) for some locational cost-shifters X,q, such as distance) and the mark-up (ie ;)
charged by traders. Many commentators have argued that inter-regional price gaps are
especially large in developing countries, citing two distinct explanations: (i) that trans-
portation infrastructure facilities are particularly poor, such that marginal intranational
trade costs rise steeply with distance (ie %X:;)

try in the trading sector drive up mark-ups as well (ie p is large). The goal of this paper

is large); and (i) that high barriers to en-

is to assess the validity of these claims by estimating how both trade costs T(X,q) and
mark-ups p  vary across locations (ie how they depend on X,4). The distinction between
marginal costs and mark-ups is important here, even beyond the usual reasons grounded
in policy and distributional consequences. We expect mark-ups to respond in the short-
run to changes in the world price (which will shift P,), but we do not expect marginal
costs to respond. That is, the incidence of global price changes—of ‘globalization’—on
local prices P; hinges on the relative importance of marginal costs and mark-ups in intra-
national trade.

Like a voluminous existing literature (reviewed below), we seek to estimate 7(X,q) by
drawing inferences from the equilibrium distribution of prices over space—prices that are

observed monthly and over several decades, for a wide range of consumer products, and



across hundreds of local markets. But we make progress with respect to this literature by
using new data and new tools to overcome three well-known challenges that plague such

inferences:

1. Spatial price gaps (ie Py — P,) may reflect differences in unobserved product characteristics
(such as quality) across locations. Clearly one cannot hope to estimate trade cost pa-
rameters by making comparisons across non-identical products. Following Broda
and Weinstein (2008), the overriding principle guiding our data collection efforts
and resulting sample is to focus exclusively on products that are extremely narrowly
defined (effectively at the barcode level).

2. Spatial price gaps (ie Py — P,) are only rarely directly informative of trade costs T(Xoq)-
It is standard in the literature to assume that trading is perfectly competitive (ie
mark-ups py = 0).! Under this assumption (which we relax below) it is tempting to
conclude from equation (1) that price gaps identify trade costs: Py — P, = 7(Xoq)-
But this is only true for location pairs 0 and d that represent origin and destination
locations, respectively. All that can be said for any general pair of locations, i and j,

is that arbitrage pressures place an upper bound on price gaps:
P — P; < t(Xj5), (2)

with this inequality binding only when these two locations are actually trading the
product (ie when one location is an origin and the other a destination). Unfortu-
nately, in practice the (highly detailed, intra-national) trade data required to ap-
ply equation (1) only to trading pairs—that is only to the pairs that point-identify
T(Xod)—is unavailable. We have therefore collected unique data on the precise ori-
gin location (production sites for the case of domestically produced goods, and ports
of importation for the case of imported goods) for each product in our sample. Fig-
ure 1 below illustrates the importance of conditioning on this new information. Here
we plot our estimate of 7(Xj;) for all location pairs, and for trading pairs only, un-
der the assumption of perfect competition; our estimates imply that without data

on origin locations we would underestimate trade costs by a factor of almost two.

3. Spatial price gaps may reflect variable mark-ups across locations y4, not just the marginal
cost of trading T(Xeq). Put simply, the trading sector may not be perfectly compet-
itive (ie mark-ups u; > 0). This implies that, as in equation (1), spatial price gaps

! Another common assumption is that preferencs and market structure belong to the knife-edge case
(CES with atomistic, monopolistically competitive firms) in which mark-ups are positive but do not vary
across locations.



cannot be used to estimate trade costs 7(X,q) without a correction for the contam-
ination induced by variation in mark-ups across locations. We demonstrate that
estimates of the extent to which shocks to P, pass through into P;—which we esti-
mate nonparametrically for each location d and product in our sample—can be used
to correct for this contamination. The key insight is that estimated pass-through is,
by definition, a sufficient statistic for the extent to which mark-ups respond to any
change in marginal costs; in other words, the pass-through rate tells us how mark-
ups 1z change across locations as these locations require higher and higher marginal
costs T(Xoq) to be accessed. As can be seen in Figure 1, our estimates imply that
correcting for varying mark-ups over space changes our trade cost estimates sub-
stantially, increasing them (again) by a factor of at least two.

To summarize the results in Figure 1, we find that—once two important corrections rela-
tive to the existing literature are applied—intranational trade costs T(X,q) in our sample
are considerable. To put these results in context, they are approximately seven to 15 times
larger than the marginal cost of distance found by Hummels (2001) for truck shipments
between Canada and the US.?

The preceding discussion has centered on our new method for estimating 7(Xoq) but
two additional results follow. The first is an implication of our estimates of how mark-
ups vary over space. As can be seen in Figure 1, mark-ups in our sample actually fall as
one considers more and more distant locations from a product’s origin location. As we
detail below, mark-ups could vary across locations due to three (non-exclusive) reasons:
preferences could vary, market structure could vary, and even holding preferences and
market structure fixed traders” optimal mark-ups could vary as underlying marginal costs
vary. We do find evidence that remote locations are less competitive. But we also find that
equilibrium pass-through, in nearly all locations and for nearly all products, is less than
one, which implies that mark-ups fall as marginal costs rise. On net, this latter effect (of
pass-through less than one) dominates.

Secondly, we estimate the relative shares of surplus that accrue to consumers and
traders, respectively, following a change in the port price P,—that is, we estimate the in-
cidence of a global price change. Using an extension of the analysis in Weyl and Fabinger
(2011), if we restrict attention to demand systems that take a particular form in which
pass-through is constant (and hence CES demand is a special case) the rate of equilibrium

pass-through (which we estimate for each location and product) is a sufficient statistic for

2 An important caveat is that, due to the nature of our restriction to a sample of only extremely narrowly
defined consumer products (a restriction which, to us, seems unavoidable in any attempt to measure trade
costs with price dispersion), our results may not be representative of the practices used to trade the entire
national consumption basket in our sample countries.
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the distribution of surplus. Crucially, data on quantities of products traded or sold—data
that would not be available for most developing countries—are unnecessary. Using this
result we find that the incidence of globalization is skewed towards intermediaries and
deadweight loss (relative to consumers), and increasingly so in remote locations.

The work in this paper relates to a number of different literatures. Most relevant is
a recent and voluminous literature uses aspects of spatial price dispersion in order to
identify trade costs.> Various segments of the literature have dealt with each of these
three challenges in isolation, but we believe that our work is unique in attempting to
circumvent all three of these challenges. We discuss the response to these three challenges
in the existing literature here in turn.

First, a large strand of this literature argues that inter-spatial arbitrage is free to enter
and hence that inter-spatial price gaps place lower bounds on the marginal costs of trade,
where these lower bounds are binding among pairs of locations that do trade. See, for in-
stance, Eaton and Kortum (2002), Donaldson (2011), Simonovska (2010) and Simonovska
and Waugh (2011a), as well as the work surveyed in Fackler and Goodwin (2001) and An-
derson and van Wincoop (2004).* A central obstacle in this literature has been the need to
work with narrowly defined products and yet also know which location pairs are actu-
ally trading those narrowly defined products; our approach exploits unique data on the
location of production of each product in our sample.

A second and recent strand of the literature draws on proprietary retailer or consumer
scanner datasets from the US and Canada in order to compare prices of extremely nar-
rowly identified goods (that is, goods with unique barcodes) across space (see for example
Broda and Weinstein (2008), Burstein and Jaimovich (2009) and Li, Gopinath, Gourinchas,
and Hsieh (2011)). However, this work typically lacks information on the region or coun-

try of origin so point-identifying the level of trade costs is typically not the focus.

3 Another body of work to which our study relates is the rapidly growing literature on intermediation
in trade, including (Ahn, Khandelwal, and Wei, 2011; Antras and Costinot, 2011; Bardhan, Mookherjee, and
Tsumagari, 2011; Chau, Goto, and Kanbur, 2009). This work aims to understand when trade is conducted
via intermediaries rather than by producers directly. Our work is instead focused on the consequences
of intermediaries—who potentially possess market power—for the magnitude of intranational barriers to
trade, the pass-through of world price changes, and the distribution of the gains from trade.

4 An additional body of work, (see for example Engel and Rogers (1996), Parsley and Wei (2001), Broda
and Weinstein (2008) and Keller and Shiue (2007)) uses moments derived from inter-spatial price gaps to
infer trade costs without data on which location pairs are actually trading. Because these moments pool
together information from location pairs that are trading (on which price gaps are equal to trade costs) and
location pairs that are not trading (for which price gaps understate trade costs) it is not clear how these
moments estimate the level of trade costs without knowledge of the relative proportions of trading and
non-trading pairs in the sample.

SLi, Gopinath, Gourinchas, and Hsieh (2011), however, point out that their price gap estimates for
location pairs on either side of the Canada-US border do place a lower bound on the cost of trading across
this border.



Finally, a third strand of this literature considers, as we do, the possibility that pro-
ducers or intermediaries have market power (that is, arbitrage is not free to enter) and
hence that firms may price to market. (See, for example, Feenstra (1989), Goldberg and
Knetter (1997), Goldberg and Hellerstein (2008), Nakamura and Zerom (2010), Fitzgerald
and Haller (2010), Li, Gopinath, Gourinchas, and Hsieh (2011), Burstein and Jaimovich
(2009), Atkeson and Burstein (2008), Alessandria and Kaboski (2011), and Berman, Mar-
tin, and Mayer (2012)). In particular, this literature has placed heavy emphasis on the
extent of exchange rate pass-through and its implications for market power. We apply a
similar logic to the market for each good and location in our sample with the goal being
to infer how intermediaries” market power and equilibrium mark-ups vary across loca-
tions, as well as how variable mark-ups over space cloud inference of how the marginal
costs of trading vary over space. In this sense, the paper is related to a recent literature
that explores the interaction between the gains from trade and variable markups. (See,
for example, Arkolakis, Costinot, Donaldson, and Rodriguez-Clare (2012), De Loecker,
Goldberg, Khandelwal, and Pavcnik (2012), Edmond, Midrigan, and Xu (2011), Feenstra
and Weinstein (2010) and Melitz and Ottaviano (2008)).

The remainder of this paper proceeds as follows. Section 2 describes the new dataset
that we have constructed for the purposes of measuring and understanding intranational
trade costs in our sample of developing countries. Section 3 outlines a theoretical frame-
work in which intranational trade is carried out by intermediaries who potentially enjoy
market power, as well as how we use this framework to inform empirical work that aims
to estimate the size of intranational trade costs as well as the distribution of the gains
from trade between consumers and intermediaries. Section 4 discusses the empirical im-

plementation of this methodology and presents our findings. Section 5 concludes.

2 Data

The introduction details three challenges faced by researchers hoping to uncover trade
costs form spatial price gaps. The methodology that we put forward to solve these chal-
lenges requires a data set that satisfies three distinct requirements. In order to deal with
the first challenge, that price gaps are equal to trade costs only if the product is identical in
both locations, we require the retail price of narrowly-defined products at various points
in space (within developing countries). In order to deal with the second challenge, that
price gaps are equal to trade costs only if the product is actually traded between the loca-
tions, we require the location(s) of production or import of each product in our sample.

In order to deal with the third challenge, that price gaps comprise both trade costs and
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intermediary mark-ups, we require pass through rates calculated using high-frequency
price data observed over a long duration. A core component of this paper is the creation
of a data set satisfying these three requirements.

Our study draws on two main sources of data: (i) retail price data, and (ii) production
source locations data. We describe these two types of data here in turn.

2.1 Data on retail prices

The key requirement for exploring both the magnitude and implications of intra-
national trade costs is high quality price data. As outlined above, the methodology we
propose requires observations of retail prices prevailing at many points in time, across
many geographically segmented markets, for extremely narrowly defined products (such
that within-product differences in quality over space can be presumed to be small). Fortu-
nately the national statistical agencies of many developing countries collect exactly such
data in the process of compiling a consumer price index. The data collection exercise un-
derpinning this paper has involved a search for any Sub-Saharan African countries that
collect data that meets these standards and are willing to share their raw data (rather than
the typically publicly available aggregates) with researchers.

The two Sub-Saharan African countries in our sample conduct monthly price surveys
across many fixed locations throughout the country. Enumerators are asked to survey
particular retail establishments and write down the posted price (or typical sale price if
a posted price is not available) for a fixed set of very narrowly defined products, and to
record no observation if the product is not for sale at the enumeration location on the
enumeration date.

Because the product lists in both these countries are typically chosen to provide wide
coverage of the a typical consumption basket many of the products surveyed—such as
rice, bread or haircuts—are not narrowly defined and we exclude these products from our
analysis. We instead work with a sample of consumer products that are uniquely iden-
tified by their product descriptions. These descriptions include the product type, brand
name, and specific size—such that the descriptions are akin to barcodes that uniquely
identify products in consumer scanner datasets in developed countries. For example, one
of our products in Nigeria is a 125 gram can of Titus brand Sardines. Additionally, we
restricted attention to products that were available across both a majority of locations and
time periods within each country. The specific details of each sample are described sepa-
rate by country in the subsections below. (Several other Sub-Saharan countries that have
made their data available to us contain product descriptions that lack unique, brand-level



product identifiers and so we could not include these countries in our study.)

At this juncture, it is useful to briefly discuss how representative the products in our
sample are. The products chosen for inclusion on the consumer price index are generally
the leading products in the most important categories of consumer spending. However,
many categories of expenditure that are very important in developing countries are ex-
cluded since consumers do not purchase branded products in these categories. We note
that the aim of this paper is to understand the size of intra-national trade costs and to
explore the implications for the distribution of the gains from globalization within devel-
oping countries. For this exercise, what we require is not a set of goods that are represen-
tative of consumer spending but are a set of goods whose trade costs are representative of
the trade costs faced by the typical imported good. Therefore, our estimates are most rel-
evant to understanding trade costs and the spatial distribution of the gains from trading
low-cost branded food and non-food consumer items. The structure of the intermedi-
ary sector that transports commodities from remote farms to ports for export may differ
dramatically, and our paper cannot shed light on the magnitude of these trade costs.

As with all micro-level price data, our data contain multiple observations that appear
to misrecorded.® Accordingly, our main analysis uses a cleaned sample of price data

where we applied a simple cleaning algorithm.”

Results are also reported for the un-
cleaned data set and are similar in terms of both the magnitudes and significance of the
results.

The specific details of the two sample are described below.

2.1.1 Ethiopia

The Ethiopian data are collected by the Central Statistical Agency of Ethiopia. Our
data consist of monthly price quotes collected at retail outlets in 103 market towns be-
tween September 2001 and June 2010.% The locations of the market towns are illustrated

Some of these errors appear to be errors in recording a correct price quote, while in other cases it
appears that an enumerator in one particular location obtained the price for a different size or specification
of product.

7First, we remove price quotes that lie more than 10 standard deviations away from the log mean price.
Second, we remove implausibly low or high price quotes. Third, we eyeball the time series of prices for
each product in each location. If a price quote seems unusually high or low, we verify whether nearby
prices for that same product in that same period were also unusually high. If they were not, we remove this
outlier.

8The monthly price quotes obtained from the Central Statistics Agency are actually averages of several
price quotes (typically three) obtained at different retail outlets in the same town on the same day. The
outlets include open markets, kiosks, groceries, butcheries, pharmacies and super markets. Enumerators
do not actually purchase the items in question but interview traders, and on occasion consumers, to obtain
price quotes.



in the map in Figure 2. Fifteen products are covered, which are detailed in Table 1.

2.1.2 Nigeria

The Nigerian data are collected by the Nigerian National Bureau of Statistics. Our data
consist of monthly price quotes collected at retail outlets in the 36 state capitals between
January 2001 and July 2010.” The locations of the state capitals are illustrated in the map

in Figure 3. Seventeen products are covered, which are detailed in Table 2.

2.2 Data on production source (factory or import) locations

For the case of domestically-produced products, we have conducted a telephone in-
terview with the firms that produce each of the products in our sample. We ask each
firm for the precise location(s) of production that serve markets in each country in our
sample, and ask this information retrospectively so as to cover all of the years in our sam-
ple. We have also sought to corroborate this information by surveying distributors and
carrying out extensive internet searches. For the case of imported products we have con-
tacted distributors to learn the port of entry of each imported product in each country
(and year) in our sample. From these two sources we obtain the latitude and longitude of

the production location(s) or port of entry for every good in our sample.

3 Theoretical Framework

In this section we first describe a model of intranational trade carried out by interme-
diaries who potentially enjoy market power. We then go on to discuss how this frame-
work can be used to inform empirical work that aims to estimate the size of intranational
trade costs as well as the distribution of the gains from trade between consumers and

intermediaries.

9As in the Ethiopian case, these are averages of prices across several outlets within the same town.
Enumerators collect two prices for each product in each town from different retailers on the same day. For
several states, although the state capital is always surveyed, additional urban areas in the state are also
sampled using a probability sampling method and included in this average. Outlets are made up of open
markets, supermarkets, departmental stores, other shops and roadside stores as well as specialist retailers
such as pharmacists. Quotes are collected once per week for processed food items in the state capital and
once a month in other urban areas. Prices for miscellaneous goods and services are collected once per
month in both locations. All prices are “bargained prices” although enumerators are instructed to avoid
actually buying the goods if possible. Instead, enumerators are encouraged to develop a good relationship
with the shop owner.



3.1 Model Environment

We consider an environment in which there are D isolated locations!® indexed by d
and K products indexed by k. Products k can be either domestically produced or imported
from abroad. Domestically produced products are made at a factory location indexed by o
and imported products are imported into the country through a port or border crossing at
location o; regardless of whether the products are made at home or abroad, the domestic
‘origin” of the product is location 0. (Note that we use the mnemonic o for origin and 4
for destination.) We treat the market for product k traded from location o to location d as
an isolated market—that is, we abstract for now from general equilibrium considerations
that would introduce interactions in product or factor markets across or within locations.

We assume that any product k is sold on wholesale markets at the source (ie factory
gate or port) location o for a price P, at date t. This product is then bought at the origin
location 0 wholesale market and traded from location o to any destination location d by
domestic intermediaries. These intermediaries specialize in the activity of purchasing a
product in bulk at a wholesale market, transport the product to a destination location,
and then finally selling the product to consumers at that location.!!

Intermediaries incur costs of trading. Each intermediary has a total cost function,
C(q*,,), which is the cost of trading q’g 4 units of product k from location o to location d
at date t. Total costs are the sum of fixed costs of entry into the distribution sector, Fé‘dt,
and per-unit costs of trading. Per-unit costs are themselves the sum of the cost of buying
the product at the origin location (which is simply the origin price, PX) and the marginal
costs of trading, denoted by T = 7(X*, ). We assume (in Assumption 1) that marginal

costs are ‘specific’ (ie charged per unit of product shipped) and constant; future work will

k
odt

shifters specific to the route from origin o to destination d (such as the quality of roads

explore extensions to this basic case. Finally we let X" ;. denotes a set of marginal cost

along the route) and the product k shipped.

Assumption 1. The cost to an intermediary of buying q’g g units of product k from location o at
date t (for an origin price PX,) is given by the sum of fixed and (constant, specific) marginal costs:

C(q’;dt) = [Pft +T(X§dt)] qlgdt +Fokdt-

19 ocations are isolated in the sense that consumers do not travel to economies other than their own to
purchase items. More generally, we simply require that intermediaries’ marginal costs are sufficiently low
(relative to consumers’ travel costs) that consumer always buy goods locally from an intermediary rather
than traveling themselves to other locations to make their purchases.

Note that we assume that there is just one integrated sector that intermediates trade between producers
(or importers) and final consumers, combining distribution and retail into one activity.
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Intermediaries maximize profits by choosing the amount of the product to sell, q’;t.
Let QX, denote the total amount sold to the market by all intermediaries. The essential
strategic interaction across intermediaries is the extent to which an intermediary’s ac-
tions (his quantity choice, qll;t) affect other intermediaries” profits through the aggregate
quantity Q’;t. We follow the ‘conjectural variations” approach to oligopolistic interactions

(e.g. Seade, 1980) and assume (in Assumption 2) that this relationship is summarized by
- 4Oy,

qu
the case of a pure monopohst corresponds also to § = 1, while perfect competition corre-

the parameter Gst The case of symmetric Cournot oligopoly corresponds to 6 = 1,
sponds to 6 = 0. In what follows we will not take a stand on the value of 9’; ; because our
empirical application will not need—nor be able—to identify this model parameter.

Assumption 2. Intermediaries selling product k in location d at date t perceive the effect of their
sales decision q’{;t on aggregate sales Qlét to be given by the parameter 9§t = Q‘“ that is fixed in

any period. Alternative values of this parameter span a range of market structure assumptions.

Given the above notation, and denoting consumers’ aggregate inverse demand curve

by P%,(Qk,), each intermediary’s first order condition for profit maximization implies that:

Pl = [P i T(Xodt)} — 0y 3)

As is the case for any producer, the price that intermediaries’ charge here (ie Pgt) is equal
to the intermediaries’ total marginal costs (the sum of the purchase price at the origin, PX,
and the marginal cost of trading, T(X* ,,)) plus the markup that intermediaries potentially

charge (which we denote by % . _gst op, c(_;té(kgdt dt)

It remains to specify the process of entry into the intermediary activity. The stock of
potential intermediaries may potentially be constrained by credit constraints, reputation
issues, caste or ethnic traditions etc. For this reason we assume (in Assumption 3) that
all intermediaries are identical and that the stock of intermediaries buying product k at
location o0 and selling it at location d on date t, denoted by m’g - 18 fixed and exogenous
within any period.

Assumption 3. The number of identical intermediaries trading product k from location o to

location d on date t, denoted by m’g - 18 fixed and exogenous.

Below we make extensive use of the concept of pass-through. This is defined

as the amount by which intermediaries” equilibrium prices respond to a change in their

. ) . . k . 4Pk dpk . L
marginal costs; that is, we define pass-through as pf ,, = W;{ = o (X]o{dt) Differentiating

10



equation (3) it can be shown that, in general, pass-through takes the form

-1

k
P (1+Eg)
podt - ]. + —t ’ (4)
4)odt
where we define 4)0 S 9‘,1”” as the ‘competitiveness index” (since it rises in the number

of intermediaries, m* o4t and falls in these intermediaries” perceived individual influence
()
Qit andt
P\ 9Q
2k,
: k 1 th ko ant dt ;
inverse demand. (Note that E}, = + —1 — , Where e}, = < 0 is the

el e aQ 3Pk QF
elasticity of demand.) As this expressiotn makes Ctlear pass-through dependst on only two

on aggregate supply, th) and Elét = ; 0 is the elasticity of the slope of

market characteristics: the competitiveness (cp’g ;1) of the market (where importantly it is

mk
only (plg S ‘”” that matters, not m* odt OF 6 ; individually) and the second-order curvature

of the demand curve (ie EX 1 the elasticity of the slope of demand).

The above results hold for any demand curve (or, more generally, to the single-item
conditional demand relationships in any demand system). However, in order to simplify
a number of results below we will at times make the additional assumption (in Assump-
tion 4) that consumer preferences belong to a particular class of demand for which Egt
is constant. We refer to this as ‘constant pass-through demand” (though note that equi-
librium pass-through, p’g 4 would only be constant under this demand class if the com-
petitiveness index, <Pf§d.v were also constant). Constant pass-through demand was first
identified by Bulow and Pfleiderer (1983) and is a natural generalization of isoelastic de-
mand. Indeed, Bulow and Pfleiderer (1983) prove that the only demand system with
constant pass-through is the class introduced here.

Assumption 4. Consumer preferences take the constant pass-through demand form such that
total demand Q’;t depends on price PE’l‘t in the following manner:

1
(“dt Pdt) if(Pk < ast' bk > Oand 551& > 0)or (P;l{t > ”Zt' bl';t < Qand (SZt < 0)

k (pky
Qar(Par) = 40 if Pk, > adt, bk, > Oand 55, > 0
o0 if Pk, < aly, X, < Oand 65, < 0
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with a’ét > 0. Accordingly, inverse demand is:

(sk
k k k k k dat
Py (Qgy) = ag; — by, <th> : (5)
k
For this demand system we have egt = —(Slk <akpdfpk) < 0 and Est = (SZt — 1§ 0;
dt dt— “dt

that is, by design, Est is equal to a (constant) model parameter, but this parameter is
free to vary. Note that the case of isoelastic demand corresponds to a restriction of this
demand class in which a’; ; = 0. Hence from equation (4) equilibrium pass-through under

Assumption 4 is equal to
-1
(6)

" 3
Poat = |1+ ——

Equilibrium pass-through can be ‘incomplete’ (ie p*, < 1) for 65 > 0 and ‘more
than complete’ (ie ,0]0< s > 1) with 5§t < 0. Hence nothing in this class of preferences
restricts whether pass-through will rise or fall with the remoteness of locations within a
country; the only restriction is that pass-through is constant. Finally, note that, whatever
the demand parameter, the state of competitiveness (summarized by 4)’(§dt) matters for
equilibrium pass-through; in particular, if competition were perfect (ie 4)’; g — o) then
equilibrium pass-through is ‘complete’ (ie plg g = 1) for any demand parameters.

3.2 Using the Model to Measure Intranational Trade Costs

In what follows our goal is to describe how the theoretical framework introduced
above can be used, in conjunction with the data described in Section 2 above, to estimate
the magnitude of intranational trade costs. Additionally, we describe how our theoretical
framework can be used to estimate the distribution of surplus (among consumers and
intermediaries) for each location in our sample. We break down our analysis into three
steps as follows.

3.2.1 Step 1: Using price gaps to measure total intranational trade costs

k
odt

feel is relevant from the perspective of final consumers: total trade costs are the price that

We define total intranational trade costs—denoted here by T% ;,,—in a manner that we

a final goods consumer must pay for an intermediary to deliver a good from its origin

location to the consumer’s location (the intermediary’s destination). Equation (3) above
describes how in this framework intermediaries are potentially charging a mark-up on
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trades such that total trade costs are the sum of intermediaries” marginal costs and inter-

mediaries” mark-ups. The following result is then immediate.

Result 1: Under Assumption 1 the total cost, T’gdt, of trading product k from its origin loca-
tion o to its destination location d at date t is equal to the price of this product across those two
locations on that date (ie Pgt — PX). Further, this total trade cost is equal to the sum of the marginal
costs of trading, T(X’; 4t), and the mark-up charged by intermediaries, V];lt' That is:

Pz];t - Pgt = Tlgdt = T(Xlgdt) + V];lt- (7)

However, the difference in prices for product k among two distinct destination locations, i and j
fori # oand j # o, is uninformative about the total cost of trading among those locations. That
is:

Pﬁ—PﬁzTi-‘jtfori#oandj;«éo. (8)

Result 1 is extremely simple, yet it offers a powerful guide to empirical work. Armed
with a dataset of prices prevailing for a given product at several locations, Result 1 sug-
gests which price gaps over pairs of locations are informative of total trade costs and
which are not. This is important because most researchers do not observe the origin loca-
tion of each product in each time period, so they do not know which location(s) in their
dataset, if any, correspond to the origin location o, which is required to apply Result 1.
In Section 4.1 below we use unique data on the production/importation location(s) of
each product and year in our dataset and thereby apply Result 1 in order to estimate the
magnitude of intranational trade costs for a group of developing countries. We also dis-
cuss the size of the bias one would obtain in our dataset without knowledge of origin

locations.

3.2.2 Step 2: Estimating pass-through rates

As discussed in the Introduction, our method for inferring the extent of mark-up vari-
ation over space (a necessary input into estimating the marginal costs of intranational
trade) relies on flexible estimates of the extent of equilibrium pass-through for each prod-
uct in each location. We discuss here how the theoretical framework outlined above can
be used to provide these estimates. As long as exogenous variation in the origin (or bor-
der) price can be isolated, a reduced-form pass-through parameter can be estimated for

13



each product k, destination location 4 and time window (noting that at least two dates ¢
would be required to study how a change in the origin price affects destination prices).
It is straightforward to show, using Equation (6) above, the following result, which
characterizes the relationship between destination and origin prices—that is, equilibrium
pass-through—as well as the relationship between pass-through and underlying struc-

: k k k
tural parameters (ie m,,, 07, and J},).

Result 2: Under Assumptions 1-4 the relationship between destination prices Pé‘t and origin

prices PX, for any product k and at any date t satisfies

k k ok | ok k kN ok
Pjy = OoarPot + PoarT(Xoar) + (1 — Ppar)ags 9)

k
0

-1
k
ko _— Og ko Mgy
where p; 5, = <1 + ‘P]Sdt) and ¢, = o

This implies that a regression of destination prices (Pgt) on origin prices (PX), con-
ditional on controls for both the marginal cost of trading (ie T(Xlg ;1)) and local demand
shifters (ie a%,), would reveal the equilibrium pass-through rate (0% ,,) inherent to each des-
tination market and product. Unfortunately, both the marginal cost of trading and local
demand shifters are unobservable to researchers—indeed, if these were observable then
answers to the questions we pose in this paper would be immediately available. Nev-
ertheless, in Section 4.2 below we propose an empirical strategy that aims to control for
these variables and hence provide consistent estimates of the equilibrium pass-through
rate (¥ ;) prevailing in each destination location d and product k separately. While the
principal reason for obtaining these estimates is, as described in the next sub-section, to

infer how mark-ups vary over space, Result 2 demonstrates that an additional use for

-1
: : : : S
pass-through estimates is to estimate ¢* ,, via the formulap’,, = <1 + 4)%) .
odt

3.2.3 Step 3: Using pass-through estimates to estimate the marginal costs of distance

A central aim of much of the literature on the estimation of trade costs has been to
understand the determinants of the marginal costs of trading. In a setting of perfect com-
petition, total trade costs—as we have defined them above—are equal to the marginal
costs of trading since mark-ups are zero. In such a setting the simple price gap methods
described above in Step 1 are sufficient for determining the magnitude and determinants

of the marginal costs of trading.
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However, once it is possible that intermediaries enjoy market power, price gaps reflect
not just the marginal costs of trading over space but also the mark-ups that intermediaries
charge when carrying out trades over space. If these mark-ups vary over space (for ex-
ample because the state of competition in the intermediary sector varies over space, or
simply because preferences are such that pass-through is anything but complete), then
the change in price gaps over space reflects not just how space imposes marginal costs
but also how mark-ups vary over space.

The central challenge here is to separate out these two effects without the ability to sep-
arately estimate marginal costs and mark-ups (a challenging prospect in any setting, but
one that is especially challenging here where researchers lack access to data on consumer
quantities or to producers’ input choices). In this section we describe a method—which
draws on the estimates of equilibrium pass-through p, obtained in Step 2 above—that
addresses this challenge. The key intuition is that pass-through describes how prices
respond to any marginal cost shock. We have described above a way to estimate pass-
through by using the observed response of destination prices to origin price shocks. We
now use these pass-through estimates to deduce the extent to which the marginal costs
of trading affect prices (which, by definition, they do via the extent of pass-through) and
hence infer the true marginal costs of trading over space from observed price variation
over space. This logic is formalized in Result 3 below which is a direct implication of

Result 2 above.

Result 3: Under Assumptions 1-4 the relationship between ‘adjusted price gaps’ between ori-

k _  k pk
gin and destination locations for any product k and at any date t (ie W} and the marginal
odt

costs of trading that product between those locations on that date (ie T(X’O‘ 41)) satisfies:

Pk - pk Pk .
L0 — (X)) + . (10)
podt podt

Recall from Result 1 above that origin-destination price gaps (ie Pé‘t — Pk) are equal to
the sum of marginal costs of trade (ie T(X’g ;1)) and mark-ups charged by intermediaries;
because mark-ups potentially vary with distance, the extent to which price gaps vary over

space does not identify the extent to which the marginal costs of trading vary over space.
k _ k pk
By contrast, a key message of Result 3 here is that ‘adjusted price gaps’ (ie W)
odt

are equal to sum of the marginal costs of trade (ie T(X’g 4+)) and a pass-through adjusted
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K
%(Magt). This suggests that, with suitable controls for this demand-
d

demand shifter (ie
shifter, the extent to which adjusted price gaps—rather than simple price gaps—vary over
space does identify the extent to which the marginal costs of trading vary over space. In
Section 4.3 below we apply this method directly in order to estimate how distance (ie a

variable X]; 4 that shifts T(X’g ;1)) affects the marginal costs of trading.

3.3 Using the Model to Measure Division of Surplus

In any market setting where producers enjoy market power a natural question con-
cerns the share of surplus accruing to these producers, as well as the share of surplus
that is destroyed (ie deadweight loss) due to their market power. The setting we consider
here—in which intranational trade between producers and consumers is carried out by
intermediaries who potentially enjoy market power—is no exception. In this setting the
surplus in question is essentially the gains from trade. That is, consumers in destination
location d benefit from being able to consume product k sourced from the origin location o
(be that origin a domestic factory or a port through which foreign producers’ goods enter)
because there are gains from trade (ie the product would cost more to produce in location
d).

Naturally it is challenging to identify the share of surplus accruing to consumers, in-
termediaries and deadweight loss. And this is especially challenging in settings like ours
where researchers lack data on the quantities of narrowly defined products consumed
(which could in principle be used to estimate demand curves, mark-ups and hence the
division of surplus). Fortunately, based on an extension of the logic in Weyl and Fabinger
(2011), in the theoretical framework we have outlined above there exists a simple connec-
tion between pass-through and the division of surplus, which allows an answer to answer
this question without the need for data on quantities consumed.

To see this, consider first the calculation of the amount of consumer surplus generated
by any partial equilibrium market setting (that is, where the prices in all other markets
are held constant) for product k in destination market d at date t. Consumer surplus

when QF, is supplied to the market is defined as CSK (Q¥,) f Qi [P5, () — P5,(QK,)]dy,

where P(fl‘t(lp) is the consumers’ inverse demand curve evaluated at argument ¢ and

. . S . : dcst, (Qk
Q’;t is the total amount consumed in equilibrium in the market. Since w =
ot

P} k : . .
—Qgt(lp)d dtfi%;’j(w) Zgzt consumer surplus can also be written in a way that stresses its
dt ot

16



essential connection with pass-through:

CSky(Qhy) = — /w Qe 0y, (11)

Following similar steps we now calculate the amount of surplus captured by inter-
mediaries in this setting. Intermediaries’ surplus when Qf; ; is supplied to the market is

defined as total Variable profits among intermediaries, or IS (Q%,) = m*, IT¢, (45, ) =

m’o‘ i l;o: Pk ;1@; dt,b 12 Differentiating total profits we have:

w — ( Mgt Glét)%dt(lp)

k
= — Goar (¥),
dPgy, (mgg + 05) + 0% Egy ()  °
Poar — 1
= < A ) 0 () %00t (¥) — Goar (), (12)
4)odt
where, recall, EX (1) is the elasticity of the slope of demand and p* . () = {1 + W}
mk

when each is evaluated at the argument 1, and¢* odt — ()Zdt is the ‘competitiveness index’

tirst introduced above. This result holds for any demand curve. Using this result, inter-

mediaries” surplus can be written as:

k
4)odt -1
¢odt

Similar logic implies that intermediaries” surplus can also be written as:

Qi =~ /", Qst(t/f)dw( ) [ Qhtw)ebatw)y. a3

lP:Ptlict (Ibodt y=F,

P+ T(Xg4) 1 Pi+7(X54)
185,(Qh) = - [ () + ("’df—> [0 W wekaw)dy, a4

where pt'; (1) is the mark-up of intermediaries evaluated at the argument . As expected,

under the perfectly competltlve limit (ie where the competitiveness index ¢, — co and

odt
hence, by equation (4), ¥ 02:() — 1 for any value of ) there is no intermediaries’ surplus
(ie IS (Q%,) — 0O for any value of QF)).

Finally, following similar steps we calculate the amount of deadweight loss—denoted

12We work with a notion of surplus defined on total variable profits in part because nothing in our
dataset can be used to estimate the fixed costs intermediaries pay. While this overstates intermediaries’
total profits it does not overstate consumer surplus or deadweight loss since the fixed costs of production
consume resources available to society.
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DWL’{; +( Qg ;) when Qg ; is supplied to the market—created by market power in this setting.

Using similar arguments to those above this can be written as

k k
P+ (Xo4)

DWLE (k) = - [ e (W)okar (), (15

=P

where again ygt(z,b) is the mark-up of intermediaries evaluated at the argument 1. Natu-
rally, under the perfectly competitive limit (where mark-ups are always zero) this tends
to zero.

Applying equations (11), (13), (14) and (14) it is then straightforward to show the fol-
lowing result:

Result 4(a): Under Assumptions 1-3, the ratio of intermediaries” surplus I Sg t(Q’; ;) to consumer
surplus CS’;t(Q’;t) in the market at destination location d for product k on date t is given by

Isst <Q§t> _ 1 + 1- (P]gdt (16)
CS’ét (PQ)Zt 4’§dt

where (pQ)];lt is a quantity weighted average of the pass-through rate, defined as

— . Jyen QL (w)pk . (p)dy
d .

= . 17
(P0) i [RNCATIIT, (17)

Similarly, the ratio of deadweight loss DWLE (QX,) to intermediaries” surplus I1SX,(QX,) in this
market is given by

DWLY, ( §t> _ (o1 s (18)
k aam— 4
IS5 (Ib]ocdt + (4’§dt +1) (Pﬂ)gt

where (py)’; /s a mark-up weighted average of the pass-through rate, defined as
PE+(XE,)
— flpitp"; “ ]/l’ét(l/))plgdt(l[))dlp

(p#)];t = Pk % . (19)
T (X
iy )y

These results, which are derived for a completely general demand structure, high-
light the close connection between pass-through and the division of surplus in a general
oligopolistic setting. However, pass-through enters these formulae always as a weighted
average of pass-through values between relative points (either between the equilibrium
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price and an infinite price as in the case of (pQ)st, or between the equilibrium price and

marginal cost as in the case of (Pﬂ)gt)' Unfortunately in our setting the weights in these
weighted average formulae (consumption quantities Q¥, () or mark-ups p¥, (¢) in @’é ;
and m’; ., respectively) are not observed, nor is there any hope of credibly estimating the
demand structure so as to estimate these weights because consumption quantities are not
observed.

However, in the case of the constant pass-through class of demand (ie that described
in Assumption 4), pass-through (conditional on a fixed competitiveness index) is con-
stant and hence weighted averages of this constant are equal to the constant; that is, the
weights in Result 4(a) need not be observed. This statement is formalized in Result 4(b):

Result 4(b): Under Assumptions 1-4, the ratio of intermediaries” surplus I S’é t(QS ;) to consumer
surplus CSZt( Q’{;t) in the market at destination location d for product k on date t is given by

1Sk 1 1-—
S () = o+ e @)
CSy Pt 4)0111‘

-1
k
where p’;t is the constant equilibrium pass-through rate in this market and p’o‘ = (1 + (;5 ) .
odt

Similarly, the ratio of deadweight loss DWLY, (QX) to consumer surplus CSK (Q,) in this market
is given by
DWkL’;t (th> Poar + P (Pozy — 1) _
CSat Poar [Poar — it (Poar — 1)]

Combining these two results, the share of total surplus accruing to consumers is given by

(21)

-1

s (Qlfzt): [i 1 Phar T Pl (Poa — 1) ]
C5§t+lsst+DWLgt P];lt ¢odt ¢§dt [‘Podt pdt(qbodt 1)]

This result describes how, under Assumption 4 (ie a constant pass-through demand
system), shares of surplus distributed in equilibrium among consumers, intermediaries’
and deadweight loss in any market are all simple functions of just the equilibrium pass-
through rate p’; ; and the competitiveness index 4)’3 4 prevailing in that market. Conditional
on obtaining estimates of pf;t and qb’g 4 therefore, Result 4(b) provides a direct estimate of
the division of surplus. We pursue this in Section 4.4 below.
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3.4 Summary of Theoretical Framework

Using the methodology outlined above we can answer the question posed in the In-
troduction: How large are intranational trade costs? To summarize, our answer to this

question is achieved in three steps:

1. Step 1: Use price gaps to measure total intranational trade costs. Among the pairs of
markets that are actually trading goods, that is between origin and destination mar-
ket pairs, these trade costs (for any good, market pair and point in time) can be
identified simply as the price gap, PZi{t — Pk

ot*

2. Step 2: Estimate pass-through rates. For each product k and destination market d we

—~

estimate a separate equilibrium pass-through rate pf .

3. Step 3: Use pass-through adjusted price gaps to measure how distance affects the marginal
costs of intranational trade. The theory above has demonstrated how price gaps over
space consist of both marginal costs of trading and intermediaries” mark-ups. How-
ever, armed with estimates of pass-through F;gl from Step 2 above, we have shown
how an “adjusted price gap’ formula does reveal how marginal costs of trade vary
with shifters to thoses costs, such as distance. The intuition for this is straightfor-
ward: pass-through embodies, by definition, how marginal costs affect equilibrium
prices, so once estimates of pass-through are known (from time-series variation) this

information is vital for studying marginal costs through observations on prices.

In addition, our model highlights the close connection between pass-through rates and
the division of surplus in a partial equilibrium setting. That is, the pass-through estimates
obtained in Step 2 above provide sufficient statistics for the calculation of the relative

shares of social surplus accruing to intermediaries, to consumers, and to deadweight loss.

4 Empirical Results

4.1 Step 1: Using price gaps to measure total intranational trade costs

As described above, our first goal is to measure the magnitude of the total costs of
conducting intranational trade in developing countries. We define these total costs as
the price a consumer would have to pay to buy a good produced (or imported from) at
a non-local source within her own country. Defined in this way, total intranational trade
costs reflect both the marginal costs of intranational trade and the potential mark-ups that

intermediaries’ charge on intranational trades. But regardless of their composition, these
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total trade costs reflect the extent to which consumers pay additional costs to purchase
non-local goods.

Result 1 above described how, for a given commodity, total trade costs for any given
destination consumption location are then simply equal to the difference between the
price of that commodity at its source and the price of that same commodity at the desti-
nation location. In the notation laid out above, we have

k k k k
Py, — Py = 1(Xp44) "‘P‘St = Toups

where Té‘dt is the total cost of trading good k from location o to location d at time t. By
definition this is the difference in price between that at the destination (P%,) and that at the
origin (PX). The total cost of trading is the sum of the marginal cost of trading (T(X’g i)
and the mark-up charged by intermediaries (1.%,).

It is important to note that the logic of the above result is only valid for inference
drawn product by product, and on data for which it is reasonable to assume that observa-
tions on product k at different points in space are effectively exactly the same product. For
this reason we work exclusively with products that are extremely narrowly defined, with
precision similar to barcode level identifiers. While this affects the representativeness of
our basket of goods (in terms of consumption weights) it is hard to imagine pursuing any
other approach without confronting serious issues of unobserved quality variation over
space.

A second important feature of Result 1 is that the result that Pé‘t — Pk = Té‘d, is only
true for pairs of locations, 0 and d, that are actually trading product k. Our theory says
nothing about the relationship between price gaps and trade costs for pairs of locations
that are not trading. More generally, for any pair of locations i and j all that a theory of
arbitrage can say (without knowledge of whether the two locations are trading) is that

Pk — P}; < Ti’;t.
Hence, for pairs of locations for which it is not known that trade is occurring, price gaps
say nothing about the actual magnitude of total trade costs—both zero and infinite total
trade costs are consistent with any data set. It is for this reason that we proceed in this
section using information only on those pairs of locations that are actually trading each
particular commodity; all other pairs of locations are effectively uninformative of the
costs of trading.

While in principle one could use trade data to infer whether two given locations are

trading product k at time ¢, there are two serious practical obstacles in doing so. First,
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trade data is rarely available within countries (especially developing countries), and even
more rarely with the spatial precision required to study location-to-location trade. Sec-
ond, trade data are rarely available at the product (ie brand-name) level so there is rarely
a chance to know whether product k is traded or not.

Our approach utilizes, in lieu of trade data, a simple approach to infer which location
pairs are actually trading each commodity: we simply infer the production (or import)
location of each good (in each year) in our sample. While trade may not literally occur
from a given source location, separately, to each destination location (for example, trade
may follow a hub-and-spoke arrangement where the hub is a location in the center of a
country) our approach still identifies the trade cost along the route actually followed from
location o to location d. An important limitation of our approach, however, is that there
are many pairs of locations that are not trading (the goods in our sample) and between
which we therefore cannot infer the costs of trading. For this reason we seek to estimate
the fundamental underlying relationship between trade cost shifters (such as distance)
and trade costs, rather than the particular costs of trading among every possible pair of
markets.

Tables 1 and 2 describe (for Ethiopia and Nigeria respectively), by commodity, the
average price gap among trading pairs, as well as the standard deviation of these price
gaps, the average source price, and the average distance to the source location. In order
to account for inflation over the sample period and different currency units, all prices are
converted into 2001 US dollars (using the base period exchange rate).!> As can be seen,
trade costs (ie from the variable, ‘price gaps among trading pairs’) can be substantial both
in absolute units (2001 US dollars) and in relative terms (ie as a percentage of the price
of a good at its source). The tables also reports the average price gap among all pairs (ie
both trading and non-trading pairs), for comparison.

The variable that we refer to as ‘distance” (both here and throughout the paper) is
actually the calculated minimum travel time (using calculations performed by Google
Maps), so it can be thought of as a metric for distance that is adjusted for road quality and
that allows traders to take (what Google Maps believes is) the quickest route from source
to destination. We can infer the approximate algorithm used by Google in these two
countries by sampling travel times along various road types at a random set of locations.
The average minutes per mile to travel along primary, secondary and tertiary roads in

each country are shown below.

13The price index for each period is obtained by calculating the average across all goods of the propor-
tional price changes at the good’s origin location. The normalized prices are converted into 2001 US dollars
using the prevailing exchange rate during the first month of the sample.
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Approximate Minutes/Mile (Google Maps)

Road Quality Ethiopia Nigeria
National highway 1.2 1.2
Secondary road 14 1.4
Tertiary road 1.9 24

Figures 4 and 5 (again, for Ethiopia and Nigeria respectively) plot the extent to which
these price gaps, among trading pairs only, co-vary with the (log) distance separating the
trading pairs (that is the source and destination location). Additionally, the figures plot
the extent to which absolute price gaps co-vary with the (log) distance separating the loca-
tions for all (unique, non-trivial) pairs of locations. These are semi-parametric regressions
that include product-time fixed effects but allow distance to enter non parametrically via
a local polynomial. In what follows we will only be able to identify the marginal costs
of distance. Hence the plots are normalized such that the cost of distance is zero for all
specifications at the bottom of the range of observed distances. As these figures illustrate,
on average there is an upward sloping relationship, implying that distance raises the total
costs of intranational trade. The slope is approximately twice as steep when we restrict
our sample to only trading pairs, a finding we will return to shortly.

An important lesson from the theory outlined above is that price gaps over space,
among trading pairs, reflect both the marginal costs that traders face and the mark-ups
that they may charge if they possess market power. Because of this, the relationship of
price gaps with distance (as reported nonparametrically in Figures 4 and 5) is a mixture
of how marginal costs vary with distance (presumably positively and monotonically) and
how mark-ups vary with distance (either because the gap between the choke price and
costs is higher in inland destinations or because of intermediaries” market power varying
over space at destination locations further and further away from the origin location). An
important goal of Step 3 below is a separation of these two interacting relationships with
distance in order to recover the true effect of distance on the marginal costs of trading.

Finally, Tables 3 and 4 report coefficient estimates from regressions in which we regress
local currency price gaps between two locations on the (log) distance between the two lo-
cations. Column (2) estimates this relationship on the sample of trading location pairs
only, while column (1) estimates this relationship on all (unique, non-trivial) pairs of lo-
cations. The results in column (2) show that there is a large and statistically significant
relationship between price gaps and (log) distance. The estimated coefficient in column
(2) corresponds to a rise in the price gap of 2.99 cents and 3.40 cents cents to ship a good

for each additional unit of log-distance (measured in minutes of travel time) in Ethiopia
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and Nigeria respectively.'* Remarkably, these estimates are similar across the two African
countries in our sample yet nothing in our analysis imposed this.

Notably these estimates in column (2), which are obtained from trading location pairs
alone, are considerably different than those in column (1) which use all pairs of locations.
The estimates obtained in column (1) draw on variation that is informative about the costs
of distance (ie trading pairs) and variation from pairs of locations that are not trading
and whose variation is therefore completely uninformative about the (point-identified, as
opposed to set-identified) costs of distance. The finding that the estimated cost of distance
are smaller when the uninformative pairs are included is not surprising. The price gap
between any non-trading pair i and j is a function of the difference in trade costs incurred
transporting goods from the origin to locations i and form the origin to location j. The
triangle inequality implies that the distance between i and j will be weakly larger than
the difference between the distance from o to i and the distance from j to i. Therefore,
a regression of uninformative price gaps on the distance between i and j will tend to
underestimate the marginal costs of distance.

While the results in column (2) speak to how distance raises total trade costs they
do not, for reasons discussed above, indicate that distance necessarily poses significant
physical costs of trading. It could simply be the case that intermediaries delivering to in-
creasingly remote locations charge higher mark-ups than do intermediaries at proximate
locations. Our analysis in Step 3 below aims to understand how much characteristics
such as distance raise actual physical costs of trading (ie intermediaries” marginal costs)
by separating the price gap-to-distance relationship into its two constituent parts: the

marginal cost-to-distance relationship and the mark-up-to-distance relationship.

4.2 Step 2: Estimating pass-through

In Step 3 below we aim to measure how the marginal cost of intranational trade rises
with distance. Doing so requires a method for differentiating the extent to which distance
affects the marginal costs of trading from the extent to which distance affects the mark-
up charged by traders. Pass-through, defined as the extent to which a marginal cost
shock raises the equilibrium price (and is hence equal to one minus the extent to which
a marginal cost shock raises mark-ups), is an essential ingredient for this analysis. The
current section—Step 2— aims therefore to provide estimates of pass-through for each

location d and product k in our sample.

14Recall all prices are normalized to base period prices (ie January 2001) and converted to US dollars
using the January 2001 exchange rates.
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Before constructing these estimates it is worth emphasizing that pass-through is an
object of policy interest in its own right. This is for two reasons. First, pass-through
measures the extent to which households in developing countries are exposed to changes
in economic conditions beyond their borders. In a market economy these effects work
through price signals. It is therefore important to understand the extent to which the
prices faced by households in developing countries—and especially those in remote seg-
ments of developing countries—are actually affected by foreign price developments (such
as tariff changes, exchange rate changes, improvement in international shipping technolo-
gies, or fluctuations in world demand and supply). If the prices paid by remote house-
holds (for imported goods) are largely unaffected by foreign price developments then the
question of whether integration with world markets via border policies (such as trade
liberalization or exchange rate policy) has been good or bad for these households is a
non-starter. Second, as discussed in Result 2 above, the extent of pass-through is also a
metric for the extent to which the market in a location is perfectly competitive: perfect
competition implies complete pass-through, while incomplete pass-through is prima facie
evidence for imperfect competition. This logic applies equally to domestically produced
goods (ie the extent to which a shock to the price at the factory gate location affects each
destination location’s retail price) and to imported goods (ie the extent to which a for-
eign price development, such as an exchange rate appreciation, affects each destination
location’s retail price).

Recall from Result 2 above that pass-through (p’g 4t) relates to the extent to which ex-
ogenous origin prices (P) affect endogenous destination prices (PY) in the following

manner:
k k ok | ok k kN ok
Pi = PoarPot + PoarT(Xoar) + (1 — Ppar)ag;- (22)

When using this equation to estimate pass-through (plg ;) three identification challenges
arise.

First, there is no hope of estimating a separate pass-through rate plo‘ 5 for each time
destination d, product k and time period t. We therefore focus on estimating the average
pass-through rate (which we denote plg ;) for a destination location d and product k across
all time periods in our sample. Because the pass-through rate is always equal to ¥, =

Poat
time (within a product and location) amounts to assuming that the second-order property

-1
k
<1 + S ) under A1-A4, the assumption that the pass-through rate plo‘ ; is constant over

of demand &%, (for a product in a location) and the competitiveness parameter ¢* . (for the
sale of a product in a location) are constant over time.

Second, estimation of pf, here requires controls for the marginal cost of trading (ie
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T(Xlg ;1)) and for local demand shifters (ie a’ét). Unfortunately, both the marginal cost of
trading and local demand shifters are unobservable to researchers—indeed, if these were
observable then answers to the question posed in this paper would be immediately avail-
able. In the absence of such controls we make the weakest possible assumption required
to identify p’g ;- namely that the product-specific variation in the marginal cost of trading
and local demand shifters within destinations over time is orthogonal to the variation in
the origin price over time (or at least to an instrument for changes in the origin price over
time). That is, we assume that the marginal cost of trading, T(Xlg i), can be decomposed
into local but time-invariant (/3? »4), local but trending ( ,Blﬁ »41), macro but time-varying (B3t)
and residual (¢ ) factors as follows: T(X*, ) = Bt +B5 .t + B3 + ¢ ... Analogously, we
assume that destination market additive demand shocks, a’é ¥ from Equation (5) above can
be decomposed as follows: a¥, = ak, + ak t + as; + 1,. Note that while this assumption
places certain restrictions on how the additive demand shifter, a’; ;, varies across locations,
time and products, we place no restrictions on the multiplicative demand shifter, bf; ., from
Equation (5) above. Conditional on these assumptions we estimate pass-through rates p’g J

by location and product by estimating the following specification,
Pir = PodPor + Voa + Voat + 11 + €y (23)

where Pfi‘t is the destination price, P, is the origin price, 'y'g ; and 7 are product-destination
and time fixed-effects, respectively, 'y’g 4t is a product-destination linear time trend, and
ell;t = p’gdg’gdt +(1— p’éd)v(’)‘dt is an unobserved error term.

Third, estimation of equation (23) via OLS requires the additional assumption that
E [P5¢k,] = 0and E [PXvk,] = 0, namely that the origin price PY, is not correlated with
the time-varying and local shocks to local (destination location d-specific) trade costs or
demand shifter. If origin prices are set abroad (in the case of imported goods), or are
pinned down by production costs at the factory gate (in the case of domestic goods), or
are set on the basis of demand shocks at the origin location (which we omit from our
analysis), then this orthogonality restriction seems plausible. But a nation-wide demand
shock for product k (note that a nation-wide demand shock for all goods is controlled for
with the 7, fixed effect) would violate this assumption. In future versions of this paper
we aim to explore the plausibility of this assumption by estimating equation (23) via an
instrumental variables method in which the IV for the origin price is the price of a produc-
tion input sourced from abroad (indeed some products k are produced entirely abroad)
or the exchange rate of the country producing the input (or the product k). For now it

is worth noting that the likely bias from violations of this assumption will be positive,
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leading us to over-state the rate of pass-through.

Figures 6 and 7 (for Ethiopia and Nigeria respectively) contain our estimates of the
pass-through rate for all goods and all locations, with pass-through rates (within a des-
tination location averaged across all products) again plotted nonparametrically against
log source-to-destination distance (again in travel time units).!® It is important to stress
that the goal of Step 2 here is to estimate pass-through (ie p’g ;) separately for each des-
tination d and product k. For expositional purposes only, Figures 6 and 7 plot averages
of these estimates, averaged across all products. A general tendency in these figures is
for the pass-through rate to be lower at destinations that are further distances from the
product’s source. This is confirmed in column 1 of Tables 9 and 10 which show shows sig-
nificant negative coefficients from the regression of pass-through estimates on log source-
to-destination distance (again in travel time units). Another general tendency is for esti-
mated pass-through to lie below one, often considerably below one; the average estimated
pass-through rate in our sample is approximately 0.5. The theory outlined above (indeed
virtually any oligopolstic model) places no restrictions on the pass-through rate except
that it be positive (a restriction that none of our estimates violate). But beyond this non-
negativity restriction pass-through could be below or above one; our estimates suggest
that pass-through below one is a commonplace (and naturally our OLS estimates of the
pass-through rate are likely to be, if anything, biased upwards).

While the primary goal of estimating pass-through rates is to feed into Step 3 of our
analysis below, below we will also use our estimated pass-through rates (from Step 2
here) to identify the competitiveness parameter (j)’o‘d prevailing in each location due to

-1
k
the relationship between pass-through and competitiveness, p’; = (1 + (If—;f) in our
od

model.

4.3 Step 3: Using pass-through adjusted price gaps to measure how

distance affects the marginal costs of intranational trade

In section 4.1, we detailed how the price gaps among trading pairs increased with
the (log) distance separating the trading pairs. However, this positive relationship is not
driven solely by the fact that the marginal costs of trading increase with distance. In addi-

tion, intermediaries charge markups, and our model clarifies that the size of the markup

15For now we estimate only contemporaneous pass-through rates (though due to the high serial correla-
tion in source prices these estimates are similar to those from lagged regressions). In future versions of this
paper we aim to estimated distributed lag specifications and hence trace out the entire impulse response in
the destination price of a change in the port price, that is both short-run and long-run pass-through.
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may be related to distance for two distinct reasons. The theoretical framework outlined

above offers guidance here, and this is particularly easy to see in the case of constant
demand preferences (ie Assumption 4) for which, recall, Result 3 is

k k pk

Pt — PoarTot

1— k
= o(Xy) + L Poir) i 24)

k
podt podt

Recall that in Step 2 above we have obtained estimates of the time-constant (or average
over time) pass-through rate in each location d and product k, an estimate that we denote
by ,(;’(;. Using these estimates makes the estimation of T(XI; ;) in equation (24) feasible.
Again, as in Step 2 above, an identification challenge is posed by the presence of the
unobserved demand-shifter ”St on the right-hand side of this estimating equation. We
therefore assume that ‘th can be decomposed as follows: ast = (x’t‘ + g+ vgt and, further,
that E [Xlg dtvst} = 0. This assumption requires that the variation in additive demand
shifters across destination locations (ie the variation, vgt, that remains after macro-level
time-product effects, zx]t‘, and destination effects, a;, are removed) is uncorrelated with
shifters to the marginal costs of trading across locations, XX ,,. Again, we require no re-
strictions at all on the multiplicative demand shifters, bst, from Equation (5) above.

With this assumption in place we can now state our main estimating equation for
identifying the extent to which distance affects the marginal costs of trading (ie how some

marginal cost shifter X’g 4 affects the marginal costs of trading, T(X’g i)

Pk — ok Pk 1- ok 1—pk
I = (X)) b | == | e [ == | b e (25)
pod pod pod

—

where p’g ; 1s a consistent estimator of the pass-through rate p’g ; Obtained in Step 2 above,

. . . . e 1—pk .
’yf is a product-time fixed-effect, v, is a destination fixed effect and s’fit . pkp "d)l/gt is an
d

0

error term for which E [X’g J tvgt} =0.
The key attraction of this equation from an empirical perspective is that it describes
a way in which price data across origin-destination pairs can be used, in conjunction

with estimates plg ; of the pass-through rate (obtained in Step 2 above), to estimate the

k
odt

of Xlg gt on T(Xlg ;1) can be estimated entirely non-parametrically. For example, a central

importance of shifters X’ ;. to the marginal costs of trading. Further, in principle the effect

question in the study of trade costs concerns the extent to which distance increases the

marginal costs of trading. Equation (25) implies that this relationship between distance
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and the marginal costs of trade is revealed, despite the potential presence of market power

k _ k pk
in the trading sector, by simply using ‘adjusted price gaps’ (ie M) rather than price
od
gaps (ie Ppllct — PL) as the dependent variable.

To gain intuition for this expression, consider the following. First, and dropping
the sub- and superscript notation for now without the risk of confusion, the size of the
markup, 4 = (1 —p)(a — 7 — P,), is proportional to the gap between the choke price a
and the total cost to the intermediary, T + P,. For the case of incomplete pass through,
p < 1, higher marginal costs of transportation raise prices and hence reduce the markup
that intermediaries choose to charge (%k%)m = —(1- p)d‘;ﬁ). This channel implies
that the marginal costs of distance are understated in section 4.1 if p < 1 and overstated if
p > 1. Second, the pass-through rate varies across space due to the competitiveness of the

d(m
distribution sector (% le=—(a—1—P) (%p » ‘(1)9(—0)‘;"1) For the case of incomplete pass

through, if routes that reach interior locations far from major production/import loca-
tions are less competitive, pass through rates will be smaller in the interior and markups
will be larger. This channel implies that the marginal costs of distance are overstated in
section 4.1 if p < 1, but the direction of bias is ambiguous if p > 1.

Our aim in this section is to estimate the true marginal costs of distance by correcting
for these two biases using the adjusted price gap methodology described in equation
(25). We obtain estimates of pass through rates, ;;'g;, from section 4.2. Dividing the price
gap Pgt — Pk by the pass-through rate purges the price gap of the first bias. Further
transforming the price gap by replacing PX, with (;’;Pk

'+, as well as including two new sets
1-p4
n

1—pf :
) and v, ( ?p"”’ ) , where ’)/’t‘ and 7y, are product-time
Cod Pod

and destination fixed effects, explicitly controls for the fact that markups may vary over

of independent variables, ¥ (

space due to different levels of competition.

Tables 5 and 6 (for Ethiopia and Nigeria respectively) present the results of these re-
gressions, where we model the marginal costs of trading T(X*,,) as a simple function
of (log) distance (from origin location o to destination location d), where distance is in
units of travel time as before. Column 1 reproduces the unadjusted price gap specifi-
cation shown in section 4.1 above (for the interpretation of the coefficients in this table,
see below). Column 2 goes part-way towards adjusting these estimates for potentially
varying mark-ups over space by dividing the price gap through by the pass-through
rate. And column 3 estimates equation (25) in the manner suggested by our model—

: : T : , o Ph—pk, PE :
that is, using the appropriate “adjusted price gap’ (ie Lf]@) as the dependent variable
od

29



ok
and controlling for estimates of pass-through adjusted demand shifters, ¥ (%) and
Pod

1-pk, e o ,

Yd <—#) 16" All specifications include product-time fixed effects. A consistent pattern
Pod

emerges across these three columns, in both Ethiopia and Nigeria, that is consistent with

our model. First, the estimated coefficient on the (log) distance separating the trading
pairs at first rises (in column 2 relative to column 1) when only the adjusted price gap is
used; but this coefficient then falls (in column 3 relative to column 2) when both correc-
tions are applied. These results imply that the two biases discussed above are substantial
in magnitude but, at least in the case of Nigeria and Ethiopia, cancel each other out to
some extent.

Columns 4-6 of Tables 5 and 6 allow for a more general specification of T(Xt, ). We
allow the marginal costs of trading T(Xlo‘ ;) to be functions of both the (log) distance be-
tween the source and destination, the log weight of a unit of the good in question and
the interactions of the two. In both Ethiopia and Nigeria, the marginal cots of distance is
substantially larger for heavier goods.

The estimated coefficients in column (3) of each table correspond, according to our
methodology, to the estimated marginal costs of distance (in travel time units) along the
mean journey length in each country (approximately 6 and 8 hours respectively). These
numbers are substantially higher than the estimated total costs of distance. The estimated
coefficients imply that the marginals costs of trade increase by 4.11 cents and 5.70 cents
for each additional unit of log-distance in Ethiopia and Nigeria respectively (compared
to 2.99 cents and 3.40 cents cents without the correction for spatial markup variation).

To interpret these estimates, consider the following. The least remote locations in our
sample are approximately an hour of travel (ie 60 minutes or 4.1 log minutes) away from
the source of production. (This travel time falls within the second percentile of the dis-
tribution of route lengths in both samples). The most remote locations in our sample are
approximately twenty hours (ie 1200 minutes or 7.1 log minutes) of travel away from the
source of production. (This travel time falls within the 99th percentile of route lengths in
Ethiopia and the 97th percentile in Nigeria). Therefore, the additional trade costs incurred
by transporting goods to the most remote compared to the least remote locations (a differ-
ence of 3 log minutes) is 12 cents in Ethiopia and 17 cents in Nigeria. The mean product
observation in our Ethiopia sample costs just over 40 cents. So the ad valorem equivalent
of this relative cost of remoteness is 30 percent. The equivalent calculation for our Nige-

16As we are dividing by p’g ;- Tesults are very sensitive to estimated p’g ;8 close to 1. Therefore, we win-
sorize all the pass-through rates estimates that fall below 0.2. Our results are robust to this procedure and
the un-winsorized regressions are reported in tables 7 and 8.
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ria sample (mean product cost of 1.17 dollars) suggests a relative cost of remoteness of 14
percent. These are considerable costs of intranational trade.

To obtain a better sense of the magnitude, we can make rough comparisons to esti-
mates of the marginal costs of distance from other sources. In a widely cited paper, Hum-
mels (2001) uses freight cost data included in some countries customs records to estimate
the relationship between freight costs and distance for internationally traded goods. Ta-
ble 3 of his paper reports estimates of the ad-valorem freight costs for imported goods
at relatively proximate and relatively far distances from the origin port. Taking simple
differences of these ad valorem costs and dividing through by the change in log distance
provides estimates comparable to the ad valorem numbers given above.!” The implied
increase in ad valorem costs for an increase in distance of 3 log points are listed in the
table below for the seven countries for which Hummels’ could obtain data. The US cus-
toms data is particularly rich, and allows separate estimates by mode of transport.

Implied Aad-valorem transport cost for A Indistance of 3 units (percent)

(by mode of transport for cargo of mean kg/$)

US (Truck from CAN) 2.0
US (Rail from CAN) 2.7
US (Ocean) 4.9
US (Air) 14.6

Source: Authors’ calculation based on Table 3 in Hummels (2001).

The increase in ad valorem trade costs associated with an increase in distance of 3 log
points was 30 percent in Ethiopia and 14 percent in Nigeria. Since almost all this trade
travels by road, the most easily comparable figures from Hummels are those for truck
traffic from Canadian provinces to the US border.'® The change in ad valorem trade costs
with log distance in our two African samples is approximately 7 to 15 times larger than
the change in ad valorem freight costs with log distance found for international trade
shipments from Canada to the US. Therefore, the Ethiopian and Nigerian numbers imply
extremely large costs of intranational trade relative to international trade costs along the
same mode of transport linking two developed countries. Interestingly, the estimates for
Nigeria are not too dissimilar to the estimates Hummels obtains for landlocked Paraguay,
where imports must travel long distances over developing-country land routes prior to
arriving at the dry port.

Figures 8 and 9 (for Ethiopia and Nigeria respectively) present our nonparametric esti-
mates of the effect of distance (again, in travel time units) on the marginal costs of trading.

7We take the difference between teh smallest and largest distance estimates reported by Hummels
(2001). All of these estimates are for cargoes with the mean weight to value ratio.
8The import data record the province of origin in Canada and the district of entry into the US.

31



By and large these plots confirm the parametric (linear) regression estimates referred to
above. Importantly, the ordering of slopes across three different methodologies (all pairs,
trading pairs and markup-adjusted pairs) is the same nonparametrically (in these figures)
as parametrically (in the regression coefficients reported above).

Tables 7 and 8 carry out a variety of important robustness checks. Columns 1-4 repeat
the estimation of the main specification shown in the previous table but with the inclu-
sion of destination or destination-time fixed-effects. This does not substantially affect the
coefficient estimates. However, given the limited number of source locations, the destina-
tion fixed effects are highly correlated with distance and hence our preferred specification
includes only product-time fixed effects. Columns 5-6 control for destination-specific de-
mand shocks in a more parsimonious manner by including controls for the log population
and log income per capita at the destination. Columns 7-8 do not winsorize the K;Ig\d esti-
mates that fall below 0.2 as we do for the main specification to avoid dividing price gaps
by numbers close to zero. Columns 9-10 use exchange rates deflated by the local inflation
rate to instrument for origin prices in the estimation of f;’g; for the subsample of import
goods where bilateral deflated exchange rates explain origin price movements. Columns
11-12 build on columns 9-10 but also include the deflated local currency oil price as an
explanatory variable in the pass through regression. The inclusion of the oil price ex-
plicitly deals with the worry that shocks to oil prices (potentially due to exchange rate
fluctuations) can alter both the origin prices and marginal costs of transport. Columns
13-14 remove goods which show strong evidence of producer price setting behavior: we
remove the four goods from the two samples for which nominal prices remain fixed for
long periods of time (24 months or more). Finally, Columns 15-16 remove price pairs
where the destination location is less than 100 minutes from the source location in case
demand shocks are spatially correlated biasing our pass through estimates towards one
for nearby locations.

4.4 Implications for the share surplus accruing to consumers, to inter-

mediaries, and to deadweight loss

Consider the following thought experiment. Due to tariff reductions or improvements
in international transportation and logistics, events often termed ‘globalization’, the port
price of a particular import falls by 20 percent. This price reduction creates an additional
amount of social surplus that will in part: (1) accrue as consumer surplus to consumers
located at various points within the country, (2) accrue as profits to the intermediaries who
provide consumers with the import goods, and (3) end up as deadweight loss associated
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with intermediaries using their market power to restrict supply. The model in section 3
shows—in Result 4(c)—that under the assumption that demands are in the constant pass-
through class, the pass through rate and the competitiveness index of any particular route
provide sufficient statistics for estimating how the social surplus is distributed between
consumers, intermediaries and deadweight loss.

But where can estimates of these parameters be obtained?

First, Result 2(b) above has already discussed a method for obtaining consistent esti-

1
k
Oyt ) under the additional

Pod
assumption (Assumption 5) that pass-through is constant over time within a product-

mates of PZ/ namely equilibrium pass-through p’g S (1 +

destination market (because (5§ ; and 4)'0‘ 4 are constant).

s\
ok, = <1 + (l)—,f) (26)

od

Second, the formula

suggests how the pass-through rate p’g ; and the competitiveness index (p'g ; are connected
to one another and hence how estimates of p’g ; could be used to estimate 4)’5 ;- Unfortu-
nately, in general there is no unique mapping between p’g ; and 47’; ;- Indeed, as equation
(26) above illustrates, in principle there are DT known values of p’o‘ ;- but DT unknown val-
ues of (55 and another DT unknown values of gblg ; to be estimated. We therefore assume (in
Assumption 8) that the variation in the demand-side determinants of pass-through (ie the
parameters 55) and the supply-side determinants of pass-through (ie the parameters (j)lo‘ 2
are sufficiently orthogonal over destination markets d and products k as to allow data on
the pass-through rate (ie an estimate of p’g ;) to identify qb’g ; Which is all that is required to
apply Result 4(b) and hence provide an answer to the question of how does the share of
total surplus accruing to consumers vary with remoteness. However, as should be clear,
the particular assumption made in Assumption 8 here is overly sufficient since it restricts
there to be only D 4 T unknown parameters to be estimated from DT pass-through p’g J

estimates.

Assumption 5. The demand parameter 5’5 is constant over destination locations d but can vary
freely across products k; that is, 65=6"Vd. Similarly, the competitiveness index parameter qb’O‘d is
constant over products k but is free to vary across destinations d; that is, ¢ ,=¢,Vk.

This is a particularly stark assumption but one that is perhaps not an implausible first-
pass. That is, because of possible economies of scale it seems plausible that the essential
variation in the number of intermediaries and their competitive conduct (ie m’g ; and Gs),

and hence the overall competiveness index 4)’; ;- across products and locations is primarily
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across locations. We have in mind here a notion that large locations have many intermedi-
aries supplying any given good. Likewise, while we allow the additive and multiplicative
shifters of demand (ie a'; ; and bf; ;) to vary across locations, products and time, it seems

plausible that the second-order curvature parameter 6%, the unique demand-side param-

1y
eter that governs pass-through, is constant across locations and time. That said, because
Assumption 8 is overly sufficient for identification, it is testable, and we will explore this
in future work.

We are finally ready to state the key result that describes an empirical procedure (and

the assumptions required for it to be accurate) to Question 4:

Result 4(c): Under Assumptions 1-8, a consistent estimator of the competitiveness index at a
destination (ie ¢4), up to a scalar, can be obtained by estimating the following regression by OLS

B =g+ A+, (27)

where Ef = ln(% —1) if ¢¥, = 1and Ef, = In(1 - p%) if ¢, =0, p/’g\d is a consistent
od od
estimator of the equilibrium pass-through rate obtained by applying Result 2(b), 4 and +* are

destination- and product-specific fixed effects respectively, and s"; is an error terni Normalizing
such that the lowest value of ¢; = 1, a consistent estimator of ¢4 is ¢; = eV4. Further, an
estimate of the ratio of intermediaries’ surplus 1SK(QX) to consumer surplus CSK(QK) in the
market at destination location d for product k is given by

ko1
oo (Q) ==+ -1, (28)
d Pod

and an estimate of the ratio of deadweight loss DWLY(QX) to consumer surplus CS(Q¥) in this
market is given by

k
DWLE,
k
sk,

(@) = —pul D
: evd [e@—pﬁd(e@—l)}

(29)

Result 4(c) therefore describes a simple method for using estimated pass-through rates
plg ;» which we estimate separately by product k and destination location d, to infer how the
distibution of suprlus varies with remoteness. That is, despite the lack of access to con-
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sumption quantity data in this setting, we can use estimated pass-through rates, guided
by Result 4(c), to infer the share of total surplus—that is, the gains from trade—accruing
to consumers, to intermediaries, and to deadweight loss in each market (ie product and
location) in our sample.

Note also that, along the way to answering this question, Result 4(c) suggests a way in
which the competitiveness index ¢, for each destination d can be identified. As outlined
in Result 4(c), the good and origin-destination specific pass through rates plg ; provide
sufficient variation to estimate the unknown competitiveness indices for each destination
location d. Various methods can be used to obtain estimates of the competitiveness index
¢4. Here, we follow Result 4(c) and transform the pass-through rates to linearize this
relationship and then apply OLS to recover estimates of ¢;.

Figures 10 and 11 show non-parametric plots of how the competitiveness index varies
with (log) distance to the capital city, with higher values of the index representing greater
levels of competition. If intermediaries compete a la Cournot, the competitiveness index
simply corresponds to the number of middlemen serving a particular location. Column
(2) of Tables 9 and 10 report descriptive regression of the competitiveness index at each
location against the log distance to the capital city (Addis Ababa or Lagos). The value of
the competitiveness index clearly declines with distance form the capital in both Ethiopia
and Nigeria. More remote locations have a less competitive intermediary sector serving
them.

Result 4(c) above also described how estimates of the distribution of surplus follow
simply from estimates of pass-through and competitiveness. Figures 12, 13 present non-
parametric plots of the relationship between the ratio of intermediary profits to consumer
surplus and distance for each good. Figures 14, 15 present similar plots for the other
ratio of interest, the ratio of deadweight loss to consumer surplus. Finally, Figures 16, 17
present similar plots for the share of consumer surplus in total suprlus. Columns (3) to (5)
of Tables 9 and 10 report descriptive regressions of these ratios and shares against the log
source-to-destination distance. For both Ethiopia and Nigeria, the further a good must
travel to reach the consumer, the smaller share of the (partial equilibrium) surplus that
accrues to the consumer. The additional share of surplus going to consumers in the least
remote locations (1 hour away) compared to the most remote locations (20 hours away)
is 7 percent in Ethiopia and 19 percent in Nigeria.

The normalization that the least competitive locations were served by monopolist
traders is not wholly innocuous (although necessary to avoid the dummy variable trap
in our estimation strategy). Reassuringly, choosing other normalizations where the least

competitive location is more competitive than under monopoly changes the share going
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to consumers but does not affect the slope of this share with respect to log distance (the
key comparison of interest).

The fact that consumers accrue only a fraction of the surplus generated by the ability
to purchase goods made in distant locations does not tell us how much surplus is created
in total. Our finding that the marginal costs of intranational trade are extremely high
clearly implies that the total quantity of surplus will be smaller in more remote locations.
In the extreme case, high marginal costs of trade may prevent goods from even reaching
remote locations. In this scenario, a tariff cut at the border will not increase the social
surplus of interior consumers at all.

Consumer price index enumerators record as missing a good that is unavailable at
a particular location during a particular month. This information on product availabil-
ity provides suggestive evidence that internal trade costs substantially reduce the total
quantity of social surplus generated by trade. If products cannot be found in locations
far from the port or factory, neither consumers nor intermediaries in this location benefit
from trade in this product. Figures 18 and 19 plot product availability (a binary variable)
on the log source-to-destination distance for the subset of product-location pairs where
product is observed at least once in the sample. As expected, in both countries product
availability falls precipitously with distance from the factory or port.

5 Conclusion

This paper sets out to answer the question how large are intranational trade costs in de-
veloping countries? We find that the costs of distance appear to be under-estimated by
standard spatial price gap methods used to infer trade costs. The costs of distance ap-
proximately double when we use discard uninformative price gaps, those price gaps for
which neither of the pairs is a source location for the good in question. The costs of dis-
tance approximately double again when spatial variation in mark-ups accounted for by
using a sufficient statistic (pass-through rates) to adjust price gaps.

Our finding that the costs of intranational trade are extremely high (approximately
7 to 15 times larger than the freight costs for road transport between Canada and the
US), has obviously implications for consumer welfare. High intranational trade costs
reduce the amount of potential surplus consumers can derive from purchasing goods
made in distant locations. Of the surplus that remains once the costs of distance have been
accounted for, it appears that a significant fraction does not actually accrue to consumers

(and instead accrue to intermediaries and deadweight loss), and that this is especially
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true in the most remote locations.
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Figure 1: Marginal costs of distance: Both Samples

Ethiopia Nigeria
(15 products, 103 towns, 106 months 2001-2010) (17 products, 36 towns, 111 months 2001-2010)

Costs (2001 US$)

60 120 240 600 1200 60 120 240 600 1200
Distance from source location to destination market (minutes, log scale)

------ all pairs trading pairs —— p-adjusted trading pairs

95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
All plots are semiparametric and include product-time fixed effects. Adjusted gaps control for market power.
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Figure 2: Map of sample locations in Ethiopia

A. Source locations

‘ Market observations

Primary roads

Secondary roads

Note: Red triangles denote market locations at which prices are observed and blue circles
denote origin locations (factories in the case of domestically produced goods, ports-of-
entry in the case of foreign goods).
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Figure 3: Map of sample locations in Nigeria

A Source locations
. Market observations
= Primary roads

—— Secondary roads

Note: Red triangles denote market locations at which prices are observed and blue circles
denote origin locations (factories in the case of domestically produced goods, ports-of-
entry in the case of foreign goods).
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Figure 4: Intranational trade costs and distance: Ethiopia

Ethiopia: All Goods

.05

Costs (2001 US$)

T
60 120 240 600 1200
Distance from source location to destination market (minutes, log scale)

--------- all pairs price gaps trading pairs price gaps

95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
All plots are semiparametric and include product-time fixed effects (Baltagi and Li, 2002).

Figure 5: Intranational trade costs and distance: Nigeria

Nigeria: All Goods
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Costs (2001 US$)

60 120 240 600 1200
Distance from source location to destination market (minutes, log scale)

--------- all pairs price gaps trading pairs price gaps

95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
All plots are semiparametric and include product-time fixed effects (Baltagi and Li, 2002).
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Figure 6: Estimated pass-through rates for all goods and distance: Ethiopia

Ethiopia: All Goods

Pass-through rate
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| |
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Distance from source location to destination market (minutes, log scale)
95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

Figure 7: Estimated pass-through rates for all goods and distance: Nigeria

Nigeria: All Goods
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Distance from source location to destination market (minutes, log scale)
95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
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Figure 8: Marginal costs of distance: Ethiopia

Ethiopia: All Goods
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Distance from source location to destination market (minutes, log scale)

------ all pairs trading pairs —— p-adjusted trading pairs

95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
All plots are semiparametric and include product-time fixed effects. Adjusted gaps control for market power.

Figure 9: Marginal costs of distance: Nigeria

Nigeria: All Goods
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Distance from source location to destination market (minutes, log scale)

------ all pairs trading pairs —— p-adjusted trading pairs

95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
All plots are semiparametric and include product-time fixed effects. Adjusted gaps control for market power.
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Figure 10: Competitiveness of intermediaries and distance: Ethiopia

Ethiopia: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

Figure 11: Competitiveness of intermediaries and distance: Nigeria

Nigeria: All Goods

4.5
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Distance from location to capital city (minutes, log scale)
95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
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Figure 12: Ratio of intermediary profit to consumer surplus and distance: Ethiopia

Ethiopia: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

Figure 13: Ratio of intermediary profit to consumer surplus and distance: Nigeria

Nigeria: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

49



Figure 14: Ratio of deadweight loss to consumer surplus and distance: Ethiopia

Ethiopia: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

Figure 15: Ratio of deadweight loss to consumer surplus and distance: Nigeria

Nigeria: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
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Figure 16: Share of consumer surplus in total surplus and distance: Ethiopia

Ethiopia: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

Figure 17: Share of consumer surplus in total surplus and distance: Nigeria

Nigeria: All Goods
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
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Figure 18: Product availability: Ethiopia

Ethiopia: All Goods

Product Availability (Binary)
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95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).

Figure 19: Product availability: Nigeria

Nigeria: All Goods

Product Availability (Binary)
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Distance from source location to destination market (minutes, log scale)
95% confidence intervals shown. Locally weighted polynomial (Epanechnikov kernel, bandwidth=0.5).
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