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Abstract

Agglomeration is a location pattern frequently alied in service industries such as

hotels. This paper empirically examines if aggloatien facilitates tacit collusion in the
lodging industry using a quarterly dataset of heteat operated in rural areas across Texas
between 2003 and 2005. We jointly model a price@ulipancy rate equation under a
switching regression model to endogenously idertipllusive and non-collusive regime.
The estimation results indicate that clusteredladtave a higher probability of being in

the potential collusive regime than isolated prtpsrin the same town. The identification

of a collusive regime is also consistent with ottaetors considered to affect the
sustainability of collusion like cluster size, seaality and firm size, and the results are

robust to alternative cluster definitions.
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1 Introduction

Agglomeration is a location pattern frequently olied in service industries such as the
lodging industry. A common assumption is that lotetate close to one another to
enjoy of agglomeration effects. Fischer and Hatond1996), for example, indicate that
in industries where products are heterogeneousi@ed personal inspection,
agglomeration results in a heightened demand. Bijadly concentrating, sellers reduce
consumer’s search costs and attract more custaaexrgroup relative to what they could
all attract individually* Helsley and Strange (1990) add that when firm<hrstered,
they help consumers to better evaluate their optibmthe case of the lodging industry,
Chung and Kalnins (2001) argue that agglomeratifatis should be higher among
hotels located in rural areas since most of thesroaernight destinations in between
days of travel, so a cluster of hotels may siga#dty in an isolated area and/or indicate
the availability of additional services. Other sagithat have analyzed agglomeration
effects in the hotel industry include Baum and Haae (1997) and Kalnins and Chung
(2004). However, not much has been said aboutdhsilpility that agglomeration may
also facilitate the coordination of prices and diieas among hotels located next to each
other. There is more anecdotal than empirical exiden this mattef.

This paper seeks to empirically examine if agglatien facilitates tacit
collusion in the hotel industry. As revealed by tiat (2006), the exchange of price and

occupancy information among hotels appears to bea@mmon in the industry (e.g.

! See also Stahl (1982) and Wolinsky (1983).

2 See Kalnins (2006) for some related examples.



“call-arounds”). But agglomeration provides funtlo@portunities for frequent firm
interaction and can also facilitate the sustainisiof a collusive agreement (if any) by
increasing market transparency and reducing mengaosts’ More specifically, on-site
inspection of rates and vacancy status is cosdllessg clustered hotels, making it easier
and faster to detect deviations from any poteaiigeement. For example, the number of
cars in the parking lot of neighboring hotels carebsily counted or employees could
regularly visit the lobbies of competitors to keepord of the volume of check-ins. We
examine then whether agglomeration facilitateslasioe price and quantity setting. To
our knowledge, this is the first empirical studyfdomally test this hypothesis.

The data used for the analysis is a quarterly sisttaf lodging properties that
operated in Non Metropolitan Statistical Areas (NM8A) across Texas between 2003
and 2005. Using the physical address of each |lgdgiaperty in the data set, we are able
to determine whether a hotel is clustered and timeber of nearby competitors faced by
each hotel within each town. Working with geograpahy isolated areas also enables us
to avoid any market overlapping issues and cogredéintify the total number of
competitors within each market, as in BresnahanRaids (1991) and Mazzeo (2002).

The novelty of our methodology is that we jointlpdel a price and occupancy
rate equation using a switching regression modehttogenously identify a collusive and
non-collusive regime. In the potential collusivgirae, prices are expected to be higher
and quantities (occupancy rates) to be lower, edigied by general oligopoly models

where firms interact repeatedly and find it prdfi&ato cooperate under the threat of

% Our interviews with some hotel managers actuallyfitcmed that hotels located close to one another

exchange information on a regularly basis and adj&sr rates accordingly.



future punishmerit Additionally, prices (and occupancy rates) aresexgd to exhibit a
lower dispersion during successfully collusive pas® We then analyze if
agglomeration increases the probability of beinthapotential collusive regime.

Other studies that use some form of mixture moddtinendogenously identify
collusive and non-collusive regimes include Pofi®83), Ellison (1994) and Knittel and
Stango (2003). But these studies basically focutherpricing behavior of firms. Porter
(1983) estimates a switching regression modeldssifly prices into collusive and non-
collusive regimes during the Joint Executive Coneeitcartel on railroads in the late
19th century; Ellison (1994) reexamines the expeaeof the railroad cartel using a
Markov structure on the transitions between collesind non-collusive periods; Knittel
and Stango (2003) use a mixture density modelsiontbether nonbinding price ceilings
may serve as focal points for tacit collusion ia tnedit card market. Further, we
examine if our identification strategy is consistenth other factors thought to affect the
sustainability of colluding, as in Knittel and Sggn(2003). In particular, the probability
of engaging into tacit collusion is allowed to vavith cluster size, seasonality and firm
sSize.

The estimation results suggest that agglomeraéiofithtes tacit collusion.
Clustered hotels show a higher probability of bemthe suspected collusive regime
than isolated properties in the same town. Furtharjdentification of a collusive regime

is also consistent with other factors considereaffiect the sustainability of colluding,

* See Tirole (1988).
® Recent studies suggesting that prices are mdokestader collusion include Athey, Bagwell and
Sanchirico (2004), Connor (2005) and Abrantes-Metal. (2006). For a general discussion on differen

behavioral patterns under collusion, refer to Heyton (2005).



and the results are robust to alternative clusténiions. Moreover, hotels without any
competitors in a town (i.e. monopolists), whom hediais similar to perfect collusion,
also show a higher likelihood of being in the csile@ regime.

The reminder of the paper is organized as folldextion 2 further discusses
how agglomeration can facilitate tacit collusioec&on 3 describes the data and certain
empirical regularities of the lodging industry ural areas across Texas. The empirical
model is presented in Section 4. Section 5 refgbetgstimation results while Section 6

concludes.

2 Agglomeration and tacit collusion

This section briefly discusses the economics af tadlusion and how agglomeration
can facilitate the sustainability of a cooperatggeement among clustered firms. It is
well established that tacit collusion can arise mfiens interact repeatedly in the same
market. Firms can achieve higher profits by ta@ilyeeing to raise prices (and restrict
guantity) above (below) the static Nash equilibrilewvel. Since cheating or deviating
from the collusive agreement increases currenitprdirms can only be deterred from
deviating if they are penalized in the future. Ewample, if a firm deviates from the
collusive or cooperative outcome at a particulaetperiod, the other firms may respond
by reverting to the non-cooperative outcome foeratn number of subsequent periods
(or forever). The collusive equilibrium conditioniacentive compatibility (IC)
constraint requires then that the present valderefjone future profits is greater than or

equal to the current profits from deviating.



Conside firms each producing a differentiated product eachpeting in prices

in an infinitely repeated game. All firms share #agne unit cost of production. Let

p’,i =1,...,N, be the price that maximizes firi's profits (7z°) in the static version of
the game. If firms agree to cooperate by chargiig- p°and obtaining profitsz in

each period, then the IC constraint requires that,
T
2.0 (nf -m)2n’ - o 1)
t=1

where 60 (0]) is the discount factor equal across firmes, are firmi’s profits when
deviating from the collusive agreement and choobisg-response pricp’ given all
other firms’ pricesp’,, andT are the number of periods of reversion to the calhusive

outcome. Note thatz’ > 7z° > 77°. From the condition above, it follows that thelgsive

outcome is more likely to be an equilibrium theh@gthe discount factad or whenT is
sufficiently high.
To see how agglomeration can facilitate collusassume that firms compete

1
+r/f

times in a given time period. The discount factam then be defined a¥= 1

wherer is the interest rate in a given period (Cabral®0Since clustered hotels are
likely to interact more frequently than isolatedperties and is increasing in the
frequency of interaction among firms, it is clelaattagglomeration can facilitate the

sustainability of a collusive agreemé&rntuitively, when firms interact more often, they

® Alternatively, we can leT= o and assume that firms only compete evepgriods, so the higher the

frequency of interaction among firms the lower tiatue ofk. It can be shown then that the critical



can react more quickly if one of the firms devidtesn the agreement, so collusion is
easier to maintain. A similar idea applies if wasider that clustered hotels adjust their
prices more frequently than isolated ones.

Additionally, agglomeration increases the transpeyeof the market and reduces
monitoring costs. On-site inspections of both rated vacancy status (parking lots) are
costless among clustered hotels, making it easigfaster to detect deviations from any

agreement. This, in turn, limits the potential geofrom deviating or short term profits

7, making collusion more easier to sustain amonglaat a clustef.

threshold for the weight firms put on their futymefits, i.e. the value af that makes equation (1) hold
with equality, decreases with a loweflvaldi et al., 2003).

"It is worth to mention that the discussion abaed(the posterior empirical analysis) on how
agglomeration may facilitate tacit collusion takgographic location as given. Friedman and Thisse
(1991) have also shown that agglomeration is the eguilibrium outcome when collusion on price
follows competition on location. Locating at thereapoint implies that firms’ ability to punish oaaother
for defection is maximized once the equilibriumdtions are selected. The authors develop a spatial
duopoly model in which firms simultaneously seltir locations at the beginning of time (once and
forever) and choose prices in each of a countalfileite succession of time periods. The critical
assumption in their model is that firms have thiitgpat the beginning of the game, to determine set
of price outcomes that are admissible in the sulessicrepeated subgames. The authors also bristysi
some model extensions. In particular, they argaevlinen location is chosen sequentially and callusin
prices takes place after entry, the second firrhladhte at the same place as the first one, editimg any
first-mover advantage observed in the one-shoem@me. But if location is chosen simultaneousty an
there are more than two firms, they sustain thiatdfi location will be affected by collusive pricing

although it is not obvious that all firms will che®to locate together.



As noted, in the analysis we also control for festother than agglomeration,
that can affect the sustainability of collusfolhese other factors include number of
competitors (cluster size), seasonality and firme sWe discuss later how these other
variables can make a collusive agreement easimoog difficult to sustain. Next, we
describe the data used for the study and some ieaipiegularities of the hotel industry

in rural areas across Texas.

3 Data

The main data source of this paper is the TexaslHR@rformance Factbook, published
every quarter by Source Strategies Inc.. Thisusique data set that contains information
on room counts, average daily rates (ADR), and pacay rates for all lodging

properties in Texas exceeding 18,000 dollars partguin gross revenuédhe data set
also provides the hotel name and address, andategdievhether each property is

affiliated to a “Top 50+" chain® Hotels are ordered by MSA/Non MSA, city/town and

8 For an extensive description of factors relevanicbllusion see Ivaldi et al. (2003).

° See Table A.1 for a more detailed descriptionhafse variables. According to SSI, properties below
18,000 dollars per quarter result in approximaiesf of the total state revenues being excluded fitos
database. To our knowledge, this is one of thedatasets that provide detailed financial informatod
each lodging property in a whole state. Smith Tr&esearch (STR), a leading private research firithé
lodging industry, gets full financial reports fradmotels/motels accounting for 80% of the market dnly
publishes aggregate results. They also maintainodgihg Census Database which does not include
financial information.

9 The “Top 50+ chains are determined and trackeSdyrce Strategies Inc., and may vary across time.



zip code. In this study, we focus on lodging praipsrthat operated in Non MSA across
the state between 2003 and 2005. This allows ustk with a comparable and
geographically isolated set of oligopoly markeimifr to Bresnahan and Reiss (1991)
and Mazzeo (2002), by working with isolated marke¢savoid any inter-market
competition issues and correctly identify the nurmdfecompetitors on each mark@t.
Overall, we have an unbalanced panel of 9,148 ghsens corresponding to 845
properties operating in 250 markets between tisé duarter of 2003 and the fourth
quarter of 20052

The data set was supplemented with quality ratiraya the American

Automobile Association’s (AAA) online hotel directo(www.aaa-texas.cojnin this

directory, lodging properties are rated from onéwve “diamonds”, ranging from simple
to luxurious*® Following Mazzeo (2002), for those “Top 50+” chaiffiliated hotels not
listed in the directory, we assigned the modalgate of other chain-affiliated members
that were in fact rated. Since AAA has minimum gyaltandards for inclusion of hotels
in their directory, we assigned the lowest catedoryndependent properties and other

minor chains not listed. These ratings allow usdotrol for quality in the estimations.

11 Bresnahan and Reiss (1991) study the relationbbipreen the number of firms, market size and
competition using a sample of 202 isolated locarkeis (county seats) in the western United States.
Mazzeo (2002), in turn, analyzes the effect of readoncentration and product differentiation on ketr
outcomes using a cross section of 492 isolated Imuaekets located adjacent to small, rural exitmgl
one of the 30 longest U.S. interstate highways.

2 The unbalanced panel results from the fact thafrtformation for certain hotels and markets is futy
reported by SSI across all periods, and due toal samber of entries/exits in some markets.

13 Refer to Table A.2 for details of AAA Diamond magi Hotels range from 1 to 4 diamonds in our sample



The data set was finally complemented with sevesatrol variables to account
for different cost and demand conditions acrossketar These variables include
population, per capita personal income, numbeiasfgjations at each location, value of
rural land per acre, weekly wage on leisure angitalgy, distance to a MSA and
regional dummie$? Table A.3 describes the sources of informatiorsatiad to

construct these variables.

3.1 The Lodging Industry in Non MSA across Texas

The total number of properties in Non MSA acrossdtate increased at an annual
growth rate of 2.9% between 1995 and 2005, total®@ hotels and motels by the end of
2005%° The continuous upward trend in the supply of ladginits is reflected in the
increase of room nights available, as shown inedu The number of rooms sold and,
consequently, the occupancy rate did not follownalar pattern. The latter showed a
downward trend at the beginning of the presentdipaobably due to the recession of
the economy and the 9/11 events, but recovereatigc&he average occupancy rate in
2005 was around 52%, similar to the levels showthénlate 90's? The total room

revenues, on the contrary, showed a steady inc(eapkained in part by the increase in

14 Distance to a MSA is measured as the mileage lsetwree town and the nearest MSA.

5 n the same time period, lodging properties in M®port an annual growth rate of 4.7%, totalingd3,1
hotels by the end 2005.

16 As noted by Kalnins (2006), the nationwide occlgyarate of an average hotel is roughly 60% whike th
break-even occupancy (i.e. percentage of roomsntliat be sold on average for a hotel to show pesiti

pretax income) is estimated at around 53% sinc@®.200

10



the ADR), reaching almost 200 million dollars in0%0 The ADR increased two dollars
in real terms, or sixteen dollars in nominal terag0ss the period.

As noted, we focus on the period 2003-260Bhe whole list of locations in our
sample, by region, is reported in Table A.4. Out ahobservation is a hotel-quarter
pair. Table 1 presents the distribution of markgt®umber of operating firms at each
point in time*® It follows that our sample basically consists il oligopolies. In four
of every five markets observed, there are fiveess Ihotels operating. More specifically,
37% of the markets are monopolies, 18% are duapahel another 26% have between
three and five competitors.

Table 2 indicates that more than 68% of the opsgairoperties do not have more
than 50 rooms and an additional 20% have betweam8115 rooms. The small capacity
of these properties is consistent with the smaé sif the markets in our sample. In terms
of the distribution of hotels by chain affiliati@md quality type, Table 3 shows that
independent hotels and small franchises remairm @oinmon across rural areas. Two
thirds of the properties are either independemiobraffiliated to any of the “Top 50+”
chains. Among the properties that represent ali@pc26% are affiliated to Best
Western, 13% to Holiday Inn Express or Holiday 1% to Days Inn, 10% to Comfort

Inn or Comfort Suites and 10% to Super 8.

" The second semester of 2005 may be an atypicaijieecause of the sudden increase in the demand fo
hotel rooms after Katrina and Rita. However, actwydo a list of hotels/motels that participatedtlie
Federal Emergency Management Agency’'s (FEMA) temohousing program, provided by the same
agency, most of the evacuees in Texas relocatadthian areas. In any case, we include time-period
dummies in our estimates.

18 Considering that we have data for 12 quarterd) esarket can be observed up to 12 times.
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There is a strong correlation between large frasghand quality type. Overall,
36% of the hotels in our sample are of high-qualit; are rated with two or more
“diamonds” according to AAA, and 88% of them reneisa top chain. Since both chain
affiliation and quality type are sources of proddifterentiation, we account for both of
them in the estimations as well as for hotel size.

With respect to the geographical location of prtipsy relative to their nearby
competitors, we find that 35% of them have at least competitor in a radius of 0.2
miles. This fraction decreases to 24% if we redheeratio to 0.1 miles and increases to
52% if we extend the ratio to half a mile. Since éxact extent of a cluster is an
empirical issue, we limit the cluster radius to thiles and compare our estimation
results to those obtained under the other tworsdtare measureS. These conservative
measures are also in line with the idea that fgfageration to facilitate the
sustainability of a collusive agreement, hotelsusthde located sufficiently close to each
other to interact (and adjust prices) frequentigréase market transparency and reduce
monitoring costs, so any potential deviation carasly and promptly detected.

In Table 4 we segment our sample of hotels into §paups: clustered hotels,
isolated hotels with a cluster of hotels in towmmnopolists (i.e. hotels without any
competitors in town), and isolated hotels withawy aluster in town. As can be seen,
clustered hotels seem to be larger and of highalitgyuhan the other groups of hotels.

Monopolists, on the contrary, are much smaller @rldwer quality while isolated hotels,

9 This empirical issue is similar to the problemttheises when establishing geographical boundanies
identify a firm’s close competitors. Netz and Tay(8002), for example, use market radii of half gem
one mile and two miles in their study about gaticsta’ location patterns in Los Angeles. As indahtwe

avoid any market definition issues because we wiattk rural areas which are generally isolated.
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with and without a cluster in town, are in betwel@nparticular, among clustered hotels,
43% have more than 50 rooms and almost 50% ariglofquality. Among isolated
properties with a cluster of hotels in town, 33%éanore than 50 rooms and 41% are of
high quality while among those without a clustetawn, the figures are 25% and 28%,
respectively. Finally, only 10% of the monopoliksse more than 50 rooms and 91% are
of low quality, probably due to the fact that moobgts are basically located in small
markets.

For the present study, we are particularly inte@&t examining the price and
occupancy rate behavior of clustered hotels reddtivisolated ones in the same town. A
preliminary look at the data reveals that clustdrettls seem to behave in a different
manner than isolated properties. Figures 2 andli8ate that clustered hotels charge, on
average, lower prices and have higher occupaneg,reggardless of the season of the
year. Overall, the average daily rate of a roomustered hotels is 52.8 dollars versus
57.6 dollars in isolated hotels with a clusterawm (see Table 5). The average
occupancy rate among clustered properties is 5a/39#9.8% among isolated
properties. In terms of dispersion, clustered Isotehibit a much lower dispersion in
prices and a slightly lower dispersion in occuparatgs across the year.

This initial look at the data provides mixed sugpegarding the hypothesis that
agglomeration facilitates tacit collusion. If aggleration increases the probability of
colluding and if there are not any deviations fritva collusive agreement, we would then
expect a lower dispersion in prices and occupaatgsramong clustered properties,

relative to isolated ones, as observed. Howeveryawdd also expect clustered hotels to

13



charge higher prices than isolated hotels and éXbiser occupancy rates, but not the
inverse?

Next, we formally examine whether agglomeratiorilitates tacit collusion. We
propose a switching regression model to endogeynaiessify prices and occupancy
rates into collusive and non-collusive regimes,l&vhontrolling for several factors at the
property and market level that may affect a firetenpetitive behavior. We then
examine whether agglomerated hotels exhibit a higrebability of colluding than

isolated hotels in the same town.

4 The Empirical Model

This section develops a switching regime modehiyze if clustered hotels are more
likely to engage in collusive behavior than isaotbpeoperties in the same town. We
jointly model a price and occupancy rate equatiotien a mixture modeling to
endogenously identify a collusive and non-collugsizgime. We then analyze if

agglomeration increases the probability of collgdiAs in Knittel and Stango (2003), we

2 Alternatively, the differences in prices and ocangy rates between clustered and isolated hotels in
town could be explained in the context of the spatbmpetition literature, which considers a market
power and a market share effect when clustering Fajjita and Thisse, 1996; Pinske and Slade, 1998;
Netz and Taylor, 2002). The market power effectlits that, other things equal, firms will compatere
intensively on prices when locating closer to egitter (i.e. lower prices). But if the products beén

firms are differentiated enough, price competitioay be weakened (Irmen and Thisse, 1998). The rnarke
share effect, in turn, predicts that firms will tae more customers when clustering (i.e. higheupancy

rates).

14



also test whether our identification of the colgsregime is consistent with other factors
thought to affect the sustainability of collusion.

Let a firm’s log-linear pricef) and occupancy rate)(equations be given by,

In p,, =0 +3J,MktSrructure , + X, . y° +¢&,, and (2)

Ing,,, =a; +a,MktSructure,, + X, . B°+u: 3
where the subscriptrefers to a firmm to the market, antto the time period, and the
superscrips indicates one of two possible regimes, a collusaggme (C) and a non-
collusive one (NC). The variabMktStructure,x measures the level concentration in the
market through the Herfindahl-Hirshman Index (HiNjich is based on each firm’s
share of rooms sold, and the vecgg includes several property- and market-specific
variables. The summary statistics of all variahiesd in the estimations are presented in
Table 6.

The property-specific variables include dummy Malea for the geographic
location of hotels relative to their nearby comimes (i.e. clustered, isolated with a
cluster of hotels in town, monopolist, isolatedhwito cluster in town), cluster size, a
dummy variable if the hotel is of medium or largeeq(i.e. if the hotel has more than 50

rooms) and dummy variables for high-quality andiaffons to major chains in our

L These authors point out that an omitted variablmisspecification of the functional form might teto
the spurious identification of two regimes, a csile¢ and a non-collusive one. They suggest then
examining whether the probability of being in tdentified collusive regime varies with factors tgbtito

affect the sustainability of collusion.
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sample®? The market-specific variables include populatioer, capita personal income,
number of gas stations, value of rural land pee,asage on leisure and hospitality,
distance to a MSA and regional dummies. These fanat market-specific variables are
intended to account for cost and demand factotstlag affect a firm’s competitive
behavior, besides market concentration.

Further assume that the error terms in each regirme {C, NC} , are bivariate

normally distributed such thdg;,,u’.) ~ N, (00,0%,05, p.) where p_ = JS*“S :

Then, the log likelihood for thgh firm-quarter period can be modeled as,

1 -z
Inl, =In| h ex —
2o o \1- p? 20— pc)

1 -z)°
+(L-h) ex J
2o o \1- p2. [{ 2(1- pﬁc)}

(4)

& up 2 " < def
where z; = ——+—————— and the mixing parameter hJ[01] , is defined as
£ O-U O-EO-U

the probability that a firm will collude.

In the collusive regime, firms are expected to gbdrigher prices and exhibit
lower occupancy rates (restrict output) than inrtbe-collusive regime. Additionally,
during successfully collusive periods we expedciveer dispersion in prices and

occupancy rates. Consequently, identifying a pakotllusive regime requires to test if

o >0, af <al®, ot <al®,andof <a)°.

22 Recall that a hotel is considered of high quafityis rated with two or more “diamonds” accordito
AAA. The major chains include Best Western, BesuéaComfort, Days, Econolodge, Holiday, Motel 6,

Super 8 and Ramada.
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The mixing parametdr or probability of engaging into tacit collusionnsdeled
as a constant and as a function of the geograpbication of a hotel relative to its

nearby competitors. In the former cabes G(k) wherex is a constant an@(l) is
approximated with a logistic CDF; in the lattereas

h, =G(«, +«,Clustered; +x;Monop, + «,Isolated _no_ cluster;) whereClustered

equals to one if the hotel has a nearby competitarradius of 0.2 miledvionop equals

to one if the hotel is the only one operating ia tbwn, andsolated_no_cluster equals to
one if the hotel does not have a nearby competitarradius of 0.2 miles and there is not
a cluster of hotels in towA*.The first specification assumes that the probigtili tacit
collusion is constant across all hotels (and timeqgals) while the second specification
allows us to evaluate whether the probability ahgen a potential collusive regime
varies with the relative location of the hotel viiitihthe town. Examining then if
agglomeration facilitates collusion is equivalemtésting ifx, > 0.

Provided that our identification strategy of a asi’e and non-collusive regime
may be subject to an omitted variable or misspeatiibn of the functional form, we also
modelh as a function of other factors typically correthteth the sustainability of tacit
collusion. These other factors include cluster,sseasonality and firm size. Tacit
collusion is easier to maintain among fewer firrmgrge probability of being in a
potential collusive regime should decrease withnilvaber of firms in the cluster.
Similarly, collusion is less likely during high ssm periods because the gain from

cheating during a peak-demand period is higher tharfuture punishment (Rotemberg

% The dummy variable for isolated properties wittlester of hotels in town is the base variable.

17



and Saloner, 1986§.Finally, the probability of colluding should alswrease with firm
size since deviations from any collusive agreeraeatypically more profitable for
smaller than for larger firnts.

In the estimation of the price and occupancy rgteagons specified in (2) and
(3), some of the right-hand side variables ardylike be endogenous. In particular, the
market-level HHI is presumably endogenous becawse tmight be unobserved cost or
demand characteristics in a market that not orflyence prices (and occupancy rates)
but also the underlying market structure. For eXammparkets with unobserved high
costs are likely to have higher prices but thesekata are also likely to exhibit fewer
firm entries. We instrument the HHI with the HHIthe closest urban area to the town,
obtained also from the Texas Hotel Performanceb@aét This instrument is valid under
the assumption that market structure of the claggstwhich is also affected by
unobserved cost or demand characteristics in #e & not influenced by prices (or
occupancy rates) in a particular town.

Other potential endogenous variables include sizel, quality type and location,
although we treat them as predetermined. As inelichy Fernandez and Marin (1998),
the behavior of firms in the hotel industry canrepresented as a sequential process.

Initially, firms decide if they want to open anaslishment in a particular location and

2 Alternatively, if both current demand and firmspectations on future demand are allowed to change
over time, it will be more difficult for firms toatlude when demand is falling (i.e. during low s&Ezs
since the foregone profits from inducing a price ase relatively low (Haltiwanger and Harringto®91l).
% Smaller firms, however, may also have less to ffaim undercutting their rivals because of thegttr
capacity constraints relative to larger firms. Batels in rural areas (at least in Texas) seenpévate well

below their capacity, as previously shown.
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simultaneously choose their capacity and qualityti&se variables could be regarded as
long-run decision variables. Firms compete theprices (quantities) and take the
establishments’ capacity, quality and locationiasrmg It is also important to note that in
our working sample the number of entries and eigsvery small, as well as the number

of hotels that changed their affiliations (and olystheir capacity and/or quality level).

5 Results

We now turn to our estimation results. As notedjmetrument HHI with the HHI of the
closest urban area to the town. Kleibergen and’®#2@06) LM under-identification test
and Wald weak-identification test indicate that tharket-level HHI and HHI squared of
the closest urban area are not weakly correlatddtive market-level HHI of a particular
town in our samplé® Hansen’s J statistic for overidentifying restocts also indicates
that with a five percent level of significance wanoot reject the null hypothesis that
these instruments are valid instruments (i.e. uetated with the error term in the price
and occupancy rate equations). A semiparametria@apgiinear version of this first-
stage regression, where the HHI of the closesti€itgodeled nonparametrically and all

other exogenous variables are modeled linearlyhéuincreases the R-squared from

% Results are available upon request. The LM anddWeisions of the Kleibergen and Paap (2006) rk
statistic are a generalization of the well-knowrdarson LM test of canonical correlations and Craigg

Donald Wald test for weak identification to the €&$ non-i.i.d. errors.
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0.450 to 0.563. So the HHI in equations (2) andg3gplaced with the corresponding

fitted values from the semiparametric partiallyetim regressiofy.

For comparison purposes, we first do not allowtifier possibility of different
regimes and separately estimate the price and aocypate equations by least squares.
The results are reported in Table 7. Several ottedficients of the explanatory
variables have the expected signs and are statigtgignificant, particularly in the price
equation. Regarding the property-specific charattes, high-quality hotels charge, on
average, 31.4% higher prices than low-quality oreftecting the higher costs associated
with providing additional quality. These hotels ogjpat the same time a 12.9% higher
occupancy rate. Besides, medium and large hotalgelb.6% lower prices than small
hotels and exhibit an 8.5% lower occupancy rate.

As in the preliminary analysis, clustered hotelsnseo charge lower prices and
exhibit higher occupancy rates than isolated hatelke same town (base group in the
regressions), although these effects are attenbgtdte number of hotels in the cluster.
Since we do not allow for two-regime periods, ti@sult is probably only reflecting

spatial competition and/or agglomeration efféftslonopolists and isolated hotels

" The estimation results presented in this sectiervary similar to those when using the lagged aii
the market-level HHI as an alternative instrumentitf (but we lose observations for one period).

28 Recall that the spatial competition literaturedices a lower price among clustered (and homoges)eou
hotels, relative to isolated properties, due teieepcompetition effect, and a higher occupancg thte to a
market share effect. The agglomeration literatueglits, in turn, a higher price and occupancy aateng
clustered hotels because of a higher matchingtguaid matching probability effect. Testing forske

effects is beyond the scope of the present study.
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without a cluster in town also face higher occupyaiates than isolated properties with a
cluster in town, but do not report significant difénces in prices.

With respect to the market-specific variables, raadoncentration has a negative
effect on prices but it does not significantly affeccupancy rates. A one standard
deviation increase in the HHI (0.28) results in 298 decrease in pricéSPrices are also
positively correlated with the per capita incomeha area. This is in line with the fact
that wealthier locations usually have more busieessid places to visit, SO we expect a
higher number of visitors and higher prices. Holetated in areas with higher wages
and a higher value of land naturally charge highees because of the higher costs they
face (but they also show lower occupancy rateslittahally, the further away a hotel is
from an urban area the higher the price it chapgebably due to its higher market power
in the vicinity of the area. A 10% increase in th&tance to a MSA result in a 1.2%
increase in prices. Curiously, population has atieg (although economically small)
effect on both prices and occupancy rates. Finallyigher number of gas stations in the
area, which may approximate potential demand foelhooms, have a positive effect on
occupancy rates but a negative impact on prites.

We now turn to the MLE results of the switchingneggion model which
endogenously classifies prices and occupancy iati@$wvo regimes. As noted above, we

jointly model a price and occupancy rate equatioten each regime. The results are

29 This result might seem counterintuitive but redadit for several oligopolistic competition modptices
fall with market concentration (Sutton, 1991).

%0 Gas stations exist to serve both residents otrmvetlers passing through and visiting a market. As
indicated by Chung and Kalnins (2001), a higher benof gas stations in a market might also inditiaae

the area is well located as an intermediate poamhfone major destination to another.
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presented in Table 8. Regime 1 is the potentidlisivie regime provided that hotels
charge significantly higher prices than in regimen® face lower occupancy rafés.
Prices and occupancy rates also show a lower digpeduring regime 1. In Model 1, the
mixing parameteh or probability of being in the suspected collusiggime is modeled
as a constant while in Model 2 we allow this praligito vary depending on the relative
location of the hotel within the town. In Model\Be control for additional factors
considered to affect the sustainability of tacitusion.

As can be seen, all three specifications providg senilar results regarding the
impact of firm- and market-specific variables oicps and occupancy rates. It follows
that when allowing for two regimes, the magnitudd direction of the effect of several
of the control variables are not necessarily simdahose obtained under the least-
squares approach and may vary by regifrieor example, quality type has a higher
positive impact during the suspected collusivermmegiln Model 3, during the collusive
period, high-quality hotels charge almost 48% higiveces than low-quality hotels and
report a 13.4% higher occupancy rate; during threculusive period, the price and
occupancy rate difference between high- and lowHyuaotels is not significantly

different. Medium and large lodging properties éithiower occupancy rates than small

31 This follows from the magnitude and significané¢h® constant terms under each regime. We also inf
from these results that the switching regressiodehis not just distinguishing between high- andg-lo
demand seasons since in high seasons we expeda hagh price and occupancy rate. Later we show tha
there is a lower probability of being in regimehigh prices, lower occupancy rates) during higtsees,

i.e. second and third quarter of the year.

32 Note that we allow for different coefficients diet control variables under each regime in ordéice a

more flexible model.
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properties during both regimes (as in the leastsspiapproach), but they only charge
lower prices during non-collusive periods; durirgggntial collusive periods they charge
around 3% higher prices. Further, clustered hatelg seem to charge lower prices than
isolated properties with a cluster in town durihg ton-collusive regime (60.6% lower
prices) while during the suspected collusive redingy charge higher prices (11.4%
higher prices) as well as monopolists and isolptegerties without a cluster in town. In
terms of occupancy rates, the results are less silege clustered hotels report a higher
occupancy rate during regime 1 and a lower occupeate during regime 2. Monopolists
and isolated hotels without a cluster in town amlyort higher occupancy rates (as in the
least-squares approach) during regime 2. Besidakeainconcentration only has a
negative effect on prices during the non-collugsegime (as well as a negative effect on
occupancy rates); during the collusive regime, @ standard deviation increase in the
HHI results in a 5.5% increase in prices. Otherkaiacontrols that show significant
opposite effects across regimes include per camtane, wages, proximity to a MSA
and number of gas statiofrs.

Moving to the likelihood of being in regime 1, thetential collusive regime, in
Model 1 we observe that the sample-wide probakisigqual to 68.39%%' When we allow
in Model 2 for the probability to vary with the ggaphical location of hotels, relative to

their local competitors, we find that clusteredei®thave a higher probability of

3 Although examining the impact of different contwalriables on hotels’ prices and occupancy ratestis
the main objective of the present study, theseterflect the importance of allowing for diffeten
regimes if we want to analyze the marginal effe¢trm- and market-specific characteristics onetsit
competitive behavior.

34 1n the regression, we estimate 0.769 andh = exp(0.769) / (1+exp(0.769)) = 0.683.
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engaging into tacit collusion than isolated prasrivith a cluster in town (base group).
In particular, having a competitor in a radius ¢ files increases the probability by
more than twelve percentage points, from 64.8 t8%6 Similarly, monopolists, whom
behavior should be close to perfect collusion, atsow a higher likelihood of being in
the potential collusive regime. The probabilityre@ses in this case by almost ten
percentage points (to 74.7%). Isolated hotels witlaocluster in town, on the contrary,
show a lower probability of being in regime 1 thanlated properties with a cluster in
town. The probability decreases by six percentagetp (to 58.8%).

If we further control for cluster size, seasonadityd firm size, we still find that
clustered hotels and monopolists have a highergiibty of being in the potential
collusive regime while isolated properties withautluster have a lower probability
(Model 3). Hotels with at least one competitor iradius of 0.2 miles exhibit a 72.6%
probability of being in the collusive regime, othieings constant, while isolated hotels
with a cluster in town only show a 60.8% probabpilMonopolists show, in turn, a 72.8%
probability of being in regime 1 while isolated &lstwithout a cluster in town show a
55.1% probability. The direction of the coefficierf the other control variables is also
consistent with the discussion of factors, othanthgglomeration, considered to affect
the sustainability of collusion. The likelihoodtafit collusion decreases with the
number of hotels in the cluster provided that gasier to collude among fewer firms;
decreases during high seasons given that collisiore difficult to maintain during
high-demand periods (Rotemberg and Saloner, 188@)jncreases with hotel size
provided that deviations from a collusive agreenaatless profitable for large firms.

Figure 4 illustrates the effects of these otheraldes by plotting the estimated
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probability of colluding, conditional on being ctased, as a function of the number of
hotels in the cluster and by seasonality and tsitel

In sum, the results suggest that agglomeratiofiitieis tacit collusion. Clustered
hotels show a higher probability of being in thegmial collusive regime than isolated
hotels in the same town. Our identification of dodlusive regime is also consistent with
other factors thought to affect the sustainabditgolluding. Furthermore, monopolists,
whom behavior is similar to perfect collusion, shaswvell a higher likelihood of being
in the collusive regime while isolated propertigthaut a cluster in town exhibit a lower
probability. Monopolists are naturally expectedust follow one regime, equivalent to a
perfectly collusive one, regardless of seasonatiktions in demand or any other
factors. Based on the estimated probabilities ofdm regime 1 (derived from Models 2
and 3 for each hotel in our sample), we find thahopolistic firms are in fact the only
group of hotels that are always predicted to foltbe potential collusive regime.

As a robustness check, we examine whether thedied® persist under
alternative cluster definitions. We consider a®usadius of 0.1 miles and a cluster
radius of 0.5 miles. The results are presentecalniél9 where regime 1 is the potential
collusive regime with higher prices, lower occuparetes and a lower dispersion in both
market outcomes (relative to regime 2). Note thatdstimated coefficients of the control
variables under the two alternative cluster debing are very similar to the ones
obtained with a cluster radius of 0.2 miles (Mc8&h Table 8). If we either restrict the
cluster radius to 0.1 miles or expand the clustdius to 0.5 miles, we still observe that
clustered properties have a higher probabilityragfaging into tacit collusion than

isolated properties with a cluster in town. In tase of a cluster radius of 0.1 miles,

25



having a nearby competitor increases the probglmjitabout 17 percentage points,
holding all else constant, while in the case oluaster radius of 0.5 miles, the probability
increases by about 26 percentage points. Monop@algdin have a higher probability of
being in the collusive regime while isolated prdjgsrwithout a cluster in town have a
lower, but not significant, probability of beingiiagime 1. The likelihood of being in the
identified collusive regime is also negatively tethto cluster size and high-demand
seasons and positively related to firm size. Fongarison purposes, in Figure 5 we plot
the probability of colluding, conditional on beiotystered, as a function of cluster size

for the different cluster definitions.

6 Conclusions

This paper has empirically examined if agglomerafaxilitates tacit collusion in the
lodging industry using a quarterly dataset of loteht operated in rural areas across
Texas between 2003 and 2005. Unlike previous sutiet use some form of mixture
modeling and focus on price behavior, we jointlydeloa price and occupancy rate
equation under a switching regression model to gadously identify a collusive and
non-collusive regime. In the potential collusivgime, hotels are expected to charge
higher prices and exhibit lower occupancy rates thahe non-collusive regime, and
both prices and occupancy rates are expected to ahawer dispersion. We then
analyze if agglomeration increases the probalulityeing in the collusive regime.

The results indicate that clustered hotels haviglazen probability of being in the

potential collusive regime than isolated hotelhwatcluster in town. In particular, hotels
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with a nearby competitor in a radius of 0.2 miles @out twelve percentage points more
likely of being in the collusive regime than is@dtproperties in the same town. Our
identification of a collusive regime is also comesig with other factors considered to
affect the sustainability of collusion like clussze, seasonality and firm size, and the
results are robust to alternative cluster defingioFurther, monopolists, whom behavior
should be similar to perfect collusion, also shogher likelihood of being in the
collusive regime.

These findings support the hypothesis that agglatizer may facilitate tacit
collusion by providing opportunities for frequenteraction among clustered hotels,
increasing market transparency, and reducing mangaeosts if there is any collusive
agreement. The inclusion of other variables thotglafffect the sustainability of
collusion cannot completely rule out any potentigdspecification error in our
identification strategy but reduces the possibiityalternative explanations for the
results obtained. The nature of our dataset (uartgrly data) prevents us from
considering alternative identification strategies;example, allowing for reversion
periods during the collusive regime. Similarly, t&&e long-run decision variables like
capacity, quality and geographic location as gidea to the small number of
entries/exits and change of affiliations in our pmFuture research should incorporate

dynamic aspects into the analysis of agglomeratiahtacit collusion.

27



References

Abrantes-Metz, Rosa M., Luke M. Froeb, John F. Geayand Christopher T. Taylor, “A
variance screen for collusionjhternational Journal of Industrial Organization 24:3

(2006), 467-486.

Athey, Susan, Kyle Bagwell, and Chris SanchiricGollusion and Price Rigidity,”

Review of Economic Sudies 71:2 (2004), 317-349.

Baum, Joel A. C., and Heather A. Haveman, “Love Ngighbor? Differentiation and

Agglomeration in the Manhattan Hotel Industry, 18%®0,” Administrative Science

Quarterly 42:2 (1997), 304-338.

Bresnahan, Timothy F., and Peter C. Reiss, “Eniryg @ompetition in Concentrated

Markets,”Journal of Political Economy 99:5 (1991), 977-1009.

Cabral, Luis, “Introduction to Industrial Organiiat,” The MIT Press (2000).

Connor, John M., “Collusion and price dispersioAgplied Economics Letters 12:6

(2005), 335-338.

Chung, Wilbur, and Arturs Kalnins, “Agglomeratioffifécts and Performance: A Test of

the Texas Lodging Industry3rategic Management Journal 22:10 (2001), 969-988.

28



Ellison, Glenn, “Theories of Cartel Stability artetJoint Executive CommitteelRAND

Journal of Economics 25:1 (1994), 37-57.

Fernandez, Nerea and Pedro L. Marin, “Market Poavetr Multimarket Contact: Some
Evidence from the Spanish Hotel Industrygurnal of Industrial Economics 46:3 (1998),

301-315.

Fischer, Jeffrey H., and Joseph E. Harrington JProduct Variety and Firm

Agglomeration,”RAND Journal of Economics 27:2 (1996), 281-309.

Friedman, James W., and Jacques-Francois Thigsinité Horizon Spatial Duopoly

with Collusive Pricing and Noncollusive Location @te,” CORE Discussion Paper No.

9104, Universite Catholique de Louvain (1991).

Fujita, Masahisa, and Jacques-Francois Thisse,ito@s of Agglomeration,Journal

of the Japanese and International Economies 10:4 (1996), 339-378.

,Economics of Agglomeration: Cities, Industrial Location, and Regional Growth,

Cambridge University Press (2002).

Haltiwanger, John, and Joseph E. Harrington Jrhe“Tmpact of Cyclical Demand

Movements on Collusive BehaviolRAND Journal of Economics 22:1 (1991), 89-106.

29



Harrington, Joseph E., “Detecting Cartels,” Workipgper John Hopkins University

(2005).

Helsley, Robert W., and William C. Strange, “Matufpiand Agglomeration Economies

in a System of Cities,Regional Science and Urban Economics 20:2 (1990), 189-212.

Irmen, Andreas, and Jacques-Francois Thisse, “Ctitigpe in Multi-characteristics

Spaces: Hotelling was Almost Righfléurnal of Economic Theory 78:1 (1998), 76-102.

Ivaldi, Marc, Bruno Jullien, Patrick Rey, Paul Segbt, and Jean Tirole, “The
Economics of Tacit Collusion,” Final Report for B&®mpetition, European Commission

(2003).

Kalnins, Arturs, “The U.S. Lodging IndustryJournal of Economic Perspectives 20:4

(2006), 203-218.

Kalnins, Arturs, and Wilbur Chung, “Resource-Segkidgglomeration: A Study of

Market Entry in the Lodging Industry3rategic Management Journal 25:7 (2004), 689-

699.

Kleibergen, Frank, and Richard Paap, “Generalisglliced rank tests using the singular

value decompositionJournal of Econometrics 133:1 (2006), 97-126.

30



Knittel, Christopher R., and Victor Stango, “PriGeilings as Focal Points for Tacit
Collusion: Evidence from Credit Card#inerican Economic Review 93:5 (2003), 1703-

1729.

Mazzeo, Michael, “Competitive Outcomes in Produdtddentiated Oligopoly,"Review

of Economics and Satistics 84:4 (2002), 716-728.

Netz, Janet S., and Beck A. Taylor, “Maximum or Miom Differentiation? Location

Patterns of Retail OutletsReview of Economics and Satistics 84:1 (2002), 162-175.

Pinkse, Joris, and Margaret E. Slade, “Contractim&pace: An application of spatial

statistics to discrete choice modeldgurnal of Econometrics 85:1 (1998), 125-154.

Porter, Robert H., “A Study of Cartel Stability: &Joint Executive Committee, 1880-

1886,” Bell Journal of Economics 14:2 (1983), 301-314.

Rotemberg, Julio J., and Garth Saloner, “A Supeggd@imeoretic Model of Price Wars

during Booms,”American Economic Review 76:3 (1986), 390-407.

Stahl, Konrad, “Differentiated Products, Consumeri8h, and Locational Oligopoly,”

Journal of Industrial Economics 31:1/2 (1982), 97-113.

31



Sutton, JohnSunk Costs and Market Sructure, The MIT Press (1991).

Tirole, JeanThe Theory of Industrial Organization, The MIT Press (1988).

Wolinsky, Asher, “Retail Trade Concentration due tOonsumers’ Imperfect

Information,” Bell Journal of Economics 14:1 (1983), 275-282.

32



Table 1: Distribution of markets by number of hotek

# hotels in # markets %
market
1 1,027 37.1
2 508 18.3
3 380 13.7
4 133 4.8
5 204 7.4
6 129 4.7
7 79 2.9
8 55 2.0
9 68 2.5
10 56 2.0
More than 10 132 4.8

Total 2,771 100.0




Table 2: Distribution of hotels by size

Size # hotels %
Less than 25 rooms 268 30.8
26 - 50 rooms 326 37.5
51 - 75 rooms 171 19.7
76 - 100 rooms 62 7.1
More than 100 rooms 43 4.9
Total 870 100.0

Note There are more than 845 observations because 23
of the lodging properties changed their affiliatiduring
the sample period.
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Table 3: Distribution of hotels by chain affiliation and quality type

Quiality rating % total
Chain affiliation Low High Total

Best Western 0 78 78 9.0
Holiday 0 39 39 4.5
Days 1 35 36 4.1
Comfort 0 30 30 3.4
Super 8 1 29 30 3.4
Econolodge 0 16 16 1.8
Ramada 1 12 13 15
Motel 6 12 0 12 14
Best Value 1 10 11 1.3
Other chains 8 29 37 4.3
Total "Top 50+" chains 24 278 302 34.7
Others 530 38 568 65.3
Total 554 316 870 100.0
% total 63.7 36.3 100.0

Note There are more than 845 observations becausétia dging
properties changed their affiliation during the gtarperiod. Low and high
quality correspond to one and two or more "diambnespectively, under
AAA's rating. Holiday includes Holiday Inn and Hadly Inn Express
while Comfort includes Comfort Inn and Comfort ®sit
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Table 4: Distribution of hotels by relative locatia, size and quality type

Clustered Isolated, cluster Monopolist Isolateal, n Total
in town cluster in town
# % # % # % # % # %

By size
Up to 25 rooms 57 18.8 62 27.9 56.0 55.5 93.0 38.3268 30.8
26 - 50 rooms 116 38.2 86 38.7 35.0 34.7 89.0 36.6326 37.5
51 - 75 rooms 74 24.3 46 20.7 8.0 7.9 43.0 17.7 1719.7
76 - 100 rooms 34 11.2 13 5.9 1.0 1.0 14.0 5.8 62 .1 7
More than 100 rooms 23 7.6 15 6.8 1.0 1.0 4.0 1.7 3 4 49
By quality type
Low 157 51.6 132 50,5 91.0 90.1 174.0 71.6 554 63.7
High 147 48.4 90 40.5 10.0 9.9 69.0 28.4 316 36.3
Total 304 100.0 222 100.0 101 100.0 243  100.0 87@0.aL
% total 34.9 25.5 11.6 27.9 100.0

Note There are more than 845 observations becausét@d tmdging properties changed their affiliatiduring
the sample period. A hotel is considered clustédriégdhas a competitor in a radius of 0.2 mileswLand high quality
correspond to one and two or more "diamonds", @spdy, under AAA's rating.

36



Table 5: ADR and occupancy rate by relative locatio

ADR Occupancy rate
Mean
Clustered 52.8 51.3
Isolated, cluster in town 57.6 49.8
t-test 0.00 0.00
Total sample 55.2 49.5
Standard deviation
Clustered 245 15.1
Isolated, cluster in town 34.2 15.8
sd-test 0.00 0.01
Total sample 33.8 15.6

Note A hotel is considered clustered if it has a cotitpein a radius
of 0.2 miles. Mean comparison test is based onsivople t-test with
unequal variances using Welch'’s formula for degedseedom;
Prob(|T|>|t]) reported. Equality of variance tesgtddl on Levene’s
robust test; Pr > F reported.



Table 6: Summary statistics for variables used inre analysis

Mean St. dev. Min Max
ADR (US$) 55.2 33.8 17.5 524.2
Occupancy rate 0.50 0.16 0.02 0.98
Firm variables
Clustered 0.35 0.48 0.00 1.00
Isolated, cluster in town 0.26 0.44 0.00 1.00
Monopolist 0.11 0.32 0.00 1.00
Isolated, no cluster in town 0.27 0.44 0.00 1.00
Number of nearby hotels 1.76 1.40 1.00 9.00
Clustered (0.1 miles) 0.25 0.43 0.00 1.00
Number of nearby hotels (0.1 miles) 1.38 0.79 1.00 6.00
Clustered (0.5 miles) 0.53 0.50 0.00 1.00
Number of nearby hotels (0.5 miles) 2.75 2.68 1.00 14.00
Medium or large hotel 0.32 0.47 0.00 1.00
High quality 0.37 0.48 0.00 1.00
Best Western 0.09 0.29 0.00 1.00
Best Value 0.01 0.11 0.00 1.00
Comfort 0.03 0.18 0.00 1.00
Days 0.04 0.20 0.00 1.00
Econolodge 0.02 0.13 0.00 1.00
Holiday 0.05 0.21 0.00 1.00
Motel 6 0.02 0.12 0.00 1.00
Super 8 0.04 0.19 0.00 1.00
Ramada 0.02 0.12 0.00 1.00
Market variables
HHI 0.34 0.28 0.06 1.00
Population 26,960 18,617 370 82,055
Per capita personal income (US$) 23,839 4,590 81,01 55,301
Gas stations 12 9 0 40
Value of land per acre (US$) 1,689 1,243 150 5,785
Weekly wage (US$) 208 42 93 480
Distance to a MSA (miles) 69.2 334 22.4 252.0
Central Texas 0.14 0.35 0.00 1.00
Gulf Coast 0.05 0.21 0.00 1.00
High Plains 0.10 0.30 0.00 1.00
Metroplex 0.07 0.25 0.00 1.00
Northwest Texas 0.08 0.26 0.00 1.00
South Texas 0.23 0.42 0.00 1.00
Southeast Texas 0.07 0.26 0.00 1.00
Upper East Texas 0.12 0.33 0.00 1.00
Upper Rio Grande 0.05 0.22 0.00 1.00
West Texas 0.08 0.27 0.00 1.00
# observations 9,148
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Table 7: Least squares regressions of price (ADRnd occupancy rate

Log ADR Log Occ
Coeff. Std. err. Coeff. Std. err.

Constant -0.787 0.512 0.108 0.293
Clustered -0.152 0.030 0.066 0.018
Monopolist -0.035 0.029 0.091 0.021
Isolated, no cluster in town -0.016 0.021 0.048 18.0
Log nearby hotels 0.088 0.028 -0.041 0.015
Medium or large hotel -0.056 0.011 -0.085 0.010
High quality 0.314 0.019 0.129 0.014
Best Western 0.041 0.018 0.208 0.014
Best Value -0.427 0.032 -0.102 0.032
Comfort 0.176 0.019 0.219 0.018
Days -0.114 0.019 0.070 0.017
Econolodge -0.230 0.021 -0.128 0.024
Holiday 0.260 0.019 0.324 0.015
Motel 6 -0.082 0.022 0.380 0.015
Super 8 -0.154 0.020 0.083 0.018
Ramada -0.205 0.025 0.055 0.026
HHI -0.136 0.060 -0.088 0.047
Log population -0.036 0.013 -0.031 0.009
Log per capita income 0.241 0.043 -0.020 0.026
Gas stations -0.011 0.002 0.005 0.001
Log value of land 0.135 0.015 -0.014 0.010
Log wage 0.198 0.047 -0.085 0.032
Log distance to MSA 0.123 0.017 -0.014 0.012
Central Texas 0.169 0.034 -0.073 0.026
High Plains 0.003 0.038 -0.047 0.031
Metroplex 0.241 0.042 -0.035 0.029
Northwest Texas -0.026 0.036 -0.033 0.028
South Texas 0.275 0.034 0.030 0.026
Southeast Texas 0.167 0.039 -0.005 0.029
Upper East Texas 0.253 0.032 -0.028 0.026
Upper Rio Grande 0.381 0.056 0.067 0.041
West Texas 0.128 0.041 0.003 0.031
# observations 9,148 9,148
R-squared 0.272 0.204

Note White robust standard errors reported, clusteredrea-time period.
All models include time-period dummies.
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Table 8: Switching regression model of price (ADRand occupancy rate

Model 1 Model 2 Model 3
Log ADR Log Occ Log ADR Log Occ Log ADR Log Occ

Coeff. Std.err. Coeff. Std.err. Coeff. Std.errCoeff. Std.err. Coeff. Std.err. Coeff. Std. err.
Regime 1
Constant 2.979 0.255 -0.646 0.230 3.033 0.240 50.57 0.230 2.795 0.240 -0.752 0.245
Clustered 0.119 0.019 0.070 0.020 0.120 0.024 0.0590.023 0.114 0.026 0.053 0.021
Monopolist 0.100 0.018 0.017 0.018 0.100 0.022 D.00 0.021 0.090 0.023 0.000 0.020
Isolated, no cluster in town 0.078 0.013 0.005 8.010.072 0.016 0.008 0.015 0.072 0.017 0.007 0.015
Log nearby hotels -0.013 0.016 -0.052 0.018 -0.009 0.021 -0.050 0.019 -0.018 0.021 -0.046 0.017
Medium or large hotel 0.021 0.010 -0.080 0.011 ©.01 0.012 -0.078 0.011 0.030 0.013 -0.102 0.010
High quality 0.462 0.017 0.113 0.016 0.468 0.020 116b. 0.018 0.479 0.019 0.134 0.015
HHI 0.206 0.036 -0.023 0.037 0.215 0.044 -0.020 4P.0 0.196 0.052 -0.027 0.040
Log population -0.067 0.008 -0.013 0.008 -0.069 10.0 -0.014 0.009 -0.066 0.010 -0.015 0.008
Log per capita income -0.062 0.024 -0.016 0.023 059. 0.025 -0.020 0.024 -0.036 0.028 -0.010 0.024
Gas stations 0.003 0.001 0.002 0.001 0.003 0.0010020. 0.001 0.003 0.001 0.002 0.001
Log value of land 0.072 0.009 0.005 0.010 0.074 19.0 0.003 0.011 0.079 0.012 0.007 0.010
Log wage 0.133 0.030 0.017 0.030 0.119 0.034 0.0170.033 0.103 0.036 0.012 0.028
Log distance to MSA 0.070 0.013 -0.010 0.013 0.068 0.015 -0.013 0.014 0.078 0.015 0.010 0.014

(Cont.)
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Model 3

Occ

Std. errCoeff.

Std. err.

Regime 2

Constant

Clustered

Monopolist

Isolated, no cluster in town
Log nearby hotels
Medium or large hotel
High quality

HHI

Log population

Log per capita income
Gas stations

Log value of land

Log wage

Log distance to MSA

Model 1
Log ADR Log Occ
Coeff. Std. err. Coeff.
-0.196 0.978 -1.698
-0.538 0.068 -0.110
-0.031 0.050 0.133
-0.144 0.034 0.105
0.289 0.057 0.073
-0.252 0.032 -0.089
0.080 0.039 0.073
-0.354 0.155 -0.732
-0.031 0.019 -0.058
0.480 0.097 0.273
-0.015 0.003 -0.005
0.182 0.031 -0.023
-0.225 0.077 -0.240
0.003 0.049 0.013

1.140844L.

0.058 18.1
38.0 -0.168
590.0 0.103
0.031 260.
0.043 059.

20.0 -0.058
0.4650.105

0.195 038.

-0.017 0.047

Log ADR Log
Std. err.  Coeff.
1.042 -1.294
0.078 -0.140
0.057 0.146
0.038 0.117
0.066 0.096
0.039 -0.181
0.042 0.022
0.160 -0.622
0.020 -0.054
0.102 0.236
0.003 -0.004
0.031 -0.032
0.078 -0.210
0.051 -0.039

1.066
0.069
0.048
4.03
0.057
0.039
0.041
0.151
0.022
0.108
0.003
0.030
0.073
0.045

(Cont.)
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Model 1 Model 2 Model 3

Coeff.  Std. err. Coeff.  Std. err. Coeff. Sd.
Probability of Regime 1
Constant 0.769 0.042 0.611 0.073 0.440 0.088
Clustered 0.594 0.100 0.751 0.199
Monopolist 0.474 0.135 0.543 0.132
Isolated, no cluster in town -0.253 0.107 0.235 0.103
Log nearby hotels -0.314 0.159
High season -0.156 0.078
Medium or large hotel 1.354 0.112
o¢ 0.229 0.003 0.230 0.003 0.230 0.004
o, 0.233 0.003 0.234 0.004 0.238 0.003
p1 0.366 0.006 0.372 0.005 0.376 0.005
o¢ 0.429 0.009 0.431 0.010 0.441 0.009
o/’ 0.438 0.008 0.437 0.007 0.440 0.008
p2 0.342 0.010 0.343 0.011 0.310 0.012
# observations 9,148 9,148 9,148
Log likelihood -5,483.5 -5,419.4 -5,299.3

Note All models include major top-chain, regional @mde-period dummies. The top chains are Best WiesBast Value, Comfort, Days, Econolodge,
Holiday, Motel 6, Super 8, and Ramada. A hotebissidered clustered if it has a nearby competita iadius of 0.2 miles. Variance of correlation
coefficient obtained using the delta method.
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Table 9: Switching regression model of price (ADRand occupancy rate, alternative
cluster definitions

Cluster radius = 0.1 miles

Cluster radius = 0.emi

Log ADR Log Occ Log ADR Log Occ
Coeff. Std.err. Coeff. Std. err. Coeff.  Std. err.Coeff. Std. err.

Regime 1

Constant 3.007 0.232 -0.774 0.235 2.500 0.244 -0.870 0.238
Clustered 0.055 0.027 0.065 0.026 0.114 0.021 0.024 0.019
Monopolist 0.073 0.020 -0.012 0.019 0.055 0.023 -0.014 0.021
Isolated, no cluster in town 0.049 0.014-0.009 0.013 0.028 0.019 -0.009 0.018
Log nearby hotels 0.036 0.029-0.043 0.028 -0.034 0.014 -0.044 0.013
Medium or large hotel 0.029 0.012-0.109 0.012 0.038 0.012 -0.098 0.012
High quality 0.482 0.017 0.134 0.017 0.485 0.018 0.137 0.017
HHI 0.199 0.038 0.002 0.039 0.229 0.054 -0.034 0.050
Log population -0.070 0.009 -0.012 0.009 -0.065 0.010 -0.022 0.010
Log per capita income -0.048 0.024-0.004 0.024 -0.014 0.027 0.004 0.025
Gas stations 0.003 0.001 0.002 0.001 0.002 0.001 0.002 0.001
Log value of land 0.080 0.010 0.011 0.011 0.082 0.012 0.008 0.011
Log wage 0.096 0.032 -0.005 0.032 0.107 0.037 0.025 0.031
Log distance to MSA 0.074 0.013 0.004 0.014  0.080 0.014  0.009 0.013
Regime 2

Constant -0.302 1.110 -1.298 1.137 -0.472 1.285 -0.991 1.110
Clustered -0.498 0.111 -0.319 0.104 -0.354 0.060 -0.202 0.050
Monopolist -0.004 0.052 0.120 0.047 0.038 0.056 0.158 0.047
Isolated, no cluster in town  -0.228 0.0360.082 0.031 -0.117 0.042 0.140 0.036
Log nearby hotels 0.168 0.112 0.283 0.106 0.190 0.037 0.084 0.031
Medium or large hotel -0.122 0.039-0.168 0.038 -0.196 0.041 -0.183 0.037
High quality 0.037 0.040 0.003 0.040 0.088 0.044  0.030 0.040
HHI -0.531 0.165 -0.605 0.154 -0.306 0.173 -0.768 0.158
Log population -0.074 0.019 -0.054 0.019 -0.042 0.021 -0.033 0.020
Log per capita income 0.612 0.110 0.230 0.118  0.553 0.121  0.204 0.115
Gas stations -0.020 0.004-0.004 0.003 -0.015 0.003 -0.006 0.003
Log value of land 0.183 0.032 -0.035 0.030 0.195 0.035 -0.036 0.031
Log wage -0.253 0.078 -0.197 0.071 -0.306 0.080 -0.223 0.069
Log distance to MSA -0.122 0.052-0.029 0.046 -0.036 0.055 -0.041 0.042

(Cont.)
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Cluster radius = 0.1 miles

Cluster radius = 0.emi

Coeff.  Std. err. Coeff.  Std. err.
Probability of Regime 1
Constant 0.409 0.075 0.034 0.087
Clustered 1.282 0.301 1.530 0.157
Monopolist 0.632 0.130 0.838 0.136
Isolated, no cluster in town -0.044 0.091 -2.02 0.122
Log nearby hotels -0.692 0.324 -0.456 0.089
High season -0.165 0.070 -0.150 0.072
Medium or large hotel 1.367 0.110 1.333 0.108
o' 0.232 0.003 0.232 0.003
o, 0.241 0.003 0.237 0.003
p! 0.373 0.006 0.382 0.005
o’ 0.431 0.010 0.451 0.010
o2 0.443 0.007 0.441 0.007
p? 0.314 0.011 0.278 0.013
# observations 9,148 9,148
Log likelihood -5,280.0 -5,266.3

Note All models include major top-chain, regional aimde-period dummies. The top chains are Best Wiester

Best Value, Comfort, Days, Econolodge, Holiday, 8id@, Super 8, and Ramada. Variance of correlation
coefficient obtained using the delta method.
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Figure 1: Evolution of the lodging industry in NonMSA across Texas 1995-2005
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Figure 2: ADR by relative location
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Figure 3: Occupancy rate by relative location
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Probability of colluding

Figure 4: Probability of colluding, conditional on being clustered
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Figure 5: Probability of colluding, conditional on being clustered,
by cluster definition
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Table A.1: Texas Hotel Performance Factbook — Des@tion of variables

Room count

Are checked annually in chain directories and tlexab /merican
Automobile Association (AAA) tour book. These prdjes account fo
approximately 80% of the state revenues. Propeatiesiso checked b
calling census and physical inspection by Sourcat&jies Inc. (SSI).
For independent properties too small to be listbe, room counts
reported to the Texas state government are usdds@uthey appes
unreasonable). As a result, “Chains” room counts \&ry close tg
actual, while independent room counts could bénsigpverstated.

<

=

Average Daily fates (ADR

Obtained from financial reports, appraisers, pavasl surveys, cha
and AAA directories, and another reliable industayabase.

Occupancy ra

Is calculated from room nights sold and room nightsilable. All
occupancy figures represent fully-weighted averaBe®m nights sold
are obtained by dividing gross room revenues repoid the State 0O
Texas Comptroller by ADR. Room nights available eaculated from
room counts times the number of days in the period.

=

“Chains”

Are defined as one of the "Top 50+" brands determémettracked b
SSI. These brands may vary across time. Our samgledes, among
others, Americas Best Value, Best Western, Budgast,HComfort,
Days, Econo Lodge, Hampton, Holiday, La Quinta, &i@& Ramada
and Super 8.

Note According to SSI, on an overall basis the charigeSDR reported are within a few tenths of one-
percent of Smith Travel's “Lodging Outlook”. Smiflnavel Research (STR) is a private research firat th
gets full financial reports of hotel/motel propesj accounting for 80% of the market, but it onlplshes

aggregate results.
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Table A.2: AAA Diamond rating

One Diamond

These establishments typically appedie budget-minded traveler.
They provide essential, no-frills accommodatidrtsey meet the basic
requirements pertaining to comfort, cleanliness] hospitality.

Two Diamond

These establishments appeal to thelrlmgeeking more than the basic
accommodations. There are modest enhancemeis dwverall

physical attributes, design elements, and anesndti the facility
typically at a moderate price.

Three Diamond

These establishments appeal todkelér with comprehensive needs.
Properties are multifaceted with a distinguishiste, including
marked upgrades in the quality of physical atitiéls, amenities,
and level of comfort provided.

Four Diamond

These establishments are upscaléanesls. Accommodations are
progressively more refined and stylish. The ptglsittributes reflect
an obvious enhanced level of quality through®be fundamental
hallmarks at this level include an extensiveyaoBamenities combined
with a high degree of hospitality, service, attdreion to detail.

Sourcewww.aaa-texas.com
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Table A.3: Sources of information consulted to corigict market controls

Source

Variable

Texas State Data Center and Office of
the State Demographer

Texas Population Estimates Program
http://txsdc.utsa.edu/tpepp/txpopest.php

Population
Annual population at the county level.

Bureau of Economic Analysis
http://bea.gov/beal/regional/reis

Per capita income
Annual per capita personal income at the
county level.

Google Maps
www.google.com

Gas stations
Number of gas stations at each location.

Real State Center at Texas A&M University
www.recenter.tamu.edu/data/agp

Value of land
Median per-acre value of rural land
per year at the land market area.

Bureau of Labor Statistics
www.bls.gov/data/home.htm

Wage
Average weekly wage on leisure and
hospitality per quarter at the county level.

Texas Comptroller of Public Accounts
Texas Mileage Guide
www.window.state.tx.us/comptrol/texastra.html

MapQuest (for missing locations)
www.mapguest.com

Distanceto MSA
Mileage between location aratew MSA.

Texas Tourism Travel Industry website
Economic Impact of Travel 2005
www.travel.state.tx.us/Economiclmpact.aspx

Regional dummies based on Uniform State
Service Regions.
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Table A.4: Locations included in the study by regia

Regions

Locations

Central Texas
(42 locations)

Blanco, Brenham, Buchanan Dam, Byftalirnet, Cameron, Centerville,
Chappell Hill, Clifton, Fairfield&onia, Giddings, Goldthwaite, Granite
Shoals, Groesbeck, Hamilton, Hico, Hillsboro ltdjp Lakes, Horseshoe Bay,
Iredell, Jewett, Johnson City, Kingsland, Koppkd Grange, Laguna Park,
Lake Whitney, Llano, Madisonville, Marble Falldarlin, Meridian, Mexia,
Navasota, Rockdale, Round Top, San Saba, SchutprBtreetman,
Tow, Whitney.

Gulf Coast Bay City, Columbus, Eagle Lake, El Canfpelsburg, Huntsville, Matagorda,

(12) Midfield, Palacios, Pierce, Weimar, Wharton.

High Plains Borger, Brownfield, Canadian, ChildreS&rendon, Dalhart, Denver City,

(28) Dimmit, Dumas, Floydada, Friona, Hereford, ¢kand, Littlefield, Memphis,
Muleshoe, Pampa, Perryton, Plainview, Post, SbekniSpearman, Stratford,
Tulia, Vega, Wellington, Wheeler, Wildorado.

Metroplex Bluff Dale, Bonham, Corsicana, Dublin,iGssville, Glen Rose, Graford,

(12) Granbury, Mineral Wells, Mingus, Stephenvilirawn.

Northwest Texas
(28)

Albany, Aspermont, Ballinger, BavBeeckenridge, Brownwood, Cisco,
Coleman, Colorado City, Comanche, De LeonlyEBastland, Graham,
Haskell, Jacksboro, Knox City, Nocona, Olney, @alg Ranger, Santa Anna,
Seymour, Snyder, Stamford, Sweetwater, Valeranfe

South Texas
(48)

Alice, Beeville, Brackettville, Camp &dpCarrizo Springs, Concan, Cotulla,
Crystal City, Cuero, Del Rio, Dilley, Eagles3aEdna, Escobares, Falfurrias,
Fredericksburg, Freer, George West, Gonzalesettialille, Hebbronville,

Hunt, Ingram, Kenedy, Kerrville, Kingsville, Leak, Mountain Home, Orange
Grove, Pearsall, Port Mansfield, Premont, Raymidied Refugio, Rio Frio,

Rio Grande City, Riviera, Rocksprings, Roma, tdahiner, Smiley, Stonewall
Three Rivers, Utopia, Uvalde, Yoakum, Zapata.

Southeast Texas
(20)

Broaddus, Brookeland, Center, €tipékboll, Etoile, Hemphill, Jasper,
Kirbyville, Livingston, Lufkin, Milam, Nacogdthes, Newton, Onalaska,
Sam Rayburn, San Augustine, Seven Oaks, Triviigodville.

Upper East Texas
(28)

Alba, Athens, Atlanta, Cantonti@ge, Clarksville, Emory, Frankston,
Grand Saline, Gun Barrel City, Hawkins, HugBesings, Jacksonville,
Jefferson, Malakoff, Marshall, Mineola, Mount &&ant, Mount Vernon,
Palestine, Paris, Queen City, Quitman, Rusk, &gns, Sulphur Springs,
Van, Wills Point.

Upper Rio Grande

Alpine, Big Bend National ParkitExavis, Fort Hancock, Lajitas, Marathon,

(12) Marfa, Presidio, Shafter, Terlingua, Van Horn.
West Texas Andrews, Big lake, Big Spring, Bradyaiter, Eden, Fort Stockton, Iraan,
(22) Junction, Kermit, Lamesa, Mason, Menard, Mamash Ozona,

Paint Rock, Pecos, Rankin, Sanderson, Seminolera.

Note Regions based on Uniform State Service Regions.
Source www.travel.state.tx.us/Economiclmpact.aspx
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