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1 Consumer Behavior in a Dynamic Economy

1.1 Dynamic Decision Problems

The state i ∈ N = {1, . . . , n} evolves according to an arbitrary stochastic process.

A t-period history is a vector (i1, . . . , it); we call H t the set of all t-period histories;

H =
⋃
t≥1N

t the set of all histories, and write λh for the probability of history

h ∈ H. A function d ∈ RH
+ is a (dynamic) consumption plan and D is the set

of all consumption plans. The definition of a coarse consumption plan mirrors the

corresponding definition for the static economy:

Definition O.1. The consumption plan d ∈ D is coarse if |{dh |h ∈ H}| ≤ k.

Let Dk be the set coarse consumption plans. Hence, each household is restricted

to at most k different levels of consumption throughout its entire lifetime. The

household’s utility from the consumption plan d is

V (d) =
∑
t≥1

∑
h∈Ht

βt−1λhu(dh)

where β ∈ (0, 1) is the discount factor and u is a CRRA utility index.

A function q ∈ RH
+ is a (dynamic) price and the consumer’s budget is B∗k(q, w) =

{d ∈ Dk :
∑

h∈H qhdh ≤ w}. The coarse consumption plan d ∈ B∗k(p, w) is optimal if

V (d) ≥ V (d′) for all d′ ∈ B∗k(q, w). For the price q, define the following normalized

pricing kernel κ∗:

κ∗h =
qh

λh(1− β)βt−1
(1)

for all h ∈ H t. The normalized kernel κ∗h is the price in state h ∈ H t divided

2



by the probability of state h (λh) suitably discounted. We say that the partition

S = (S1, . . . , Sm) of H is induced by consumption d if [dh = dh′ if and only if

h, h′ ∈ Sl for some l]. We let Sd denote the partition that d induces. A consumption

plan is measurable if κ∗h = κ∗h′ implies dh = dh′ and monotone if κ∗h > κ∗h′ implies

dh ≤ d′h.

Lemma O.1. Every optimal plan is monotone and measurable.

2 Coarse Competitive Equilibrium in a Dynamic

Economy

In this section, we extend our equilibrium analysis to a dynamic Lucas-tree econ-

omy. We show that there is a one-to-one correspondence between the stationary

coarse competitive equilibria of our dynamic economy and the coarse competitive

equilibrium of a corresponding static economy. This correspondence enables us to

relate the extreme consumption prices analyzed in Theorem 4 to extreme asset prices.

As in the static economy, N = {1, . . . , n} is a finite set of states and si ∈ [a, b]

is the aggregate endowment in state i. Given any history h = (i1, . . . , it), we let

(h) = it and let H t
i = {h ∈ N t : (h) = i} be the set of all t-period histories that

end in i.

A matrix of transition probabilities, Φ, describes the evolution of the state; Φij

is the probability that the state at date t + 1 is j given that it is i on date t. We

assume that Φ has a stationary distribution π; that is,

π = π · Φ (2)
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The initial state (the period 1 history) is drawn from the stationary distribution π.

Therefore, the probability of history h = (i1, . . . , it) ∈ H t is

λh = πi1 · Φi1i2 · · ·Φit−1it (3)

The sextuple E∗ = (u, β, k, π, s,Φ) is a dynamic economy. The assumption that

the initial state is chosen according to the invariant distribution means that we can

ignore transitory effects of the initial condition. As we show below, the economy has

a stationary equilibrium allocation and stationary equilibrium prices. Moreover, we

can map the dynamic economy to the two-period economy analyzed in the previous

section.

An allocation is a probability distribution on D. It is coarse if its support is

contained in the set of coarse consumption plans. Thus, the set of dynamic allocations

is ∆(D) and the allocation ν ∈ ∆(D) is coarse if K(ν) ⊂ Dk. The allocation ν is

feasible in E∗ if

Σh(ν) :=
∑

d∈K(ν)

dh · ν(d) ≤ s(h)

for all h ∈ H. For any D′ ⊂ D, let M∗(D′) be the set of all feasible allocations ν

such that ν(D′) = 1. Hence, M∗(Dk) is the set of feasible coarse allocations for E∗.

The set of prices is Q = {q ∈ RH
+ :
∑

H qh = 1}. The representative household’s

budget is

B∗k(q) =
{
d ∈ Dk :

∑
h∈H

qh[dh − s(h)] ≤ 0
}

(4)

The coarse consumption plan d ∈ B∗k(q) is optimal at prices q if V (d) ≥ V (d′) for all

d′ ∈ B∗k(q).

Definition O.2. The price-allocation pair (q, ν) is a coarse competitive equilibrium
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of E∗ if (i) ν is feasible for E∗ and (ii) ν(d) > 0 implies d is optimal at prices q.

Fix a dynamic economy E∗ = (u, β, k, π, s,Φ) and consider the static economy

E = (u, k, π, s). The two economies share the same utility function and coarseness

constraint. In both economies the initial endowment is chosen according to the

distribution π. In the dynamic economy, the endowment is a Markov process while in

the static economy the endowment stays fixed. Since π is the stationary distribution

of the Markov process with transition matrix Φ, we have

∑
h∈Ht

i

λh = πi (5)

for all t ≥ 1. Hence, the ex ante probability of state i in period t is πi for every

t. Since (1 − β)
∑

t

∑
h∈Ht

i
βt−1λh = πi, the dynamic economy can be thought of

as a version of the static economy in which each state i is split into many identical

states each corresponding to a branch of the event tree that ends with i. We refer to

E = (u, k, π, s) as the static economy for E∗ = (u, β, k, π, s,Φ).

A consumption plan is stationary if consumption depends only on the current

state. The measurability of coarse competitive equilibrium consumption plans in

E will yield the stationarity of coarse competitive equilibrium consumption plans

in E∗. Formally, the plan d is stationary if there exists a consumption plan, c, for

the static economy E such that dh = c(h) for all h ∈ H. Let D̄ denote the set of

stationary plans. We can associate the stationary consumption plans of the dynamic

economy E∗ with the consumption plans of the corresponding static economy E: let

T1 : C → D̄ be the above one-to-one mapping between static consumption plans

and stationary dynamic plans. Thus, d = T1(c) is the dynamic consumption plan in

which a household consumes ci whenever the state i occurs. The set of stationary
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allocations is ∆(D̄). Let T3 : ∆(C) → ∆(D̄) be the one-to-one mapping between

allocations in the static economy and stationary allocations in the dynamic economy

defined by ν(d) = µ(T−1
1 (d)) for d ∈ D̄ and ν(d) = 0 for d 6∈ D̄.

A price q is stationary if qh depends only on the current state (h) and on the

discounted probability of history h appropriately normalized. More precisely, q is

stationary if there is a static price p such that for all t ≥ 1 and all h ∈ N t

qh = λh(1− β)βt−1 p(h)
π(h)

(6)

= λh(1− β)βt−1κ(h)

Equations (5) and (6) imply
∞∑
t=1

∑
h∈Ht

i

qh = pi (7)

for all i and hence
∑

h∈H qh =
∑n

i=1 pi = 1. Then, for each static price p, there is

a corresponding stationary dynamic price and, conversely, each stationary dynamic

price can be mapped to a static price.

Let Q̄ ⊂ ∆(H) be the set of stationary prices. Let T2 : ∆(N) → Q̄ be the

one-to-one mapping between prices in the static economy and stationary prices in

the dynamic economy defined above. To summarize: T1 : C 1−1−−−→ D̄ is the mapping

that identifies the unique stationary consumption plan associated with each static

consumption plan, T2 : ∆(N)
1−1−−−→ Q̄ defines the unique stationary price associated

with each static price and T3 : ∆(C) 1−1−−−→ ∆(D̄) defines the unique stationary

allocation associated with each static allocation.
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Equation (5) implies

V (T1(c)) = (1− β)
∑
t≥1

∑
h∈Nt

u(c(h))β
t−1λh = U(c) (8)

and Equation (7) implies that c ∈ Bk(p) if and only if T1(c) ∈ B∗k(T2(p))∩D̄. Finally,

note that µ ∈ ∆(C) is feasible in E if and only if T3(µ) ∈ ∆(D̄) is feasible in E∗.

Theorem O.1 below relates coarse competitive equilibria of the dynamic economy

to the coarse competitive equilibria of the corresponding static economy. An equi-

librium allocation of the static economy yields a stationary equilibrium allocation of

the corresponding dynamic economy and an equilibrium price of the static economy

yields a stationary equilibrium price of the dynamic economy.

Theorem O.1. (i) (T2(p), T3(µ)) is a coarse competitive equilibrium of E∗ whenever

(p, µ) is a coarse competitive equilibrium of E. (ii) If ν is a coarse competitive

equilibrium allocation for E∗, then ν ∈ ∆(D̄) and T−1
3 (ν) is a coarse competitive

equilibrium allocation for E.

Theorem O.1 leaves open the possibility of a non-stationary coarse competitive

equilibrium price (supporting a stationary coarse competitive equilibrium allocation).

Theorem O.1 relies on the assumption that the initial state is chosen according to the

stationary distribution π. Without this assumption, there might still be an analogue

of Theorem O.1 but the mapping between the dynamic and the static economy would

be more complicated.
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3 Extreme Asset Prices and the Safe Haven Pre-

mium

Recall that a static pure endowment economy E = (u, k, π, s) has a unique coarse

competitive equilibrium price. In this section, we relate this price p to asset prices

in the dynamic economy. To simplify the exposition, we restrict ourselves to iid

transitions: Φij = πj for all i, j and refer to a dynamic economy with constant

transition probabilities as an iid economy. In addition, we assume ρ = 1 so that

u(z) = ln z. These restrictions are made for expositional ease. All results below can

be extended to arbitrary Markov transitions provided that all ratios of transition

probabilities stay bounded. For ρ > 1, the equilibrium price of consumption may be

zero; this would allow us to strengthen some of the results below at the cost of more

cumbersome notation. For ρ < 1, we would need to weaken slightly the result on

extremely low asset prices.

Consider an asset z = (z1, . . . , zn) in zero net supply that delivers zi units of the

consumption good next period if state i occurs. Let rh(z) be the coarse competitive

equilibrium price of this asset in terms of current period consumption after history h.

Recall that (h) ∈ N is the last state of history h. A standard no-arbitrage argument

yields

rh(z) =

∑
i∈N qhizi

qh
(9)

where the numerator is the expected value of the return z after history h and the

denominator is the price of consumption after history h. Since q is stationary, the

price of the asset depends only on (h) and therefore rh(z) = r(h)(z). Formulas (6)
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and (9) imply

rh(z) = r(h)(z) = β
E[κz]

κ(h)

(10)

where E[ξ] is the expectation of the random variable ξ on the finite probability space

(N, π). Since κi > 0 for all i ∈ N , the asset price is well defined. We let r(z) denote

the asset price in period t as a function of the realized state in period t. Since the

price of the asset depends only on the current state, the random variable r(z) is well

defined.

As in Theorem 4, we consider a sequence of economies that converges to a limit

economy with a continuous distribution of endowments. Formally, we say that a

sequence of iid-economies {E∗n} = {(u, β, k, πn, sn)} is convergent if the correspond-

ing sequence of static economies {En} = {(u, k, πn, sn)} is convergent. Consider a

sequence of asset returns {zn} such that zn ∈ Rn. We say that {zn} is bounded

if there are 0 < γ1 < γ2 < ∞ such that zni ∈ [γ1, γ2] for all i and n. In Theorem

O.2 and Theorem O.3 below, we consider convergent sequence of iid economies and

corresponding sequences of assets. As in Theorem 4, to avoid having to say “there

exists a subsequence such that” multiple times, we let limxn denote an arbitrary

limit point of any bounded sequence {xn}.

Theorem O.2. If {zn} is bounded, then lim Prob (rn(zn) < ε) > 0 for all ε > 0 and

lim Prob (rn(zn) > K) > 0 for all K.

The proof of Theorem O.2 reveals that limit equilibrium asset prices are extremely

high if the endowment is near its upper bound and extremely low if the endowment

is near its lower bound. Theorem O.2 is a corollary of Theorem 4 and can be used

to derive another asset pricing implication that relates risk-free and nearly risk-free
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asset prices. Let nx = min{j :
∑

i≥j π
n
i ≥ 1 − x}. Then, let en = (1, . . . , 1) be a

risk-free asset and let enε be the following nearly risk-free asset:

enεi =


1 if i ≥ nε

0 if i < nε

Hence enε yields 1 in all but the ε−fraction of states with the lowest endowment. Let

R(z, z′) be the ratio of the equilibrium price of asset z over the equilibrium price of

asset z′ after history h. Equation (10) ensures that R(z, z′) does not depend on h.

Theorem O.3. There is δ > 0 such that limRn(enε, en) ≤ 1− δ for all ε > 0.

Theorem O.3 shows that the risk-free premium does not converge to zero as the

returns of the nearly risk-free asset converges in distribution to the returns of the risk-

free asset. This safe-haven premium comes about because the price of consumption

in the lowest endowment state is bounded away from zero and, therefore, the risk-free

asset is always more costly than the nearly risk-free asset.

4 Proofs of the Results in this Supplement

4.1 Proofs of Lemma O.1 and Theorem O.1

Proof of Theorem O.1: Let τ(h) be the length of history h; that is, τ(h) = t if

h ∈ H t. Let d be non-measurable or non-monotone optimal consumption plan and

let κ∗ be its pricing kernel defined in equation (1) above. Then, let S ′ = (S ′1, . . . , S
′
m)

for m ≤ k, be the partition of H that d induces; that is dh = dh′ if and only if

h, h′ ∈ S ′i for some i. Since d is non-monotone or non-measurable, assume w.l.o.g.
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that d(S ′1) > d(S ′2) and κ∗h1 ≥ κ∗h2 for hi ∈ S ′i for i = 1, 2, where d(S ′i) is the

consumption level for cell S ′i. Let S∗ = {{h1}, {h2}, S3, . . . , Sm}, S0 = {H1, . . . , Hn}

where N is the set of states in the static economy and let S = {S1, . . . , Sn̂} be the

coarsest common refinement of S ′, S∗ and S0; that is, the coarsest partition of H

finer than S ′, S∗ and S0.

Define the static economy Ê = (u, k, π̂, ŝ) as follows: the utility function and k

are as in the dynamic economy. The set of states is N̂ = {1, . . . , n̂} and ŝi = sj(h)

for some h ∈ Si; since S is a refinement of S0, ŝi does not depend in the choice of h.

Let π̂i =
∑

Si
λh(1− β)βτ(h)−1 for all i ∈ N̂ .

Let p̂i =
∑

h∈Si qh and ĉi = dh for some h ∈ Si. Again, since S is a refinement

of S ′, ĉi does not depend in the choice of h. It is easy to verify that since d is an

optimal consumption at prices q in E∗, ĉ is an optimal consumption at price p̂ in

Ê. It is also easy to verify that since d is non-measurable or non-monotone, so is ĉ,

contradicting Theorem 1.

Proof of Theorem O.1: Assume that (p, µ) is a coarse competitive equilibrium of

E but (T2(p), T3(µ)) is not a coarse competitive equilibrium of E∗. Let {d1, . . . , dm}

be the support of ν = T3(µ). Clearly, ν is feasible for E∗ since µ is feasible for E.

So, there must be some i such that di is not an optimal. Since (p, µ) is a coarse

competitive equilibrium of E, T−1
1 (di) is budget-feasible in E and therefore, di is

budget feasible in E∗. Hence, there is a budget feasible d such that V (d) > V (di).

If d were stationary, we would have U(T−1(d)) > U(T−1(d1)) contradicting the fact

that (p, µ) is an equilibrium of E; that is, di is optimal among stationary plans.

However, if d is not stationary, then it is not measurable. Then, V (d) > V (d1)

contradicts Lemma O.1.
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Next, assume that (q, ν) is a coarse competitive equilibrium of E∗ and is not

stationary. Let {d1, . . . , dm} be the support of ν. Let Si be the partition that di

induces and let S0 = {H1, . . . , Hn}. Let S = {S1, . . . , Sn̂} be the coarsest common

refinement of S0, . . . , Sm. Let N̂ = {1, . . . , n̂} and define the static economy Ê =

(u, k, π̂, ŝ) as in the proof of Lemma O.1: the utility function and k are the same as

in E∗; ŝi = sj(h) for some h ∈ Si; π̂i =
∑

Si
λh(1− β)βτ(h)−1 for all i ∈ N̂ .

Let p̂i =
∑

h∈Si qh and ĉli = dlh for some h ∈ Si. Again, since S is a refinement of

Sl and S0, both ŝi and ĉli are well defined for all i, l. It is easy to verify that since d is

an optimal consumption at prices q in E∗, ĉ is an optimal consumption at price p̂ in

Ê. It is also easy to verify that since d is non-stationary and p is stationary, ĉ is non-

measurable, contradicting Lemma O.1. Verifying that a stationary equilibrium of E∗

is a stationary equilibrium of the static economy is straightforward and omitted.

4.2 Proof of Theorems O.2 and O.3

Proof of Theorem O.2: Since zn is bounded,
∑

N p
n
i z

n
i ∈ [γ1, γ2] for all n. Then,

Theorem O.2(i) follows from equation (10) and Theorem 4(i) and Theorem O.2(ii)

follows from equation (10) and Theorem 4(ii).

Proof of Theorem O.3: Note that limE(κnenε) = lim
∑

i≥jnε
pni < 1 − lim pn1 . By

Theorem 4(i), lim pn1 > 0. Hence, equation (10) yields

limRn(enε, en) =
limE(κnenε)

limE(κnen)
= limE(κnenε) ≤ 1− lim pn1

Then, setting δ = lim pn1 establishes the desired result.
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5 Remaining Proofs from the Paper

5.1 Proof of Lemma 5

Proof of Lemma 5. Let Z = Rn
++, E = (u, k, π, z) for z ∈ Z and let Φz(C ′)

be the set of feasible allocations for E with support in C ′. Then, let Wk(z) =

maxµ∈Φz(Ck) W (µ) and Zs = {z ∈ Z : Wk(z) > Wk(s)}. Clearly, Wk(z) > Wk(y)

whenever zi > yi for all i ∈ N and hence, Zs is nonempty.

Suppose |zi−yi| < ε and let y+
i = max{yi, zi}, y−i = min{yi, zi} for all i. Then, let

µ = (a, c) be optimal for (u, k, π, y+). Then, (a, (1− ε
a
)c) is feasible for (u, k, π, y−).

Since Wk(a, (1 − ε
a
)c) is continuous in ε at ε = 0 and Wk(y) is nondecreasing in

each coordinate, for ε′ > 0, there is ε > 0 such that |Wk(y) −Wk(z)| ≤ |Wk(y
+) −

Wk(y
−)| < ε′ proving that Wk is continuous and hence Zy is open.

We note that since W is a concave function of µ, Wk is a concave function of z

and hence the set Zs is convex. To see that, fix z1, z2 ∈ Zs and choose µi ∈ Φzi(Ck)

such that W (µi) = Wk(z
i) for i = 1, 2. By Lemma 4, such µi exist. Clearly,

γµ1 + (1− γ)µ2 ∈ Φẑ(Ck) for ẑ = γz1 + (1− γ)z2 and hence Wk(γz
1 + (1− γ)z2) ≥

W (γµ1 + (1− γ)µ2) = γW (µ1) + (1− γ)W (µ2) = γWk(z
1) + (1− γ)Wk(z

2).

Since Zs is nonempty, open, and convex, and s /∈ Zs, by the separating hyperplane

theorem, there exists p ∈ Rn such that pi 6= 0 for some i and
∑

i pi · zi >
∑

i pi · si

for all z ∈ Zs. Since Wk is nondecreasing in each coordinate, we must have pi ≥ 0

for every i ∈ N and hence we can normalize p to ensure that p ∈ ∆(N).

Let µ = (a, c) be a solution to the planner’s problem, where αl > 0 for all l. The

argument establishing that each cl must maximize U given budget B(p) is standard

and omitted.

Finally, to see that if (p, µ) is a coarse competitive equilibrium, then µ must be a
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solution to the planner’s problem, note that since every agent has the same endow-

ment, µ must be fair. But then, if µ did not solve the planner’s problem, the solution

to the planner’s problem would Pareto-dominate it. However, it is straightforward

to show that every coarse competitive equilibrium allocation is Pareto-efficient.

5.2 Proof of Theorem 3

Lemma 7 establishes monotonicity, Lemma O.2 below proves essential uniqueness.

Lemma O.2. The coarse competitive equilibrium price of a pure endowment econ-

omy is unique.

Proof. Let (p, µ) be a coarse competitive equilibrium. First, we show that ci > 0 for

all i and c such that µ(c) > 0. Let A = {i : ci = 0} for some c such that µ(c) > 0.

If A 6= ∅, utility maximization implies
∑

i∈A pi = 1 and
∑

i∈N\A pi = 0; otherwise

increasing ci by ε for all i ∈ A and lowering ci by
ε
∑
i∈A pi∑

i∈N\A pi
for all i /∈ A results in

increase of utility for small ε. It follows that c costs the same as 2c and since ci > 0

for some i and u is strictly increasing, c cannot be optimal if A 6= ∅.

Since E is a pure endowment economy, assume without loss of generality that

si < si+1. For any µ, let I(µ) = {i < n : ci < ci+1 for some c ∈ K(µ)}. Since every

coarse competitive equilibrium allocation solves the planner’s problem and k > 1

(i.e., agents can have at least two distinct consumption levels), I(µ) 6= ∅. Hence,

for any competitive equilibrium allocation µ, let J(µ) = max I(µ). Let (µl, pl) for

l = 1, 2 be two coarse competitive equilibria.

We claim that i /∈ I(µl) implies i + 1 /∈ I(µl). To see why this is the case, note

that if i /∈ I(µl), then Σi(µ
l) = Σi+1(µl) and therefore Σi+1(µl) < si+1 and hence by

Lemma 6, pi+1 = 0. Then, if ci+2 > ci+1 for any c ∈ K(µl), define ĉj = cj for j ≤ i,
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ĉj = cj for j ≥ i+2 and ĉi+1 = ci+2 and note that ĉ is coarse, costs the same as c but

yields strictly higher utility, contradicting the fact that µl is a coarse competitive

equilibrium allocation.

Next, we claim that J(µ1) = J(µ2). If not, assume without loss of generality that

J(µ1) > J(µ2). Let ŝj = sj for all j ≤ J(µ2) and ŝj = sj + 1 for all j ≥ J(µ2) + 1.

Then, since we established in the preceding paragraph that pj = 0 for all j > J(µ2),

we conclude that (p2, µ2) is a coarse competitive equilibrium for the economy with

endowment ŝ. Therefore, by Theorem 2, Wk(s) = Wk(ŝ). But, since i := J(µ2) <

J(µ1), the previous claim implies i ∈ I(µ1). Hence, there exist c ∈ K(µ1) such that

ci < ci+1. Since c is monotone (by Theorem 1), ĉ defined by ĉj = cj for all j ≤ i

and ĉj = cj + 1 for all j ≥ k + 1 is coarse. Let µ̂ be the allocation derived from µ1

by replacing c with ĉ. Note that µ̂ yields strictly higher mean utility than µ1 and is

feasible for the economy with endowment ŝ, contradicting Wk(s) = Wk(ŝ).

Note that if J(µ1) = J(µ2) = 1, then p1
1 = p2

1 = 1 and hence p1 = p2 as desired.

So, henceforth we assume J(µ1) = J(µ2) > 1. By Theorem 1, both µ1, µ2 solve the

planner’s problem. Then, the linearity of W ensures that µ3 := .5µ1 + .5µ2 also

solves the planner’s problem and hence by Theorem 1, there exists some p3 such that

(p3, µ3) is a coarse competitive equilibrium. Then, the previous claim ensures that

J := J(µj) > 1 for j = 1, 2, 3.

For any c such that cj > 0 for all j and for any i = 1, . . . , n− 1, define

MRSi(c) =

∑
{j≤i} πju

′(cj)∑
{j>i} πju

′(cj)

For j = 1, 2, 3 and i ∈ N , let qji =
∑

j≤i p
j
i . For any i ≤ J , pick ci ∈ K(µ1) such that

cii < cii+1. Construct ĉ by changing cij in all states j ≤ i by ε and in all states j > i
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by ε′ in a budget neutral manner. The optimality of ci ensures that this alternative

plan cannot increase utility which means: q1
i = MRSi(c

i)(1− q1
i ) for all i ≤ J . But

since K(µ1) ⊂ K(µ3), the equations above also hold for q3 proving that q3
j = q1

j for

all j and hence p1 = p3. A symmetric argument ensures that p2 = p3.

Lemma O.3. The coarse competitive equilibrium price of any economy is essentially

unique.

Proof. Let Ê = (u, k, π̂, ŝ) be any economy and let E = (u, k, π, s) be the correspond-

ing pure endowment economy where πi =
∑

j:ŝj=si
π̂j. For any measurable plan ĉ for

Ê, define the plan c for E in an obvious way. Then, define µ by µ(c) = µ̂(ĉ). Given

a price p̂ for Ê, define p for E as follows: pi =
∑

j:ŝj=si
p̂j for all i.

To prove essential uniqueness, suppose there are two coarse competitive equilibria

for Ê, (p̂l, µ̂l) for l = 1, 2 such that p̂1 and p̂2 are not equivalent. Then, since by

Theorem 2 both µ̂l are measurable, the corresponding µl are well-defined allocations

for E. It is easy to see that (pl, µl) are coarse competitive equilibria for E. But since

p̂1 and p̂2 are not equivalent, p1 6= p2, contradicting Lemma O.2.

5.3 Proof of Lemma 10

Let (pn, µn) be a coarse competitive equilibrium of En. Let Un
∗ be the equilibrium

utility of a k-course agent with wealth 1 and let Y n be the maximal utility k − 1-

course agent with wealth 1 could obtain facing prices pn. Let f : [a, b]→ R++ be the

density of the limit endowment.

The proof of this lemma relies on definitions and results in section A.1. of the

paper. Let {Ŝn} = {(Ŝn1 , . . . , Ŝnmn)} be the sequence of partitions generated by some
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k − 1-course consumption plan ĉn. Hence, mn ≤ k − 1 for all n. Let πn(j) = π(Ŝnj )

and pn(j) = p(Ŝnj ) for all n, j.

Suppose that

lim[Un
∗ − U(ĉn)] = 0

along some subsequence. Pass to that subsequence. Note that u(a) ≤ U(cn) ≤ Un
∗ ≤

u(b) and 0 ≤ πn(l) ≤ 1, 0 ≤ pn(l) ≤ 1. Therefore, there exists a subsequence such

that (U(ĉn), (πn(l), pn(l))ml=1) converges and mn = m for all n. Pass to that subse-

quence and let (Y, (p(l), π(l))k−1
l=1 ) be its limit. Hence, limUn

∗ = Y . The optimality

(in the limit) of ĉn ensures that ĉn(l) > 0 whenever π(l) > 0.

For 0 < ε < 1, the sets {Bn
l } are an ε-fragment if Bn

l ⊂ Ŝnl for all n,
∑

Bnl
πnj =

εnπn(l) and lim εn = ε.

Lemma O.4. Let {Bn
l } be an ε-fragment. If limUn

∗ = Y , then lim
∑

Bnl
pnj = εp(l).

Proof of Lemma O.4. Since pnj ≥ 0, the conclusion of the lemma is immediate if

p(l) = 0. Therefore, assume p(l) > 0 and that the lemma is false. Pass to a subse-

quence so that bn1 :=
∑

Bnl
pnj converges. Define bn2 := pn(l) − bn1 ; an1 = πn(l)εn, an2 =

πn(l)(1− εn) and let bi = lim bni , ai = lim ani for i = 1, 2.

If b1 ·b2 = 0 and bn1 ·bn2 > 0 for all n along some subsequence, then w.l.o.g. assume

b2 = 0. Construct cn ∈ C(Sn), where

Sn = (Ŝn1 , . . . , Ŝ
n
l−1, B

n
l , Ŝ

n
l \Bn

l , Ŝ
n
l+1, . . . , Ŝ

n
m)

as follows: cni = ĉn(l)−x for all i ∈ Bn
l , cni = ĉn(l)+

xbn1
bn2

for all i ∈ Snl \Bn
l , c(j) = ĉn(j)

for all j = 1, . . . ,m. Since ĉ(l) > 0, for x > 0 sufficiently small, c is feasible and

lim[U(ĉn)− U(cn)] < 0, a contradiction. If there exists no subsequence along which
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bn1 · bn2 > 0 for all n, then we can find a (subsequence) such that bni = 0, say bn2 = 0,

for all n. Then, replace ĉn(l)− ε in the preceding argument with ĉn(l) and ĉn(l)+
xbn1
bn2

with ĉn(l) + 1 to get the same contradiction, lim[U(ĉn)− U(cn)] < 0.

Hence, we assume b1 · b2 > 0 and bn1 · bn2 > 0 for all n and note that a1
b1
6= a2

b2
.

Consider the sequence of k-coarse plans cn ∈ C(Sn) such that U(cn) ≥ Wσ(Sn) + 1
n

for Sn defined above. Then, again we have a contradiction since

lim[U(ĉn)− U(cn)] = (b1 + b2)ψσ

(
a1 + a2

b1 + b2

)
− b1ψσ

(
a1

b1

)
+ b2ψσ

(
a2

b2

)
< 0

where the last inequality follows from the strict convexity of ψσ.

Fix a cell Ŝl of the partition Ŝ such that π(l) > 0 and p(l) > 0. To see why such

a cell must exist, note that the proof of Lemma 10 does not rely on the optimality

of the partition S. Let z = p(l)
π(l)

> 0 and let 0 < q∗ < q∗∗ < π(l). For j ∈ N , define

Ln(j) := {i ∈ N : i < j} and Mn(j) := {i ∈ N : i ≥ j}. For each n, let J n be the set

of j such that q∗ ≤ πn(Ŝl∩Ln(j)) ≤ q∗∗. Let jn∗ := min{j ∈ Ŝl : πn(Ŝl∩Ln(j)) ≥ q∗}

and let jn∗∗ = max{j ∈ Ŝl : πn(Ŝl ∩ Ln(j)) ≤ q∗∗}. Since the limit distribution of the

aggregate endowment is nonatomic, limn π
n(Ŝl ∩Ln(jn∗ )) = q∗ = πn(Ŝl\Mn(jn∗ )) and

limn π
n(Ŝl ∩ Ln(jn∗∗)) = q∗∗ = πn(Ŝl\Mn(jn∗∗)).

Let c̃n be an optimal consumption for the economy En and let S̃n = S c̃
n

be the

partition that c̃n induces. Consider the cells of S̃n that have a nonempty intersection

with J n and, of those cells, let Gn be the one with the minimal consumption and let

Hn be the one with the maximal consumption. Hence, by Theorems 1 and 2, either

Gn = Hn or i < j for all i ∈ Gn, j ∈ Hn.

Lemma O.5. lim pn(Gn)
πn(Gn)

= lim pn(Hn)
πn(Hn)

.
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Proof of Lemma O.5. If Gn = Hn for all n (sufficiently large), there is nothing

to prove. So, assume Gn 6= Hn for all n. Let ln∗ be the minimal element of Ŝnl and

ln∗∗ be the maximal element of Ŝnl . Define, An := Gn\Ln(ln∗ ), B
n := Hn\Mn(ln∗∗),

Cn := Gn \ An and Dn := Hn \ Bn. Let an1 = πn(An), an2 = πn(Bn), an3 = πn(Cn),

an4 = πn(Dn), bn1 = pn(An) bn2 = pn(Bn), bn3 = pn(Cn) and bn4 = pn(Dn). Choose a

subsequence such that the limits ai := lim ani and bi := lim bni exist for i = 1, . . . , 4;

w.l.o.g. assume that this subsequence is the sequence itself.

Let S be the partition derived from S̃ by replacing Gn with Gn ∪ Bn and Hn

with Dn. Similarly, let T be the partition derived from S̃ by replacing Gn with Cn

and Hn with Hn ∪An. Let cn ∈ C(S) be a sequence of consumption plans such that

limU(cn) = limWσ(Sn) and c̄n ∈ C(T n) be a sequence of consumptions such that

limU(c̄n) = limWσ(T n). Again, by passing to a subsequence if necessary, we can

ensure that the above limits exist.

Note that setting ψσ(0) = 0 extends ψσ continuously to R+ for all σ. The

extended ψσ is strictly convex since the continuous extension of a strictly convex

function on R++ to R+ is also strictly convex. Henceforth, we will identify ψσ with

its extended version.

First, assume a1 · a2 > 0 and hence by Lemma O.4, bi = z · ai > 0 for i = 1, 2.

Clearly, lim pn(Gn)
πn(Gn)

= b1+b3
a1+a3

and lim pn(Hn)
πn(Hn)

= b2+b4
a2+a4

. The monotonicity of the pricing

kernel (Theorem 2) ensures that (i) b3 = 0 implies a3 = 0, (ii) a4 = 0 implies b4 = 0

and

b1 + b3

a1 + a3

≥ z ≥ b2 + b4

a2 + a4

. (11)
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If the lemma is false, at least one of the inequalities above must be strict. Note that

lim[Vσ(S̃n)− Vσ(T n)] = (b1 + b3)ψσ

(
a1 + a3

b1 + b3

)
+ (b2 + b4)ψσ

(
a2 + a4

b2 + b4

)
− lim bn3 · ψσ

(
an3
bn3

)
− (b1 + b2 + b4)ψσ

(
a1 + a2 + a4

b1 + b2 + b4

)
and

lim[Vσ(S̃n)− Vσ(Sn)] = (b1 + b3)ψσ

(
a1 + a3

b1 + b3

)
+ (b2 + b4)ψσ

(
a2 + a4

b2 + b4

)
−(b1 + b2 + b3)ψσ

(
a1 + a2 + a3

b1 + b2 + b3

)
− lim bn4 · ψσ

(
an4
bn4

)

Suppose that only the first inequality in equation (11) is strict. Then, (i) above

yields b3 > 0; otherwise b1+b3
a1+a3

= z, a contradiction. Since a2+a4
b2+b4

= a1+a2+a4
b1+b2+b4

= 1
z

and

the extended ψσ is strictly convex, lim[Vσ(S̃n)−Vσ(T n)] < 0, contradicting the limit

optimality of c̃n.

Next, assume that only the second inequality is strict, which given (ii) implies

a4 > 0. Hence, a1+a3
b1+b3

= a1+a2+a3
b1+b2+b3

= 1
z
. Then, if b4 > 0, lim[Vσ(S̃n) − Vσ(Sn)] < 0

follows from the strict convexity of ψσ; if b4 = 0, then, since a4 > 0, we must have

σ < 1; otherwise limUn
∗ =∞, contradicting feasibility. For σ < 1, limb→0 bψσ(a

b
) = 0

and hence, lim[Vσ(S̃n) − Vσ(Sn)] < 0 follows from the monotonicity of the pricing

kernel and the fact that ψσ is strictly decreasing. Again, we have a contradiction.

Finally, assume that both of the inequalities above are strict and hence a3+b3 > 0,

a4 + b4 > 0 and a1+a3
b1+b3

< a2
b2

= a1
b1
< a2+a4

b2+b4
. Then, (i) and (ii) above imply b3 > 0

and a4 > 0. As noted above, if b4 = 0, σ < 1 in which case part (4) of Lemma 1–

applied now to the extended ψσ to allow for the possibility that a3 = 0–yields either

limVσ(Sn) > limVσ(S̃n) or limVσ(T n) > limVσ(S̃n); if b4 > 0, part (3) of Lemma

1–again applied to the extended ψσ to allow for the possibility that a3 = 0–yields
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the same conclusion, contradicting the limit optimality of c̃n.

Next, assume a1 · a2 = 0. If a1 = a2 = 0, then for all n large enough an3 =

an4 = 0 and for ε > 0 sufficiently small, we can choose ε-fragments Bn
l , B̂

n
l such

that i ∈ Bn
l , j ∈ An, j′ ∈ Bn, i′ ∈ B̂n

l implies i < j < j′ < i′. Then, Theorem 3

and Lemma O.4 imply lim pn(Gn)
πn(Gn)

= lim
bn1
an1

= z = lim
bn2
an2

= lim pn(Hn)
πn(Hn)

, proving the

lemma. Suppose a1 = 0 and a2 > 0. Then, arguing as above, we get lim pn(Gn)
πn(Gn)

=

lim
bn1
an1

= z and for n large enough an3 = 0. Hence, if the lemma is false, we must have

lim pn(Hn)
πn(Hn)

< z, which implies that lim
an4
bn4
> 1

z
. Then,

lim[Vσ(S̃n)− Vσ(Sn)] = (b2 + b4)ψσ

(
a2 + a4

b2 + b4

)
− b2ψσ

(
a2

b2

)
− b4 · ψσ

(
an4
bn4

)
< 0

since ψσ is convex and a2
b2
6= a4

b4
. The last display equation contradicts the limit

optimality of c̃n. Replacing Sn with T n and making other obvious adjustments in

the preceding argument yields the same contradiction for the a1 > 0 and a2 = 0 case.

Lemma O.6. limn→∞[Σjn∗∗(µ
n)− Σjn∗ (µn)] = 0.

Proof of Lemma O.6. Suppose there is a convergent subsequence along which

lim[Σjn∗∗(µ
n) − Σjn∗ (µn)] > 0. Thus, there is a sequence of optimal consumptions cn

such that either lim[cjn∗∗ − cjn∗ ] does not exist or exists and is not equal to 0. This

implies that the sets Gn and Hn defined above are distinct and, by Lemma O.5,

lim πn(Gn)
pn(Gn)

= lim πn(Hn)
pn(Hn)

. Let Sn = Sc
n

and xn, yn be the optimal consumption levels

for cells Gn and Hn. Then, consumption in state jn∗ is xn and consumption in state

jn∗∗ is yn.

With CRRA utility, c(Sni ) =
(
πn(Sni )

pn(Sni )
· p

n(Snj )

πn(Snj )

)σ
c(Snj ) and therefore, by Lemma
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O.5, lim xn = lim yn whenever lim yn exits. If lim yn = ∞ (along any subsequence),

then, by Theorems 1 and 2, limit consumption in every cell of Sn prior to Hn (i.e.,

cells containing states i < j for j ∈ Hn) must also go to infinity but since pl > 0, the

limit price is strictly greater than zero for at least one cell with infinite limit con-

sumption. Since an infinite limit consumption at a positive limit price would violate

the consumer’s budget constraint, we have a contradiction. Hence, the sequence yn

is bounded and therefore lim |yn − xn| = 0, contradicting lim[cjn∗∗ − cjn∗ ] 6= 0.

Since the density of the aggregate endowment f is continuous on [a, b], it is

bounded, which implies limn[snjn∗∗ − s
n
jn∗

] > 0. Then, Lemma 6 and Lemma O.6 imply

pnjn∗ = 0 for large n, which, in turn, implies pni = 0 for all i ∈ Mn(j∗) = 0. Then,

Lemma O.4 and p(l) > 0 yield a contradiction.
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